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Chapter 1
Lecture 1

1.1 Conventions & Tentative Plan

Convention.

(a) Denote CAT your favorite choice between the category of paracompact Hausdorff spaces or the category of smooth
manifolds with the caveat that for CAT paracompact Hausdorff spaces, we must allow the total space of a fiber bundle
to be non-paracompact. This means that a CAT group is a Lie group when CAT = DIFF the category of smooth
manifolds or a topological group when CAT is paracompact Hausdorff spaces.

(b) As stated above, when CAT is paracompact Hausdorff spaces, we must allow for the total spaces of fiber bundles to not
be paracompact and we will implicitly make this assumption everywhere. A slightly less general but categorically well-
behaved theory is obtained by letting CAT be paracompact Hausdorff spaces that are also σ-compact. A maximally
weak condition due to Kiiti Morita given in the paper On the Product of Paracompact Spaces is that CAT is
paracompact Hausdorff spaces that are also a countable union of locally compact closed subspaces.

(c) Finally, most generally, we can consider CAT-bundles to be any of the above or we can place no stipulations on our
spaces but require that all bundles in sight are numerable. The whole story goes through for numerable bundles as
long as we supply the appropriate lemmas and in the numerable land. This will be an exercise.

(d) All maps, actions and objects considered belong to your favorite choice of CAT. An isomorphism of topological spaces
is a homeomorphism and an isomorphism of smooth manifolds is a diffeomorphism.

(e) When CAT = DIFF, a group is a Lie group. When CAT is paracompact Hausdorff spaces, a group is a paracompact
Hausdorff topological group.

(f) To simplify our lives, all group actions considered henceforth will be faithful. Following Steenrod will call such group
actions effective. Later, I will provide some exercises that will indicate how to change the definitions to make nearly
everything things go through more generally.

Warning. When CAT is paracompact Hausdorff spaces, we must be cautious about certain constructions landing back in
paracompact Hausdorff spaces. When CAT is paracompact Hausdorff spaces, we will always carry out our constructions
in the full category Top of topological spaces (or, if you care, any “convenient” category of topological spaces) and then
observe that the space so constructed is paracompact Hausdorff.

Let us now establish a convenient bit of notation we will use later when discussing principal G-bundles.
Definition (G-Torsor). Let G be a group and suppose G acts on a space F . Then we say F is a G-torsor if G acts
effectively on F and the map G × F → F × F defined by sending (g, x) 7→ (x, gx) is an isomorphism. An analogous
definition works for a right action.

Exercise 1. Show that if F is a G-torsor, then F ∼= G and that this isomorphism may be taken to be G-equivariant.

Example 1. Let G be a topological group that does not have the trivial topology—for example, consider G = GLn(R)
topologized as a subset of Rn2 . Let Gt be the space with the same underlying set as G but equipped with the trivial
topology (only G and Ø are open). Then Gy Gt effectively by left translation but G 6∼= Gt. Hence, Gt is not a G-torsor.

Plan.

(1) Bundles.
(2) Characteristic Classes.
(3) Up to participants. Possibilities: Chern-Weil theory, characteristic classes of surface bundles or bordism. Based on

participant backgrounds, it looks like we’ll be talking about bordism, time permitting.
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6 1 Lecture 1

1.2 Fiber Bundles and G-Bundles

Reminder. To simplify our lives, all group actions considered henceforth will be faithful. Following Steenrod will call
such group actions effective.

The basic building block for the things we are interested in is the notion of a fiber bundle.

Definition (Fiber Bundle). A fiber bundle over a base space B with fiber F and total space E is a map p : E → B
satisfying the following local triviality condition: for each x ∈ B, there is an open nbhd U of x an isomorphism ϕ : p−1(U)→
U × F such that the following diagram commutes

p−1(U) U × F

U U

p

ϕ

pr1

We call such a nbhd trivializing and the map ϕ a trivialization or a bundle chart. A particular fixed choice of such
trivializations covering B, say A = {(ϕi, Ui)}i∈I is called an atlas or a bundle atlas. We can denote this information as
(E, p,B, F,A ).

Remark. The data of a fiber bundle makes precise the idea of one space (the fiber) “continuously/smoothly” parame-
terizing another space (the base space). But often times (and in particular in geometric situations) the fibers we consider
have more structure than simply being a space.

The basic object we are actually interested in are fiber bundles with a specified structure group.

Definition. Let G be group. A fiber bundle with structure group G or a G-bundle is a fiber bundle p : E → B with
fiber F and a left G-action on F along with the additional data of a G-atlas.

A G-atlas is a collection of trivializations A =
{

(Ui, ϕi : p−1(Ui) ∼= Ui × F )
}
covering B which we require to satisfy the

following compatibility criterion: for each transition map ϕij
def= ϕiϕ

−1
j , there exists a map gij : Ui ∩ Uj → G such that

ϕij = ϕiϕ
−1
j : (Ui ∩ Uj)× F → (Ui ∩ Uj)× F ϕij(x, f) = (x, f · gij(x)).

We call each gij a transition function. We will call each ϕij a transition or transition map to differentiate between
the two.

Notation. We will often denote this information as (E, p,B,G, F,A ). It’s useful to think of this schematically as

E
p−→ B Gy F {(ϕi, Ui)}i∈I .

Example 2. Consider the case where G = GLn(R) and F = Rn—here, we let G y F in the usual way by linear
isomorphisms. Then a vector bundle of rank n is precisely a fiber bundle with structure group GLn(R) and fiber Rn.
Thus, G-bundles are a vast generalization of vector bundles.

Exercise 2. In the example above, we assumed that the action of GLn(R) on Rn was effective. Verify this.

Proposition 1.2.1. Let ξ = (E, p,B,G, F,A ) be a G-bundle and denote the identity element of G by e. The transi-
tion functions for ξ satisfy the following compatibility condition. For any choice of indices i, j, k for which the relevant
intersections of the sets Ui, Uj and Uk are non-empty,

(1) gij = gikgkj on Ui ∩ Uk ∩ Uj;
(2) gii = e;
(3) gij = g−1

ji , where the inverse means the inverse group element.

The conditions (a), (b) and (c) together constitute what are called the cocycle conditions. The inversion and the
multiplication all happen pointwise in G.

Proof. We have ϕiϕ−1
j = ϕiϕ

−1
k ϕkϕ

−1
j and the left-hand side has the form (b, v) 7→ (b, gij(b)v) whereas the right-hand

side has the form (b, v) 7→ (b, gik(b)gkj(b)v) so we conclude that gij(b)v = gik(b)gkj(b)v for all acceptable choices of
(b, v) ∈ B × F . Since G acts faithfully on F , this means that gij = gikgkj .
ϕiϕ

−1
i = id, so since G acts faithfully on F , one also concludes that gii = e. gij = g−1

ji follows similarly by faithfulness
since ϕij = ϕ−1

ji . �



1.3 Morphisms of Bundles 7

Exercise 3 ((∗), ?). Fix a G-bundle ξ, show that the maps gij are in fact unique. [Hint: Use that the left G action is
effective.]

Remark. When G does not act faithfully, we must consider the maps gij as part of the data of the G-bundle since they
are only unique up to elements of the kernel of the corresponding group-homomorphism G→ AutCAT(F ).

Definition. Say a G-atlas A for a G-bundle ξ is maximal if there does not exist a G-atlas B with A ⊂ B. Equivalently,
whenever a trivialization (ϕ,U) satisfies the above compatibility criterion for every trivialization of A , then (ϕ,U) is
already in A (since we could otherwise append it to A to produce a larger G-atlas).

Exercise 4 ((∗), ??). Let ξ be a fiber bundle.

(a) Show that any G-atlas for ξ is contained in a unique maximal G-atlas. [Hint: Look up the proof that any atlas for a
manifold is contained in a unique maximal atlas and try to repeat the argument.]

(b) Define a relation on the set of G-atlases for ξ by saying that two G-atlases A and B are equivalent and write A ∼ B
if A and B are contained in the same maximal atlas. Show that ∼ is an equivalence relation on G-atlases for ξ.

(c) Show that if A ∼ B, then A ∪B is another G-atlas for ξ equivalent to both A and B.
(d) Suppose A and B are inequivalent G-atlases for the fiber bundle ξ. Show that there exists G-atlases A ′ and B′ with

A ∼ A ′ and B ∼ B′ such that the trivializing open nbhds of A ′ and B′ are the same. In other words, there is an
index set I such that A ′ =

{
(ϕAi , Ui)

}
i∈I and B′ =

{
(ϕBi , Ui)

}
i∈I .

Remark. As a consequence of this exercise, we will often suppress the G-atlas of a G-bundle and we will assume that a
G-bundle comes equipped with a specified choice of an equivalence class of G-bundle atlases, rather than a G-atlas itself.
Later, in Exercise 7, you will show that the definition of a morphism of G-bundles is independent of the equivalence
classes of G-bundle atlases used.

1.3 Morphisms of Bundles

Let us begin with the simplest case.

Definition. Let ξ = (E, p,B, F ) and ξ′ = (E′, p′, B′, F ′) be fiber bundles. A morphism ξ → ξ′ is a pair of map
(f̃ , f) : (E,B)→ (E′, B′) making TFDC:

E E′

B B′

p

f̃

p′

f

Exercise 5. Show that f is completely determined by f̃ .

Exercise 6. Use commutativity of the above square to show that the map E → E′ is a fiber-preserving map in the sense
that the fiber in E over b ∈ B is mapped to the fiber in E′ over f(b) ∈ B′.

Let us recall the motivating example given in the lecture for how we will define bundle morphisms, which we flesh out in
a little more detail. The idea is that we should want the bundle morphism to “come from” the group structure somehow.

Reminder. Consider the case of G = GLn(R)—the group (n×n) invertible matrices topologized as a subset of Rn2—and
F = Rn. Then GLn(R) y Rn in the evident way by linear isomorphisms. Let A ∈ GLn(R).

If there is any justice in the world, then given a map f : X → Y , we should like to say that the following is a bundle
morphism

X ×Rn Y ×Rn

X Y

f×(v 7→Av)

f

where the vertical maps are the projections onto the first factor. For instance, A could be the matrix rI where I is the
identity matrix, in which case Av is simply multiplication by r.

If we are given a vector bundle E → B, then for any trivialization ϕij : (Ui∩Uj)×F → (Ui∩Uj)×F , the commutative
diagram
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(Ui ∩ Uj)× F (Ui ∩ Uj)× F

Ui ∩ Uj Ui ∩ Uj

ϕij

ought also to constitute a bundle map.

With this example in mind, we provide our definition of a morphism of G-bundles.

Warning. For simplicity, we first restrict to the case of the same fiber in the definition below.

Definition (Morphisms of G-Bundles). Let ξ′ = (E′, p′, B′, G, F,A ′) and ξ = (E, p,B,G, F,A ) be two G-bundles,
say with G acting on the left of the fibers. A morphism (f̃ , f) : ξ → ξ′ is a tuple of maps,

f̃ : E → E′ f : B → B′

which we require to satisfy the following local property.
For each (ϕi, Ui) ∈ A and each (ϕ′k, U ′k) ∈ A ′, there exists a map gki : Ui ∩ f−1(U ′k)→ G such that

ϕ′k ◦ f̃ ◦ ϕ−1
i : Ui ∩ f−1(U ′k)× F → f(Ui ∩ f−1(U ′k))× F

has the form
(x, v) 7→ (f(x), gki(x) · v).

Remark. This morphism arises as the dashed arrow in the commutative diagram

p−1(Ui ∩ f−1(U ′k)) (p′)−1(f(Ui ∩ f−1(U ′k))) (p′)−1(U ′k)

(Ui ∩ f−1(U ′k))× F f(Ui ∩ f−1(U ′k))× F ′ U ′k × F ′

f̃

ϕ′k

⊂

ϕ′kϕ−1
i

⊂

Definition. Define BunFG the category of G-bundles with fiber F to have as its objects G-bundles with fiber F and
morphisms as above.

We similarly define BunFG(B) to be the category of G-bundles with fiber F over B to have as its objects G-bundles
with base space B and fiber F . The morphisms are as above except, in addition, we require f = idB . Thus, all of the
action happens on the total space.

Warning. As stated in the Conventions & Tentative Plan section of the first lecture’s notes, when CAT is paracom-
pact Hausdorff spaces, we must allow the total space of the G-bundle to be non-paracompact. In other words, for CAT
paracompact Hausdorff spaces, BunFG is G-bundles where G,F,B ∈ CAT, but we place no such restriction on the total
spaces of the G-bundles. We could also assume all bundles in sight are numerable but we will only address this in Lecture
6.

Of course, there’s a little more to do here—clearly, we must verify that composites of bundle morphisms are themselves
bundle morphisms!

Claim 1. This definition does in fact form a category.

Proof. Say we consider ξ1
(̃g,g)−−−→ ξ2

(f̃ ,f)−−−→ ξ3 where the bundle atlas for ξj is Aj = {(ϕji , Uji)}i∈Ij . We will begin the proof
we an investigatory first step.

Since (g̃, g) is a G-bundle morphism, ϕ2j ◦ g̃ ◦ϕ−1
1i has the form (b1, v) 7→ (g(b1), g2j1i(b) ·v) on U1i ∩g−1(U2j ). Similarly,

since (f̃ , f) is a G-bundle morphism, ϕ3k ◦ f̃ ◦ ϕ
−1
2j has the form (b2, v) 7→ (f(b2), g3k2j (b2) · v) on U2j ∩ f−1(U3k) and so,

composing these,
ϕ3k f̃ϕ

−1
2j ϕ2j g̃ϕ1i (b1, v) 7→ (f(g(b1)), g3k2j (g(b1))g2j1i(b) · v)

on U1i ∩ g−1(U2j ∩ f−1(U3k)) = U1i ∩ g−1(U2j ) ∩ (f ◦ g)−1(U3k).
This suggests we define

g3k1i
def= (g3k2j ◦ g)g2j1i

on U1i ∩ g−1(U2j ) ∩ (f ◦ g)−1(U3k) —this is CAT because everything in sight is CAT. However, at this point, we need to
extend g3k2j to a CAT map defined on all of U1i ∩ (f ◦ g)−1(U3k). The idea will be to glue things together.
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For each x ∈ (f ◦ g)−1(U3k), pick U2j,x be any trivializing open nbhd of ξ2 such that x ∈ g−1(U2j,x)—a little thought
shows that we can always find such a set. For such an open set, the procedure above produces

g3k1i,x
def= (g3k2j,x ◦ g)g2j,x1i

on U1i ∩ g−1(U2j,x)∩ (f ◦ g)−1(U3k). Suppose we also have y ∈ (f ◦ g)−1(U3k) such that g−1(U2j,y )∩ g−1(U2j,x) 6= Ø. Note
that the composites that furnish g3k1i,x and g3k1i,y are in fact equal on their common domain. Indeed, g3k1i,x arises from

ϕ3k f̃ϕ
−1
2j,xϕ2j,x g̃ϕ1i = ϕ3k f̃ g̃ϕ1i

whereas g3k1i,y arises from
ϕ3k f̃ϕ

−1
2j,yϕ2j,u g̃ϕ1i = ϕ3k f̃ g̃ϕ1i .

Hence,
g3k1i,y = g3k1i,x on the open set U1i ∩ g−1(U2j,x) ∩ g−1(U2j,y ) ∩ (f ◦ g)−1(U3k).

Finally, define
g3k1k(b) = g3k1k,b(b).

It follows from what we have just shown that this is well-defined. To see that it is smooth when CAT = DIFF, note that
smoothness is a local property and that upon restriction to the open nbhd U1i ∩g−1(U2j,b)∩ (f ◦g)−1(Uk3), g3k1k = g3k1k,b
and g3k1k,b is smooth by assumption. �

The following exercise is dependent on the results of Exercise 4.

Exercise 7 ((∗), ??). Let ξ, ξ′ ∈ BunFG with fixed bundle atlases A and A ′, respectively.

(i) Show that (f̃ , f) : ξ → ξ′ is a morphism of G-bundles with respect to the atlases A and A ′ iff for any other choices
of G-bundle atlases B ∼ A and B ∼ A ′ in the same equivalence classes, (f̃ , f) : ξ → ξ′ is a morphism of G-bundles
with respect to the atlases B and B′.

(ii) Conclude that the definition of a morphism of G-bundles is independent of the equivalence class of G-bundle atlases
used.

Remark. As a consequence of Exercise 7, it is easy to see that the category BunFG is categorically equivalent to its
quotient formed by identifying G-bundles over the same base space and having G-atlases in the same equivalence class.

Exercise 8 ((∗), ?). Show that the gki are unique if they exist. [Hint: Use that the action of G on F is effective.]

Remark. When G does not act faithfully, we must consider the gki as part of the data. Since we are assuming G acts
effectively (hence, faithfully), we are in a situation where we need only stipulate that the gki exist.

Exercise 9 ((∗), ?). Let ξ = (E, p,B,G, F ) and ξ′ = (E′, p′, B′, G, F ) be two objects in BunFG. Given a morphism
(f̃ , f) : ξ → ξ′ in BunFG, show that for each b ∈ B the restriction f̃

∣∣∣ p−1(b) is an isomorphism from p−1(b) to (p′)−1(f(b)).

Remark. In fact, something somewhat unexpected is true. Let ξ = (E, p,B,G, F ) and ξ′ = (E′, p′, B′, G, F ) be two
objects in BunFG. If (f̃ , f) : ξ → ξ′ is a morphism of G-bundles, then the square

E E′

B B′

f̃

f

is a pullback in your favorite choice of CAT. This is the source of the “naturality” criterion for characteristic classes. We
shall defer the proof of this for later.

Exercise 10. Given a morphism (f̃ , f) : ξ → ξ′ in BunFG, show that the map f on the base space is completely determined
by the map f̃ on the total space.

It is possible to vastly generalize this, though we will not have any occasion to use this but we will use the idea when
we consider reductions of structure group. There is no standard definition for the following, so feel free to come up with
your favorite variation!
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Definition. Let Bun be the category whose objects are structured fiber bundles—that is, fiber bundles with a structure
group (recall that we assume all group actions on the fiber are effective). Given ξ, ξ′ ∈ Bun, ξ = (E, p,B,G, F,A ),
ξ′ = (E′, p′, B′, H, F ′,A ′), a morphism ξ → ξ′ is a quadruple (ϕ, f, f̃ , f) : ξ → ξ′,

ϕ : G→ H f : F → F ′ f̃ : E → E′ f : B → B′

which we require to satisfy the following properties.

(a) ϕ is a group-homomorphism.
(b) f(g · v) = ϕ(g) · f(v).
(c) For each Ui ∈ A and each U ′k ∈ A ′, Ui ∩ f−1(U ′k), there exists a map hki : Ui ∩ f−1(U ′k)→ H such that

ϕ′k ◦ f̃ ◦ ϕ−1
i : Ui ∩ f−1(U ′k)× F → f(Ui ∩ f−1(U ′k))× F ′ ⊂ B × F ′

has the form
(x, v) 7→ (f(x), hki(x) · f(v)).

While intuitively straightforward, these definitions or unwieldy. The following theorem saves us by furnishing a more
reasonable criterion for providing isomorphisms in the category BunFG(B).

Theorem 1.3.1. Fix a choice for CAT to work in. Let ξ = (E, p,B,G, F,A ) and ξ′ = (E′, q, B,G, F,A ′) be two G-bundles
in BunFG over B with commonly refined atlases A = {(Ui, ϕi)} and A ′ = {(Ui, ψi)}. Denote the transition functions {gij}
for ξ and

{
g′ij
}
for ξ′.

(a) ξ and ξ′ are isomorphic as G-bundles over B iff there are functions gi : Ui → G such that for all i, j,

g′ij = g−1
i gijgj ,

the multiplication and inversion pointwise in G. In particular, the isomorphism in the (⇐) direction is given by
f : E → E′ defined by letting fi : Ui × F → Ui × F be fi(b, v) = (b, g−1

i (b)v) and f | p−1(Ui) = ψ−1
i fiϕi.

(b) The conclusion of (a) is independent of the choice of transition functions for ξ and ξ′.
(c) In particular, the isomorphism of (a) is given by defining fi : Ui × F → Ui × F as fi(b, v) = (b, g−1

i (b)v) and then
setting f to be ψ−1

i ◦ fi ◦ ϕi on p−1(Ui).

Remarks.

(i) Note that the atlases are assumed to have the same trivializing open nbhds. This can always be arranged by taking
intersections of the trivializing open nbhds in each atlas as you are asked to show in one of the preceding exercises.

(ii) To say that E and E′ are isomorphic over B means that the isomorphism of G-bundles E → E′ has the form (f, idB).
(iii) It is worth reiterating that g−1

i indicates pointwise inversion in G of gi and g−1
i gijgj indicates pointwise multiplication

in G of the functions.

Proof. (⇐) Define f : E → E′ as follows. In the bundle coordinates of (Ui, ϕi), we define fi : Ui × F → Ui × F by

fi(b, v) = (b, g−1
i (b)v)

and define
f : E → E′ by letting f | p−1(Ui) = ψ−1

i ◦ fi ◦ ϕi.

Once we know this is a well-defined expression for f and morphism of G-bundles, we will have that f is an isomorphism
since it is locally an isomorphism.

To see this is well-defined, we must check that ψ−1
i ◦ fi ◦ ϕi and ψ

−1
j ◦ fj ◦ ϕj agree on p−1(Ui ∩ Uj). Hence, it suffices

to show
ψjψ

−1
i fiϕiϕ

−1
j = fj ,

or, written another way,
ψjifiϕij = fj .

Taking (b, v) ∈ Ui ∩ Uj × F , the left-hand side sends

(b, v) 7→ (b, g′ji(b)g−1
i (b)gij(b)v).

Since we know that g′ji = (gj)−1gjigi, we have the following string of equalities
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ψjifiϕij(b, v) = (b, g′ji(b)g−1
i (b)gij(b)v) = (b, (gj)−1(b)gji(b)gi(b)g−1

i (b)gij(b)v) = (b, g−1
j (b)gji(b)gij(b)v)

= (b, g−1
j (b)gji(b)gij(b)v) = (b, g−1

j (b)v) = fj(b, v).

Thus, f is well-defined and an isomorphism in the underlying category of spaces. It remains to show it is a morphism of
G-bundles.

To see that f is a morphism of bundles, we must check that ψi ◦ f ◦ϕ−1
j has the appropriate form, where this is defined

on Ui ∩ Uj × F . Since Ui ∩ Uj × F ⊂ Uj × F and since f | p−1(Uj) = ψ−1
j ◦ fj ◦ ϕj , we have that

ψi ◦ f ◦ ϕ−1
j = ψi ◦ ψ−1

j ◦ fj ◦ ϕjϕ
−1
j = ψij ◦ fj on Ui ∩ Uj × F .

By the same reasoning applied to fi, we may also write

ψi ◦ f ◦ ϕ−1
j = ψi ◦ ψ−1

i ◦ fi ◦ ϕi ◦ ϕ
−1
j = fi ◦ ϕij .

For (b, v) ∈ (Ui ∩ Uj)× F ,

ψiψ
−1
j fj(b, v) = ψiψ

−1
j (b, g−1

j (b) · v) = (b, g′ij(b)g−1
j (b)v)

fiϕiϕ
−1
j (b, v) = fi(b, gij(b)v) = (b, g−1

i (b)gij(b)v)

so the desired function can be taken to be either
gij = g′ijg

−1
j

or
gij = g−1

i gij .

Since G acts effectively on F , these two choices are equal.
(⇒) Next time!

1.4 (∗) Exercises: 1

Exercise ((∗), ?). Fix a G-bundle ξ, show that the maps gij are in fact unique. [Hint: Use that the left G action is
effective.]

Exercise ((∗), ??). Let ξ be a fiber bundle.

(a) Show that any G-atlas for ξ is contained in a unique maximal G-atlas. [Hint: Look up the proof that any atlas for a
manifold is contained in a unique maximal atlas and try to repeat the argument.]

(b) Define a relation on the set of G-atlases for ξ by saying that two G-atlases A and B are equivalent and write A ∼ B
if A and B are contained in the same maximal atlas. Show that ∼ is an equivalence relation on G-atlases for ξ.

(c) Suppose A and B are inequivalent G-atlases for the fiber bundle ξ. Show that there exists G-atlases A ′ and B′ with
A ∼ A ′ and B ∼ B′ such that the trivializing open nbhds of A ′ and B′ are the same. In other words, there is an
index set I such that A ′ =

{
(ϕAi , Ui)

}
i∈I and B′ =

{
(ϕBi , Ui)

}
i∈I . [Hint: Intersect the trivializing nbhds of A and

B.]

Exercise ((∗), ?). Show that the gki are unique if they exist. [Hint: Use that the action of G on F is effective.]

Exercise ((∗), ?). Let ξ = (E, p,B,G, F ) and ξ′ = (E′, p′, B′, G, F ) be two objects in BunFG. Given a morphism
(f̃ , f) : ξ → ξ′ in BunFG, show that for each b ∈ B the restriction f̃

∣∣∣ p−1(b) is an isomorphism from p−1(b) to (p′)−1(f(b)).





Chapter 2
Lecture 2

2.1 Examples

TO BE FILLED OUT

2.2 End of Proof of First Theorem

Recall the statement of the theorem.

Theorem. Fix a choice for CAT to work in. Let ξ = (E, p,B,G, F,A ) and ξ′ = (E′, q, B,G, F,A ′) be two G-bundles in
BunFG over B with commonly refined atlases A = {(Ui, ϕi)} and A ′ = {(Ui, ψi)}. Denote the transition functions {gij}
for ξ and

{
g′ij
}
for ξ′.

(a) ξ and ξ′ are isomorphic as G-bundles over B iff there are functions gi : Ui → G such that for all i, j, for all (b, v) ∈
(Ui ∩ Uj)× F , we have

g′ij(b)v = g−1
i (b)gij(b)gj(b)v.

(b) The conclusion of (a) is independent of the choice of transition functions for ξ and ξ′.
(c) In particular, the isomorphism of (a) is given by defining fi : Ui × F → Ui × F as fi(b, v) = (b, g−1

i (b)v) and then
setting f to be ψ−1

i ◦ fi ◦ ϕi on p−1(Ui).

Proof. (⇒) Suppose f : E → E′ is an isomorphism of G-bundles over B with the same typical fiber F . Recall that this
means the morphism on the base space is the identity. Then we know that ψi ◦ f ◦ ϕ−1

j has the form (b, v) 7→ (b, gij(b)v)
for some CAT map gij : Uij

def= Ui ∩ Uj → G. First, let us make a claim.

Claim 2. Let
{
gij
}
be the set of CAT maps witnessing that f is a G-bundle morphism per the definition. Then f−1 : E′ →

E has the set of CAT maps
{
hij
}
where hij = g−1

ji witnessing that f−1 it is a G-bundle morphism. Here, the inverse on
gji indicates pointwise inversion in G.

To see this, observe that ψi ◦ f ◦ ϕ−1
j has the form (x, v) 7→ (x, gij(x) · v) and so since f is an isomorphism, the inverse

ϕj ◦ f−1 ◦ ψ−1
i has the form (x, v) 7→ (x, g−1

ij (x) · v) and so with hji = g−1
ij , this does it once we know g−1

ij is CAT; in
the topological case, this is because inversion in G is continuous and in the smooth case this is because inversion in G is
smooth.

Taking our cue from the end of the (⇐) implication, we define

gj = g−1
ij g
′
ij .

Then the claim is that
g′ij = g−1

i gijgj .

Equivalently,
g′ij = (g′ji)−1gjigijg

−1
ij g
′
ij .

Multiplying on the right by (g′ij)−1, it suffices to show that

(g′ji)−1gjigijg
−1
ij ≡ e.

13
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Towards this end, we inspect what mappings give this combination of transition functions and gij ’s. Consider

(ψij)(ψjfϕ−1
i )(ϕij)(ϕjf−1ψ−1

i )(ψij) = (ψiψ−1
j )(ψjfϕ−1

i )(ϕiϕ−1
j )(ϕjf−1ψ−1

i )(ψiψ−1
j ).

As a consequence of the claim, we see that this composite eliminates to

ψiψ
−1
j

and so sends (b, v) 7→ (b, g′ij(b)v). On the other hand, the original composite sends

(b, v) 7→ (b, g′ij(b)v) 7→ (b, (g−1
ij g
′
ij)(b)v) 7→ (b, (gijg−1

ij g
′
ij)(b)v)

7→ (b, (gjigijg−1
ij g
′
ij)(b)v) 7→ (b, (g′ijgjigijg−1

ij g
′
ij)(b)v),

and so we conclude that
(b, g′ij(b)v) = (b, ((g′ji)−1gjigijg

−1
ij g
′
ij)(b)v).

Since the action of G on F is effective, we conclude that

g′ij = (g′ji)−1gjigijg
−1
ij g
′
ij = g−1

i gijgj ,

as desired. �

2.3 (∗) Exercises: 2

Exercise 11 ((∗), ?). Show that the conclusion of Theorem 1 is independent of the equivalence class of the bundle atlas
on ξ and ξ′.

Exercise 12 ((∗), ??). Prove the following generalization of Theorem 1.
Let ξ = (E, p,B,G, F,A ) and ξ′ = (E′, q, B′, G, F,A ′) be two G-bundles in BunFG. Denote the transition functions

{gββ′} for ξ and {gαα′} for ξ′ respectively.

(a) Given a bundle morphism (f̃ , f) : ξ → ξ′

E E′

B B′

f̃

f

the following relation holds for all suitable α, α′, β, β′, b and v for which the expression makes sense:

gα′β′(b)v = gα′α(f(b))gαβ(b)gββ′(b)v. (∗)

(b) Given a map f : B → B′, a morphism of bundles (f̃ , f) : ξ → ξ′ exists iff there exist CAT morphisms gαβ satisfying
(∗).



Chapter 3
Lecture 3

3.1 Pullback Theorem

At this point we collect a small lemma by technically useful lemma.
Lemma 3.1.1. Suppose π : E → B is a fiber bundle with typical fiber F . Then π is an open map.

Proof. Let {Ui}i∈I be an open cover of B by trivializing nbhds and let U ⊂ E be an open set. The projection map π is
an open map since it is locally an open map, we claim. Indeed, the local trivializations give commutative diagrams

π−1(Ui) Ui × F

Ui Ui

∼=

π pr1

and the projections maps off of any product are open maps essentially by definition of the product topology. Hence,
π|π−1(Ui) is an open map. In general, for U as above, we may write U =

⋃
(U ∩π−1(Ui)) and then, since image commutes

with union, π(U) =
⋃
π(U ∩π−1(Ui)) and π|π−1(Ui) is an open map by the reasoning just given so that since U ∩π−1(Ui)

is open in E and therefore an open subset of π−1(Ui), π(U ∩π−1(Ui)) is open. Hence, π(U) is open, being a union of open
sets. �

Before we present the main theorem of this section, we collect a corollary to the preceding theorem and an exercise.

Corollary 3.1.2. Let ξ, ξ′ ∈ BunFG(B) be two G-bundles over B. Suppose ξ and ξ′ admit G-atlases A = {(ϕi, Ui)}i∈I and
A ′ = {(ϕ′i, Ui)}i∈I over the same collection of trivializing open sets and suppose that the transition functions associated
to these two atlases are the same (i.e., gij = g′ij). Then ξ ∼= ξ′ over B.

Proof. Take gi ≡ e in Theorem 1. �

We will need another fact, we leave as an exercise.
Exercise 13 ((∗), ?). Every morphism of BunFG(B) is an isomorphism. In other words, a morphism of G-bundles with
typical fiber F over B is necessarily and isomorphism. Hence, the category BunFG(B) is a groupoid.

For the next theorem, we will leave certain details as exercises. As stated in our conventions, we will not assume that
the total spaces are paracompact in these cases.

Theorem 3.1.3 (Pullback Theorem). Fix a choice of CAT. Let ξ′ = (P ′, p′, B′, G, F,A ′) ∈ BunFG and let f : B → B′.
Denote A ′ = {(ψi, Ui)}i∈I the G-atlas with transition functions g′ij : Ui ∩ Uj → G.
(a) The pullback

f∗P ′ P ′

B B′

π p′

f

exists and f∗ξ′ = (f∗P ′, B,G, F ) can be given the structure of a G-bundle with

trivializing open sets
{
f−1(Ui)

}
i∈I and transition functions gij

def= g′ij ◦ f .

Furthermore, with respect to this structure, the diagram above is a morphism f∗ξ′ → ξ′ in BunFG.

15
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(b) A morphism (ϕ, f̃ , f) : ξ → ξ′ in BunFG, where ξ = (P, p,B,G, F ) and ξ′ = (P ′, p′, B′, G, F ) is a pullback in the sense
that BunFG morphism

P P ′

B B′

p

f̃

p′

f

is a pullback in CAT. Moreover, there is an isomorphism of G-bundles f∗ξ′ ∼= ξ.
(c) The analogous statements are true when P and P ′ are rank n vector bundles.

Before giving the proof, we give two remarks.
Remark. While we have already seen that for G = GLn(R) and F = Rn, the category BunFG is equivalent to the category
of rank n vector bundles. However, it is worth pointing out how this argument goes through for vector bundles as they
are usually presented. We will only need to make a single comment about this and we therefore prove (c) along with (a))
and (b).

Remark. Part (a) of this theorem says that the pullback in CAT exists in CAT and that, moreover, there is a natural
way to give the pullback the structure of G-bundle such that the resulting pullback diagram constitutes a morphism in
BunFG. Part (b) is the converse—it says that to even give a morphism of G-bundles (f̃ , f) : ξ → ξ′, we must have had that
ξ ∼= f∗ξ′ to begin with. Looking ahead, what Milnor and Stasheff call the naturality condition of characteristic classes is
really functorality as a consequence of this theorem.

Proof. (a) Let f : B → B′ and ξ′ = (P ′, p′, B′, G, F ) ∈ BunFG. The pullback in the underlying category of spaces is

f∗P ′ = {(b, e) ∈ B × P ′ : f(b) = p′(e)}

topologized as a subspace of B × P ′. Let π = pr1 : f∗P ′ → B be the evident projection. Then, at least on the level of the
full category of topological spaces (and on the level of sets), we have the following pullback square

f∗P ′ P ′

B B′

pr1

pr2

p′

f

In the vector bundle case, the vector space structure is defined by

r1(b, e1) + r2(b, e2) def= (b, r1e1 + r2e2).

To show that this is a CAT pullback, there is more to do.
When CAT is paracompact Hausdorff spaces, there are no constraints placed on the total space f∗P ′, be we note that

it is Hausdorff as it is a subspace of a Hausdorff space. We now show it is a G-bundle over B. Recall that we have denoted
the G-bundle atlas as

A ′ = {(ψi, Ui)} with associated transition functions g′ij : Ui ∩ Uj → G.

We let
Vi = f−1(Ui) and define ϕi : π−1(Vi)→ Vi × F

by defining its inverse ϕ−1
i : Vi × F → f∗P ′, which is psychologically easier; namely, using the model above for f∗P ′, we

let
ϕ−1
i (b, x) = (b, ψ−1

i (f(b), x)).

This has set-theoretic inverse (recalling that (b, e) ∈ f∗P is a valid point)

ϕi(b, e) = (b,pr2 ψi(e)).

Indeed, by definition of f∗P ′, ψ(e) = (f(b),pr2 ψi(e)). To justify this notation, we must show that ϕi and ϕ−1
i are really

inverse to each other, that they are homeomorphisms, and that they fit into the relevant trivialization diagram. We leave
this as the following exercise.
Exercise 14 ((∗∗), ??). Show that ϕi and ϕ−1

i as defined really constitute set-theoretic inverses and that the following
diagram commutes on the level of sets
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π−1(Vi) Vi × F

Vi Vi

π pr1

Then show that ϕi and ϕ−1
i are continuous and conclude that they are homeomorphisms. [Hint: Recall that f∗P ′ is a

subspace and B × P ′. Consider that the open subspace Vi × (p′)−1(Ui) = f−1(Ui) × (p′)−1(Ui) is homeomorphic to
f−1(Ui)× Ui × F . ]

As a consequence of this exercise, f∗P ′ π−→ B is at least a fiber bundle over B with typical fiber F .
Observe that on overlaps,

ϕij(b, x) = (b,pr2 ψi(ψ−1
j (f(b), x))) = (b, g′ij(f(b)) · x)

which is certainly CAT in either order of composition. Setting

gij
def= g′ij ◦ f.

Then gij is certainly CAT as a composite of CAT maps and in particular we have that

ϕij(b, x) = (b, gij(b) · x)

which is the right form. This shows that f∗P ′ → B is indeed an object in BunFG, at least when CAT is the category of
paracompact Hausdorff spaces.

At this point, there are three things left to do. The first is to show that f∗P ′ is a topological manifold and then equip it
with a smooth structure and show that the bundle projection is smooth with respect to this. The second part is to prove
the categorical part of (a). The third and last part is to show that we get a morphism of G-bundles f∗ξ′ → ξ′.

In the smooth case, as a consequence of what has been done up to this point, we already know that f∗P ′ is Hausdorff
and locally Euclidean (our assumptions imply Ui×F is locally Euclidean in this case). We must show that it is also second-
countable to show that f∗P ′ is at least a topological manifold. For this, simply note that since B′ is second-countable,
we may suppose the open cover of B′ by bundle atlases was countable since second-countability allows us to pass to a
countable subcover. Hence, f∗P ′ is a countable union of second-countable subspaces and is therefore second-countable.

That f∗P ′ is locally Euclidean and admits a smooth structure is left as an exercise. In fact, it is enough to show that
the natural candidate charts that show f∗P ′ is locally Euclidean are actually smoothly compatible.
Exercise 15 ((∗), ??). Show that f∗P ′ admits the structure of smooth manifold with an atlas of charts given by (x×y)◦ϕi
where x× y is a chart of Ui × F and thus of B × F . Conclude that the ϕi are themselves diffeomorphisms with respect to
this smooth structure. [Hint: Regardless of whether or not ϕi and ϕ−1

j are smooth in any differentiable structure on f∗P ′,
the preceding computation shows that ϕij is smooth.]
With this smooth structure, the projection map is smooth, we claim. Indeed, for a chart x of Ui and thus of B and chart
y of F , it is enough to check that x ◦ π ◦ ϕ−1

i ◦ x−1 × y−1 is smooth. Of course, since the ϕi are bundle trivializations,
π ◦ ϕ−1

i is the projection onto the first coordinate. We therefore have

x ◦ π ◦ ϕ−1
i ◦ x

−1 × y−1 = pr1 : x(U)× y(V )→ x(U),

which is certainly smooth.
Let us turn to the categorical part of (a). Observe that the pullback in spaces is also the pullback of underlying sets.

Hence, given CAT maps v : X → P ′ and u : X → B, there is a unique function of sets (u, v) : X → f∗P making the obvious
diagram commutes. In the non-smooth case, we already know that (u, v) is continuous because f∗P ′ is the pullback in the
category of topological spaces. We must consider the smooth case.

Give f∗P ′ the smooth structure above. The above considerations mean it suffices to show that (u, v) is smooth.
Since smoothness is a local property, we may as well suppose X = Rm. Since (u, v)(p) = (u(v), v(p)), ϕi ◦ (u, v)(p) =
(u(p),pr2 ψi(v(p))) and this is CAT as a composite of CAT functions on each component and, hence, by Exercise 15 we
conclude that (u, v) is smooth. Thus, f∗P ′ is a pullback in CAT for either choice of CAT.

Remark. Needless to say, everything here goes through with rank n vector bundles as well.

Thus, for either choice of CAT, we have a square

f∗P ′ P ′

B B′

π

pr2

p′

f
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and this diagram constitutes a morphism of BunFG since if we set gij = g′ij ◦ f , then

ψi ◦ pr2 ◦ϕ−1
j (b, x) = ψip2(b, ψ−1

j (f(b), x)) = ψiψ
−1
j (f(b), x) = (f(b), g′ij(f(b)) · x) = (b, gij(b) · x)

which has the the right form to be a morphism of G-bundles and is certainly CAT because everything in sight is CAT.

Remark. Notice that this pullback exists even when we are considering manifolds with corners. We do not get so lucky
in general when considering pullbacks between manifolds with corners.

(b) Define P → f∗P ′ by x 7→ (p(x), f̃(x)) and observe that this is well-defined and is a morphism over B by universal
properties (namely, the pullback exists in CAT so this morphism is CAT).

P f∗P ′ P ′

B B B′

f̃

p

(p,f̃)

π

pr2

p′

f

Since this is a morphism of the total spaces of G-bundles with fiber F over a fixed base space, it suffices by Exercise 13
to show that the map on total spaces is indeed a morphism of G-bundles, in which case the stated exercise implies that
it must be an isomorphism of G-bundles. Thus, all we have to do is verify the bundle atlas compatibility of this map.

We have a CAT morphism from universal properties (p, f̃) : P → f∗P ′ as remarked above. Now, for trivializations ηj of
ξ and ϕi of f∗ξ′,

ϕi ◦ (p, f̃) ◦ η−1
j (b, v) = ϕi(b, f̃η−1

j (b, v)) = (b,pr2 ψif̃η
−1
j (b, v)).

But since (f̃ , f) is a morphism of G-bundles ξ → ξ′, we know that pr2 ψif̃η
−1
j (b, x) = gij(b) · x and so

ϕi ◦ (p, f̃) ◦ η−1
j (b, v) = (b, gij(b) · v)

which is the correct form and so (p, f̃) is a morphism of G-bundles over B and is therefore an isomorphism.
(c) Mutatis-mutandis. �

Remark. It follows that if P → X × G is a morphism of principal G-bundles, then P must be trivial. Indeed, one can
check by universal properties that the pullback must be B ×G.

3.2 Fiber Bundle Construction Theorem

Theorem 3.2.1 (Fiber Bundle Construction Theorem). Fix B a base space, G a group and a G-space F , the desired
fiber space. For any given open cover {Ui}i∈I and CAT maps gij : Ui ∩ Uj → G satisfying the cocycle conditions

(1) gij = gikgkj on Ui ∩ Uk ∩ Uj;
(2) gii ≡ e;
(3) gij = g−1

ji , where the inverse means the inverse group element.

there exists a G-bundle ξ = (E, p,B, F,G) trivializable over the Ui and with transition functions gij and, furthermore, ξ
is unique up to isomorphism over B.

More specifically, we will construct (E, p,B, F,G,A ) with a naturally occurring G-bundle atlas where A = {(ϕi, Ui)}i∈I
where

E =
∐
i∈I

Ui × F/{(j, b, f) ∼ (i, x, gij(b) · f) : x ∈ Ui ∩ Uj , f ∈ F}

with the quotient topology and where

ϕi : p−1(Ui)→ Ui × F [(i, b, v)] 7→ (b, v).

The bundle map p : E → B is the evident projection.

Proof. It is easy to see that E as defined above will be Hausdorff. In the smooth case, we leave it as an exercise to the
reader to show that E will be second-countable—the idea is the same as the one used in the preceding theorem.
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The proffered bundle map p : E → B is induced by the projections onto the first coordinates of each summand of the
disjoint union

∑
i∈I pr1 :

∐
i∈I Ui × F → B. This map is constant on the fibers of the quotient map

q :
∐
i∈I

Ui × F → E

and so descends to the map p : : E → B as claimed by the universal property of the quotient. In particular, p◦q =
∑
i∈I pr1.

We now turn to the bundle structure.

Exercise 16. Show that the ϕi are well-defined as functions of sets.

We should like to show that, additionally, the ϕi are homeomorphisms, since the inverse (b, v) 7→ [(i, b, v)] is clear.

Claim 3. The restriction of the quotient map to q to q−1(p−1(Ui)) =
∐
j∈I Ui∩Uj×F induces a quotient map q :

∐
j∈I Ui∩

Uj × F → p−1(Ui).

Of course, q−1(p−1(Ui)) = (p◦q)−1(Ui) and we have seen that p◦q is simply the projections off of each piece of the disjoint
union, so q−1(p−1(Ui)) =

∐
j∈I Ui ∩ Uj × F follows immediately. It is immediate that q :

∐
j∈I Ui ∩ Uj × F → p−1(Ui) is

surjective and continuous so let us show that it is a quotient map by showing that for any set V ⊂ p−1(Ui) with q−1(V )
open is itself open. If V ⊂ p−1(Ui) has preimage open in the open subspace

∏
j∈I Ui∩Uj×F ⊂

∏
j∈I Uj×F , then it must

be open in
∐
j∈I Uj × F . But also the preimage of V in

∏
j∈I Ui ∩ Uj × F is the same as its preimage in

∏
j∈I Uj × F .

Since q :
∐
j∈I Uj × F → E is a quotient map, this means that V is open in E and hence since p−1(Ui) ⊂ E is open, it is

open in p−1(Ui).
With this claim in hand, observe that the diagonal∐

j∈I Ui ∩ Uj × F

p−1(Ui) Ui × F

q

ϕi

is precisely the inclusion of each factor into Ui × F and is therefore continuous and, hence, by the universal property of
the quotient map, ϕi must be continuous.

Conversely, ϕ−1
i arises as the dashed arrow in

Ui ∩ Ui × F
∐
j∈I Ui ∩ Uj × F

Ui × F p−1(Ui)

in

qid

and is therefore continuous. In addition,

p−1(Ui) Ui × F

Ui Ui

p

ϕi

pr1

commutes since, chasing a typical element [(i, b, v)],

[(i, b, v)] (b, v)

b b

Finally, ϕij = ϕi ◦ ϕ−1
j has the form

(b, v) 7→ [(j, b, v)] = [(i, b, gij(b) · v)] 7→ (b, gij(b) · v)

and so the transition functions for the trivializations are as claimed.
This shows that E → B is a G-bundle with fiber F trivializable over {Ui} with trivializations ϕi and associated

transition functions gij . It only remains to show that E can be given a smooth structure for which the ϕi are smooth.
We know that the ϕi are well-defined and homeomorphisms. The smooth structure on E will be determined by the

collection of charts (x × y) ◦ ϕi where x × y is a chart of Ui × F . Since ϕij has the form (b, v) 7→ (b, gij(b) · v), it is
smooth by our assumptions, so smooth compatibility of these charts is completely manifest as each component of this
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map is smooth. Moreover, with this smooth structure, the projection map p is smooth. Indeed, it is enough to check that
x◦p◦ϕ−1

i ◦ (x×y)−1 is smooth. Writing this suggestively as x◦ (p◦ϕ−1
i )◦x−1×y−1, we observe that p◦ϕ−1

i : Ui×F → Ui
is the projection since ϕi is a bundle trivialization nd so

x ◦ (p ◦ ϕ−1
i ) ◦ x−1 × y−1 = pr1 : x(U)× y(V )→ x(U),

which is certainly smooth.
The uniqueness statement is an immediate consequence of Corollary 1 given at the beginning of this lecture. �

3.3 The Associated Principal Bundle Functor

We give a preliminary definition of a principal G-bundle.

Definition (Preliminary). A principal G-bundle is an object of BunGG where Gy G by left translation (g · g′ = gg′).

Remark. Normally one sees a principal G-bundle defined as a G-bundle (P, p,B,G, F,A ) along with a right G-action
on the total space P such that the following diagram commutes for all g ∈ G

P P

B B

p

−·g

p

and such that, with respect to this right G-action, all trivializations (ϕi, Ui) ∈ A are G-equivariant, by which we mean
the following diagram commutes

p−1(Ui) p−1(Ui)

Ui ×G Ui ×G

ϕi

−·g

ϕi

−·g

Here, Ui ×Gx G by right translation (i.e., (b, g′) · g = (b, g′g)).
It will turn out that there is an essentially unique way to give ξ ∈ BunGG these extra properties and we defer this analysis

for a later lecture.

Definition. Let ξ = (E, p,B, F,G,A ) be a CAT G-bundle. Write A = {(Ui, ϕi)} and denote the transition functions for
ξ by gij : Ui ∩ Uj → G.

Then the associated principal G-bundle over B is the CAT fiber bundle P(ξ) provided by the fiber bundle construc-
tion theorem for the data of
• the same base space B;
• typical fiber G where G acts on itself by translations (the obvious G-action);
• the open cover provided by the G-atlas A ;
• gij the associated transition functions for the G-bundle atlas.

This bundle is indeed a principalG-bundle since it has typical fiberG with action by translation and aG-atlas. Functoriality
of this construction is a more delicate question. In fact, it is the only place where a more general theory breaks down if
Gy F is not effective.

Reminder. It is useful to recall that P(ξ) =
∐
i∈I Ui ×G/{(j, x, g) ∼ (i, x, gij(x) · g) : x ∈ Ui ∩ Uj , g ∈ G}.

It is worth reiterating that the following theorem is the first place the assumption that G acts faithfully on F is
completely necessary.

Theorem 3.3.1. The associated principal G-bundle construction extends to a functor P : BunFG → BunGG. In particular,
given (f̃ , f) : ξ → ξ′ in BunFG, the morphism P(f̃ , f) has the same associated gij’s.

Remark. The details of this theorem are themselves not so important—it is mostly a tedious verification. What is
important to know is that for a morphism in BunFG, (f̃ , f) : ξ → ξ′, for any indices i and k such that Ui ∩ f−1(Vk) 6= Ø,
P(f̃ , f) sends [(i, b, g)] 7→ [(k, f(b), gki(b) · g)] where the gki come from the bundle morphism (f̃ , f).

Proof. Using the explicit construction given in Theorem 3, P is defined on objects. It only remains to show that we may
define it on morphisms functorially. This means that P(id) = id and P(f̃ ◦ g̃, f ◦ g) = P(f̃ , f) ◦ P(g̃, g).

Suppose we are given a morphism (f̃ , f) : ξ → ξ′ of G-bundles.



3.3 The Associated Principal Bundle Functor 21

E E′

B B′

f̃

p p′

f

Denote
A = {(ϕi, Ui)}i∈I and A ′ = {(ψj , Vj)}j∈J

the G-atlases for ξ and ξ′, respectively. Then this means there are CAT morphisms gji : Ui ∩ f−1(V ′j ) → G such that
ψj f̃ϕ

−1
i (b, v) = (f(b), gji(b) · v) for all trivializations for which this expression makes sense.

Notation. To avoid clutter, we will use the same roman letters for the transition functions of A and A ′ and the maps
gji. We will differentiate between the transition functions of A and A ′ by putting a prime on those of A ′—in other
words, we will write them as gij and g′ij with the understanding that in the first case, i, j ∈ I whereas in the second case
i, j ∈ J . For gji, we must understand that the first index (in this case, j) is an element of J and the second (in this case
i) is an element of I.

By definition,
P(ξ) =

∐
i∈I

Ui ×G/{(j, b, g) ∼ (i, b, gij(b) · g) : i, j ∈ I, b ∈ Ui ∩ Uj , g ∈ G},

and
P(ξ′) =

∐
i∈J

Vi ×G/{(j, b′, g) ∼ (i, b′, g′ij(b′) · g) : i, j ∈ J, b′ ∈ Vi ∩ Vj , g ∈ G}.

There is an evident candidate for a map P(f̃ , f) : P(ξ)→ P(ξ′)—namely, whenever Ui ∩ f−1(Vj) 6= Ø,

[(i, b, g)] 7→ [(j, f(b), gji(b) · g)].

To see that this is well-defined, we must show it is independent of the equivalence classes chosen. Towards this end, we
prove the following claim.

Claim 4. For each b ∈ (Ui ∩ Uj) ∩ f−1(Vk),
gki(b)gij(b) = gkj(b).

Similarly, for each b ∈ (Uj ∩ f−1(Vi)) ∩ f−1(Vk),

g′ki(f(b))gij(b) = gkj(b).

In particular, on the relevant domains,

gkigij = gkj and (g′ki ◦ f)gij = gkj .

In other words, we can “cancel” adjacent indices that are the same. Note that this makes sense because the adjacent
indices appearing above depend on the same G-atlas—either both depend on A or both depend on A ′.

For the bundles ξ and ξ′, we know that ψkf̃ϕ−1
j (b, v) = (b, gkj(b) · v) and so

(b, gkj(b) · v) = ψkf̃ϕj(b, v) = (ψkf̃ϕ−1
i )(ϕiϕ−1

j )(b, v) = (b, gki(b)gij(b) · v).

Since the action of G on F is effective, G→ AutCAT(F ) is injective and so it must be that gkj(b) = gki(b)gij(b). Similarly,
for the bundles ξ and ξ′, we know that ψkf̃ϕ−1

j (b, v) = (b, gkj(b) · v) and so

(b, gkj(b) · v) = ψkf̃ϕj(b, v) = (ψkψ−1
i )(ψif̃ϕ−1

j )(b, v) = (b, g′ki(f(b))gij(b) · v).

Since the action of G on F is effective, G → AutCAT(F ) is injective and so it must be that g′ki(f(b))gij(b) = gkj(b). In
each of the two cases just considered, b ∈ B was any element for which the expression makes sense, and hence

gkigij = gkj and (g′ki ◦ f)gij = gkj

where these expressions are defined. This proves the claim.
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With the notation as in the claim, this shows that the assignment is well-defined since we may conclude that the
following diagram commutes up to the quotient relations.

(j, b, g) (k, f(b), gkj(b) · g)

(j, b, g) (k′, f(b), g′k′k(f(b))gkj(b) · g) (k′, f(b), gk′j(b) · g)

(i, b, gij(b) · g) (k′, f(b), g′k′i(f(b))gij(b) · g) (k′, f(b), gk′j(b) · g)

∼

(∗∗)

∼

(∗)

(∗)

(∗∗∗) (∗)

Each equality labeled (∗) follows from the claim. For (∗∗), we note that (j, b, g) 7→ (k′, f(b), gk′j(b) ·g) and apply the claim
to conclude that

(k′, f(b), gk′j(b) · g) = (k′, f(b), g′k′k(f(b))gkj(b) · g).

The case of (∗ ∗ ∗) follows by observing that (i, b, gij(b) · g) 7→ (k′, b, gk′i(b)gij(b) · g) and by the claim,

(k′, b, gk′i(b)gij(b) · g) = (k′, b, gk′j(b) · g).

The way to read the above diagram is as follows. If we choose a different equivalence for (k, f(b), gj(b) · g), then
the square with bottom leg (∗) shows that the map is still well-defined since for the pair of indices j, k, (j, b, g) 7→
(k′, f(b), gk′k(f(b))gkj(b) · g) and the target is identified with (k, f(b), gkj(b) · g). On the other hand, if we alter the
equivalence class of (j, b, g), then the same reasoning applied to the bottom left square shows this association is well-
defined since (k′, f(b), gk′k(f(b))gkj(b) · g) is identified with (k, f(b), gkj(b) · g).

This defines our map P(f̃ , f). To see that this map covers f : B → B′ in the sense that the following diagram commutes

P(ξ) P(ξ′)

B B′

P(f̃ ,f)

f

we chase elements. Taking [(i, b, g)] ∈ P(ξ),

[(i, b, g)] [(k, f(b), gkj(b) · g)]

b f(b)

and so we have an honest morphism of fiber bundles
To check that this is a CAT morphism and a morphism of G-bundles, it suffices to check that ψkP(f̃ , f)ϕ−1

i is CAT and
has the appropriate form. Taking (b, g) ∈ Ui × G and recalling how the trivializations behave the specific construction
given in the fiber bundle construction theorem, we see that this map sends

(b, g)
ϕ−1
i7→ [(i, b, g)] P(f̃ ,f)7→ [(k, f(b), gki(b) · g)] ψk7→(f(b), gki(b) · g).

This has the appropriate form to be a morphism of G-bundles and so P(f̃ , f) is a morphism of G-bundles. To see that
this is sufficient to verify that the morphism is smooth when CAT = DIFF, recall that the trivializations ϕi and ψk
are diffeomorphisms—hence, it suffices to check smoothness using these trivializations. From above computation, we see
that this is certainly smooth since the association (b, g) 7→ (f(b), Gki(b) · g) has smooth component functions from our
assumptions.

The only thing left to check is that the association is functorial. For the identity map id: ξ → ξ, P(id) sends the
equivalence class [(i, b, g)] to the equivalence class [(i, b, g)], so P(id) = id.

The case of composites is more subtle and we must open the blackbox of Claim 1 to make progress. For composites

ξ1
(̃g,g)−−−→ ξ2

(f̃ ,f)−−−→ ξ3

where ξj has bundle atlas Aj = {(ϕji , Uji)}i∈Ij . The form of the composite map

ϕ3k f̃ϕ
−1
2j ϕ2j g̃ϕ1i : U1i ∩ g−1(U2j ) ∩ (f ◦ g)−1(U3k)
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is
[(i, b, g)] 7→ [(j, g(b), g2j1i(b) · g)] 7→ [(k, f(g(b)), g3k2j (f(b))g2j1i(b) · g)].

From the analysis of Claim 1, we know that while (g3k2j ◦ f)g2j1i is only defined on U1i ∩ g−1(U2j )∩ (f ◦ g)−1(U3k) it is
admits a CAT extension to U1i ∩ (g ◦ f)−1(U3k) and, hence, there is a CAT map g3k1i : U1i ∩ (g ◦ f)−1(U3k)→ G for which

ϕ3k f̃ ◦ g̃ϕ1i : (U1i ∩ (f ◦ g)−1(U3k))× F → U3k × F

has the appropriate form
(b, g) 7→ (b, g3k1i(b) · g).

Thus, from how we defined P on morphisms, we conclude that P(f̃ ◦ g̃, f ◦ g) sends

[(1i, b, g)] 7→ [(3k, f(g(b)), g3k1i(b) · g)].

On the other hand, fixing an appropriate index 2j , P(f̃ , f) ◦ P(g̃, g) is defined by

[(1i, b, g)] 7→ [(2j , g(b), g2j1i(b) · g)] 7→ [(3k, f(g(b)), g3k2j (g(b))g2j1i(b) · g)].

Cracking open the blackbox of Claim 1 yet again, we observe that g3k1i was defined in such a way that it agrees with
(g3k2j ◦ g)g2j1i on U1i ∩ g−1(U2j ) ∩ (f ◦ g)−1(U3k) and so these two composites are locally equal and therefore equal.

We conclude that
P(f̃ ◦ g̃, f ◦ g) = P(f̃ , f) ◦ P(g̃, g),

completing the proof. �

Remark. One way to make most things go through when G y F is not effective is to replace all equalities between
transition functions gij and the functions gij that appear in the definition of a morphism of G-bundles and replace them
by equality in Aut(F ). For instance, instead of requiring that gijgjk = gik in the cocycle conditions, we could only require
that gij(b)gjk(b) · g = gik(b) · g for all b ∈ B and g ∈ G for which this expression makes sense.

Working with these definitions, what fails above when G y F is not effective is that Claim 4 would only be true
in terms of the action of F—that is, gki(b)gij(b) · v = gkj(b) · v. When the action of G on F is not effective, we cannot
conclude from this that gki(b)gij(b) · g = gkj(b) · g and so the whole proof breaks down there.

3.4 (∗) Exercises: 3

Exercise ((∗), ??). Every morphism of BunFG(B) is an isomorphism. In other words, a morphism of G-bundles with
typical fiber F over B is necessarily and isomorphism.

Exercise ((∗∗), ??). Show that ϕi and ϕ−1
i as defined really constitute set-theoretic inverses and that the following

diagram commutes on the level of sets

π−1(Vi) Vi × F

Vi Vi

π pr1

Then show that ϕi and ϕ−1
i are continuous and conclude that they are homeomorphisms. [Hint: Recall that f∗P ′ is a

subspace and B × P ′. Consider that the open subspace Vi × (p′)−1(Ui) = f−1(Ui) × (p′)−1(Ui) is homeomorphic to
f−1(Ui)× Ui × F . ]

Exercise ((∗), ??). Show that f∗P ′ admits the structure of smooth manifold with an atlas of charts given by (x× y) ◦ϕi
where x× y is a chart of Ui × F and thus of B × F . Conclude that the ϕi are themselves diffeomorphisms with respect to
this smooth structure. [Hint: Regardless of whether or not ϕi and ϕ−1

j are smooth in any differentiable structure on f∗P ′,
the preceding computation shows that ϕij is smooth.]
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4.1 The Category PrinG of Principal G-Bundles

We need a more workable definition of principal G-bundles. We construct such a definition in this section.

Lemma 4.1.1. Fix a choice of CAT. Let ξ = (E, p,B,G, F,A ) ∈ BunFG. Let H ≤ G be a subgroup for which there is a
right action F x H compatible with the G action making F into a (G,H)-space.

(a) There is a unique way to define a right action E x H such that

(i) The right action of H on E is a fiberwise isomorphism and thus covers the projection to the base space;
(ii) For every trivialization (ϕ,U) ∈ A , ϕ : p−1(U) → U × G is right H-equivariant where the right action of H on

U ×G is defined by (b, g) · h = (b, gh).

This action is, moreover, independent of the equivalence class of the atlas for ξ.
(b) F always admits a compatible action of H when H is contained in the center of G.

Warning. It one tries to use the say left action of G on F , then equivariance will fail in general because we will want
ϕij(x, gv) = gϕij(x, v) and gϕij(x, v) = g(x, gij(x)v) = (x, ggij(x)v) whereas ϕij(x, gv) = (x, gij(x)gv) so in general these
will not be equal unless G is abelian.

Proof. (a) It suffices to consider the case that G = H, since the proof for a more general subgroup of G will simply follow
by changing letters where appropriate to indicate which elements belong to G and which elements belong to H.

For each trivialization (ϕ,U) ∈ A , we assert that the following

x · g = x ·ϕ g
def= ϕ−1(ϕ(x) · g)

defines a right action of G on p−1(U). To see that (x · g) · h = x · gh, we push symbols around and find

(x · g) · h = ϕ−1(ϕ(ϕ−1(ϕ(x) · g)) · h) = ϕ−1((ϕ(x) · g) · h) = ϕ−1(ϕ(x) · gh)

as desired. Furthermore, x · e = ϕ−1(ϕ(x) · e) = x, clearly. So this is indeed a group action and it is a CAT action since
everything in sight is assumed to be CAT. Doing this for every trivialization in A , we claim that the resulting action
is well-defined, CAT and is such that every trivialization in A is right G-equivariant with respect to this action. If it is
well-defined, it will certainly be CAT since continuity and smoothness are local conditions and the definition just given is
smooth over each trivializing nbhd.

Thus, it suffices to show that this action makes all trivializations G-equivariant and that for any trivializations (ϕ,U)
and (ψ, V ) and for each x ∈ p−1(U ∩ V ),

x ·ϕ g = x ·ψ g.

That is, we would like ϕ−1(ϕ(x) · g) = ψ−1(ψ(x) · g). We consider the latter first.
Since ψ is an isomorphism, we could just as well ask that ψ(x) · g = (ψϕ−1)(ϕ(x) · g). In the coordinates of the

trivialization, write
ϕ(x) = (z, f).

Then this looks like a map sending

(z, f) · g = (z, f · g) 7→ (z, gV,U (z)f · g) = (z, gV,U (z)f) · g

where gV,U : U ∩ V → G. Of course, when g = e, we know by cancelling the ϕ’s that

25
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(z, gV,U (z)f) = (ψϕ−1)(ϕ(x)) = ψ(ϕ−1ϕ(x)) = ψ(x).

This shows that we recover ψ(x) · g = (z, gV,U (z)h) · g as this is equal to (ψϕ−1)(ϕ(x) · g) as desired. We used the fact
that the actions were compatible to write gV,U (z)(fg) = (gV,U (z)f)g.

Having shown that x ·ϕ g = x ·ψ g, equivariance of all trivializations is now immediate. Indeed, we have

ϕ(x · g) = ϕ(x ·ϕ g) = ϕ(x ·ψ g) = ϕ(ϕ−1(ϕ(x) · g)) = ϕ(x) · g.

As for uniqueness, given any other such action with ϕ(x · g) = ϕ(x) · g, it follows that x · g = ϕ−1(ϕ(x) · g) and that
is uniqueness. Now, suppose A ′ ∼ A is an equivalent atlas. Then A ′′ = A ∪A ′ is also an equivalent atlas by Exercise
4(c). Hence, the above construction shows that the action produced by A ′′ is independent of the charts used and, hence,
we can use either the charts of A or the charts of A ′ to produce this action.

(b) This is a modification of the proof above, since nothing goes wrong if the elements of H commute with everything
in G and we may simply define the right action in this case to be v · h def= h−1 · F (left and right actions are the same for
abelian groups). �

Remark. For example, if F = Rn, G = GLn(R) and H = {rI}r∈R\{0} the subgroup of matrices that are a non-zero
multiple of the identity matrix, then we recover the structure of a vector bundle on BunRn

GLn(R).

Example 3. For a principal CAT G-bundle ξ ∈ BunGG, there is an evident right G-action on each trivialization U ×G by
translation (i.e. (x, g) · g′ = (x, gg′)). Hence, for a principal G-bundle ξ, there is unique way to give ξ a fiber preserving
right G-action on the total space for which all trivializations are right G-equivariant by the preceding lemma.

Exercise 17.

(a) Show that for CAT = TOP, if P p−→ B is a principal G-bundle then there is an isomorphism of principal G-bundles

P P

P/G B∼=

It turns out this is true in DIFF too, as we will see in the next subsection.
(b) Show that a CAT morphism of principal G-bundles (f̃ , f) : ξ → ξ′ is the same as providing a pair of maps f̃ : P → P ′

and f : B → B′ for which TFDC

P P ′

B B′

f̃

f

and such that f̃ is right G-equivariant. Conversely, show that such a pair of maps determine a morphism of bundles
in BunGG. [Hint: Reduce to the case of trivial principal G-bundles.]

We are now ready to provide our improved definition of the category of principal G-bundles.

Definition. Fix a choice of CAT. Let PrinG be the category whose objects are those BunGG equipped with a fiberwise right
G-action on the total space such that all trivializations of the bundle are G-equivariant where U × G is given the right
G-action defined by (x, g) · g′ = (x, gg′). The morphisms of PrinG are pairs of maps f̃ : P → P ′ and f : B → B′ for which
TFDC

P P ′

B B′

f̃

f

and such that f̃ is right G-equivariant.

Remark. It turns out that for P → B a principal G-bundle, the action P x G is necessarily free and faithful. Faithfulness
follows from freeness since G 6= Ø as it must have an identity element. For freeness, equivariance of the trivializations
implies that it suffices to show that the action X ×G x G is free. This follows since (x, g0) · g = (y, g1) · g if and only if
x = y and g0 = g1, visibly.

Exercise 18. Show that there is an equivalence of categories BunGG ' PrinG.
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4.2 The Associated Bundle Construction

4.2.1 Digression on Quotients in DIFF

During the question period of Lecture 3, Min asked a very good question about the associated bundle construc-
tion—namely, what is the natural smooth structure to equip the space P ×G F with?

In this subsection, we will address Min’s question by giving an exercise that provides a partial answer to the following
related question.

Question 1. When is a smooth map M → N between manifolds with corners a question map in DIFF?

Remark. When DIFF only includes manifolds without boundary, this question has a good partial answer—all surjective
submersions between two manifolds without boundary are quotient maps in the category of smooth manifolds without
boundary.

By a quotient map in DIFF, we mean a map q : M → N having the following universal property. If f : M → P is
smooth and constant on the fibers of q1, there is a unique smooth map g : N → P making TFDC

M

N P

q
f

∃!g

Definition. Fix a choice of CAT to work in. Let π : M → N be a CAT map. We will say that f satisfies the
CAT local section condition if for every p ∈M , there is a nbhd V of π(p) and a CAT section

M p

N V π(p)

π π

⊃

σ

σ

such that σ(π(p)) = p. We call σ a CAT local section of π.

We now establish some preliminaries.

Lemma 4.2.1. Every fiber bundle satisfies the local section condition. In the smooth category, the sections may be take to
be smooth.

Proof. In a trivializing nbhd U , for each v ∈ F , there is a section U → U ×F given by p 7→ (p, v) which shows this. In the
smooth category where manifolds have corners, we must take U so small that it is a coordinate nbhd, in which case we
may suppose U ⊂ Rm

k WLOG. Then the very same section U → U ×F sending p 7→ (p, v) is the restriction of the smooth
map Rm → Rm × F having the very same form and so is smooth. �

Lemma 4.2.2. If π : E → B is a CAT fiber bundle with typical fiber F , then π is a topological quotient map—in particular,
it is an open map. If E → B is simply a CAT map satisfying that each point p ∈ B has an open nbhd U and at least one
section, then it is surjective and a topological quotient map.

Remark. The immediate corollary of this proposition is that maps satisfying the stronger local section condition are
topological quotient maps.

Proof. Pick a base B for the topology of B consisting of trivializing open sets. This can be done by picking any base B′

for B and a covering U of B by trivializing open nbhds and then letting B = {U ∩B′ : U ∈ U , B′ ∈ B′}. Then one
easily checks that E =

{
π−1(U) : U ∈ B

}
is a base for the topology of E by thinking of it as {U × F : U ∈ B}. Hence, if

V is any open set in E, then it is the union of sets in E and for each set π−1(U) ∈ E , π(π−1(U)) = U is open, so if we
express V =

⋃
i∈I Ui, then π(V ) =

⋃
i∈I π(Ui) since image commutes with unions. This shows that π is an open map and

surjective continuous open maps are quotient maps.
Let π : E → B satisfy the local section condition. Surjectivity follows essentially by the definition. To see that it is

a quotient map, it suffices to show that if π−1(V ) is open, then V is open in B. Cover B by open nbhds satisfying the
local section condition, say {Wi}i∈I and let σi : Wi → E be the section that is guaranteed to exist by the hypotheses. By
assumption, π−1(V ) is open and, hence, σ−1

i π−1(V ) = (π ◦ σi)−1(V ) is open in Wi and thus open in B. It now suffices to
show that

⋃
i∈I(π ◦ σi)−1(V ) = V since this is a union of open sets in B and, of course, this is true since the Wi cover B,

completing the proof. �
1 This means that the map f | q−1(p) is the constant map for all p ∈ N .
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Lemma 4.2.3. If π : M → N is a smooth map satisfying the local section condition, then π is a smooth submersion.
Proof. This is a purely local problem, so by picking charts we may suppose π : Rm−`×R`

+ → Rn−k ×Rk
+ is smooth. Fix

p ∈ Rm
` and let V ⊂ Rn−k ×Rk

+ be an open subset admitting a smooth local section σ : V → Rm
` mapping π(p) to p.

Now, πσ = id on V of π(p) in Rn
k and therefore π∗ ◦ σ∗ is the identity on tangent vectors over W and so, in particular,

π∗p is surjective. Of course, p was not fixed, so π∗p is surjective for all p. �
Remark. Even though V ⊂ Rn

k , our definition of smoothness for domains and codomains of this sort implies that the
differential of the function is well-defined on V—indeed, we can extend everything in sight appropriately and then simply
use smoothness in the usual case.
Exercise 19. In this exercise, all manifolds are assumed to have corners. Let π : M → N be a smooth surjective map
satisfying the local section condition.
(a) A function f : N → P is smooth iff f ◦ π is smooth. [Hint: Use surjectivity and the local section condition.]
(b) For any smooth f : M → P constant on the fibers of π, there is a unique smooth map f̃ : N → P such that f̃ ◦ π = f .

[Hint: Use one of the preliminary results.]
(c) Conclude that that π is a quotient map in DIFF and therefore the smooth structure on N is the unique one, up to

diffeomorphism, for which (b) is true for the map π. [Hint: Make categorically flavored argument.]
(d) Suppose π′ : M → N ′ is another smooth surjective map satisfying the local section condition. Suppose that π and π′

are constant on each other’s fibers. Show that N and N ′ are diffeomorphic. [Hint: This is a small generalization of
(c).]

(e) If P → B is a principal G-bundle in CAT = DIFF, show that there is an isomorphism of DIFF principal G-bundles

P P

P/G B∼=

Here is a question that seems interesting.
Question 2. Consider the category of smooth manifolds without boundary. Are all smooth quotient maps smooth submer-
sions?

4.2.2 Associated Bundle Construction

Lemma 4.2.4. Let ξ 3 PrinG be a CAT principal G-bundle and let Gy F by ` : G×F → F . Denote the associated bundle
with fiber F by P [F, `] = P [F ] def= P ×G F , where P ×G F is the colimit of

P ×G× F P × F
act×id

id×act

In other words,
P ×G F = (P × F )/ {(pg, v) ∼ (p, gv)}

with the quotient topology.

(a) The projection P × F → P
p−→ B induces a CAT map p̃ : P ×G F → B.

(b) With this map p̃, P ×G F is the total space of a CAT bundle ξ ×G F ∈ BunFG trivializable over the same open sets as
ξ and having the same transition functions as ξ and whose trivializations are

ϕ̃i : p̃−1(Ui) = p−1(Ui)×G F
ϕi×Gid−−−−−→ Ui ×G×G F ∼= Ui × F,

where the isomorphism U ×G×G F ∼= U × F may be chosen naturally and ϕi is a trivialization of ξ.
(c) When CAT = DIFF, the natural map P × F → P ×G F is a smooth quotient map.
Proof. Let A = {(ϕi, Ui)}i∈I be the G-atlas for ξ. Each ϕi is then G-equivariant by the definition of PrinG. We have

P ×G× F P × F P ×G F

P P

B B B

act×id

id×act

p̃

p p
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which yields p̃ by universal properties. Note that p̃−1(Ui) is open in P ×G F since p−1(Ui) × F is an open saturated set
for this topological quotient map. Moreover, p̃−1(Ui) = p−1(Ui)×G F .

In the smooth category, we can define a smooth structure on P ×G F by requesting that each of the maps

ϕ̃i : p̃−1(Ui) = p−1(Ui)×G F
ϕi×Gid−−−−−→ Ui ×G×G F ∼= Ui × F

be part of the smooth structure. This is well-defined since ϕi is G-equivariant. The isomorphism Ui ×G×G F ∼= Ui × F
is given naturally by (x, g, v) 7→ (x, gv). Note that ϕ̃i is defined on [(x, v)] ∈ p−1(Ui)×G F by

[(x, v)] 7→ [(ϕi(x), v)] = [(p(x), g0, v)] 7→ (p(x), g0v)

This respects the group action since ϕi is G-equivariant, so

[(xg, g−1v)] 7→ [(p(x), g0g, g
−1v)] =7→ (p(x), g0v).

Smooth compatibility follows by observing that ϕ̃ij has the form

(x, v) 7→ [(x, e, v)] 7→ [(ϕij(x, e), v)] = [(x, gij(x), v)] 7→ (x, gij(x)v)

where brackets denote equivalence class. This is a CAT function

Ui ∩ Uj × F → Ui ∩ Uj × F

since gij was assumed CAT as the transition function for the bundle ξ. It is easy to verify that TFDC:

p̃−1(Ui) Ui × F

Ui Ui

ϕ̃i

Thus, these are also trivializations for a fiber bundle.
This is the natural smooth structure on P ×G F since, with it, P × F → P ×G F satisfies the smooth local section

condition and, hence, by Exercise 17, it is the unique smooth structure for which this is true and thus P ×F → P ×G F
is moreover a smooth quotient map. Indeed, pick [(x, v)] ∈ P ×G F . The fiber over this point in P × F consists of all
elements of the form (xg−1, gv) with g ∈ G. Fix one such (pg−1, gv). Working in a trivialization, p̃−1(Ui) ∼= Ui × F and
p−1(Ui) ∼= Ui ×G, suppose ϕi(x) = (p(x), g0). Consider the smooth map Ui × F → Ui ×G× F sending

(z, v) 7→ (z, g0g, g
−1g−1

0 v) = (z, g0g, (g0g)−1v).

This is smooth because the G-action is smooth. Using this map, we let the desired section be given by the dashed arrow
in the following diagram

Ui × F Ui ×G× F

p̃−1(Ui) p−1(Ui)× F

∼= ∼=

By equivariance of the trivializations for ξ, we know that ϕi is a G-equivariant isomorphism, so since ϕi(x) = (p(x), g0),

[(p(x),g0v)] (p(x), g0g, g
−1g−1

0 g0v) (p(x), g0g, g
−1v)

[(x, v)] (ϕ−1
i (p(x), g0g), g−1v)

and (ϕ−1
i (p(x), g0g), g−1v) = (ϕ−1

i (p(x), g0)g, g−1v) = (xg, g−1v) as desired. �

Theorem 4.2.5. For each G y F , − ×G F : PrinG → BunFG is a functor. For a morphism (f̃ , f) of PrinG considered as
a morphism of BunGG, the morphism (f̃ , f)×G F has the same associated gij’s and thus is a morphism in BunFG.

Proof. Given
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P P ′

B B′

f̃

f

we wish to show that

P ×G F P ′ ×G F

B B′

f̃×GF

f

is a morphism in BunFG. Since f̃ is right G-equivariant, there is at least a map f̃ ×G F : P ×G F → P ′ ×G F that is
continuous. Clearly, when (f̃ , f) = idξ, this construction will preserve the identity.

To see that it is a morphism of G-bundles, observe that since (f̃ , f) is a morphism of G-bundles, it has the form

ψif̃ϕ
−1
j (b, g) = (f(b), gij(b) · g).

Since ψi and ϕj are G-equivariant isomorphisms, it follows that

ψ̃if̃ ×G Fϕ̃−1
j (b, v) = (f(b), gij(b) · v)

and so f̃ ×G F is a morphism of G-bundles. In particular, this shows that when CAT = DIFF, f̃ ×G F is smooth by
definition of the smooth structures involved and the fact that gij is smooth. (Alternatively, smoothness of f̃ ×G F follows
from the description of the relevant spaces as smooth quotients.)

It only remains to check that composites behave well. For this, it suffices to observe that (f̃ ◦ g̃)×GF = f̃×GF ◦ g̃×GF
since −×G F is a functor TopG → Top being a colimit construction. �

4.3 The Equivalence Between PrinG and BunF
G

Theorem 4.3.1. Fix a choice of CAT. If G acts effectively on F , then there is an equivalence of categories

−×G F : PrinG BunFG : P

Proof. Given ξ = (P, p,B) ∈ BunGF , P(ξ)×G F is the unique bundle having the same transition functions as ξ associated
to the same open sets as the G-atlas for ξ. By Corollary 1 and Theorem 1(c), there is an isomorphism of bundles

ηξ : P(ξ)×G F
∼=−→ ξ

where this isomorphism is defined on a trivialization nbhd Ui by

ψ−1
i︸︷︷︸

for ξ

◦ ϕ̃i︸︷︷︸
for P(ξ)×G F

Hence, in the bundle coordinates provided by these two trivializations, the map P(ξ) ×G F → ξ looks like the identity
map Ui × F

id−→ Ui × F .
We assert that this isomorphism is natural. Let (f̃ , f) : ξ → ξ′. The naturality diagram we wish to consider is

P(ξ)×G F P(ξ′)×G F

ξ ξ′

ηξ

(f̃ ,f)×GF

ηξ′

(f̃ ,f)

The base space version of this diagram obviously commutes so the interesting action is on total spaces. In the evident
well-chosen trivializations and using the definition for a morphism in BunFG, the naturality diagram looks like
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Ui ∩ f−1(U ′k)× F U ′k × F

Ui ∩ f−1(U ′k)× F U ′k × F

id id

where the horizontal arrows are both of the form (b, v) 7→ (f(b), gki(b) · v)—for the top horizontal arrow, this is a
consequence of Theorem 4 and Theorem 5.

Now consider the case of P(ξ ×G F ). Once again, this has the same trivializing open sets as ξ and the same transition
functions. Theorem 1(c) and Corollary 1 once again furnish isomorphism we claim are natural. The argument is the
same, mutatis mutandis. �

4.4 Exercise

Exercise 20. If P → B is a principal G-bundle, show that the orbit space P/G is isomorphic to B. In particular, show
that this can be done in both the smooth and topological categories. [Hint: Use Exercise 19 to show that P → P/G is a
smooth quotient and that P → B is a smooth quotient.]
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5.1 Homotopy Invariance

5.1.1 Preliminaries

The goal is the prove the following theorem in the smooth case.

Theorem 5.1.1 (Homotopy Invariance Theorem). Fix a choice of CAT. Let F be an effective G-space.

(a) Given a principal G-bundle ξ : G → P
π−→ B × I, there is an isomorphism ξ0 = ξ|B × {0} ∼= ξ|B × {1} = ξ1 of

principal G-bundles (so in particular the ξi are principal G-bundles).
(b) Given a G-bundle ξ : F → E

p−→ B × I, there is an isomorphism ξ0 = ξ|B × {0} ∼= ξ|B × {1} = ξ1.
(c) Given a pullback

f∗P ′ P ′

B B′
f

the bundle f∗P ′ over B depends up to isomorphism only on the homotopy class of f . In the smooth case, when B′ has
boundary but no corners, then f ' g smoothly iff f ' g continuously.

When CAT = TOP, this is still true, but annoying to prove, so we restrict to the smooth case.

Remark. To prove this in the case CAT = DIFF, it is useful to introduce connections on principal G-bundles. The idea is
that a bundle ξ over B× I should look like instructions for flowing from ξ|B×{0} to ξ|B×{1}. We will use the principal
G-connection as crutch to construct the desired flow.

Definition (Whitney Sum). The Whitney sum of two vector bundles E1
p1−→ B and E2

p2−→ B over a base space B is
the vector bundle over B with total space denoted by E1 ⊕ E2 fitting into a pullback diagram

E1 ⊕ E2 E1 × E2

B B ×B

p1×p2

∆

where ∆ is the diagonal map b 7→ (b, b).

Exercise 21. Fix a choice of CAT and suppose E1
p1−→ B and E2

p2−→ B are vector bundles of rank k1 and k2, respectively,
and with bundle atlases A1 = {(ϕi,1, Ui,1)}i∈I and A2 = {(ϕj,2, Uj,2)}j∈J , respectively.

(a) Show that E1 × E2
p1×p2−−−−→ B × B is a vector bundle with bundle atlas A1 × A2 and associated transition functions

gii′ × gjj′ : (Ui,1 × Uj,2) ∩ (Ui′,1 × Uj′,2)→ GLk1(R)×GLk2(R) ⊂ GLk1+k2(R) are the block diagonal matrices(
gii′ 0
0 gjj′

)
.

(b) If E1 → B has rank k1 and E2 → B has rank k2, show that E1 ⊕ E2 → B has rank k1 + k2.

33
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(c) Using the description of the transition functions given in the pullback theorem, characterize the trivializations and
transition functions for the vector bundle E1 ⊕ E2 → B.

(d) For b ∈ B, let E1b and E2b denote the fibers over b in E1 and E2, respectively. Let π :
∐
b∈B E1b ⊕ E2b → B be the

evident projection. Show that π can be given the structure of a rank k1 + k2 vector bundle as follows. The topology on∐
b∈B E1b ⊕ E2b is generated by {

π−1(V(ij)) : ∃i ∈ I, ∃j ∈ J, V(ij)
open
⊂ Ui,1 ∩ Uj,2

}
with trivializations

ϕi ×B ϕj :
∐

b∈Ui,1∩Uj,2
E1b ⊕ E2b → (Ui,1 ∩ Uj,2)× (Rk1 ⊕Rk2)

sending v1⊕v2 ∈ E1b⊕E2b to (b, ϕi(v1)⊕ϕj(v2)). When CAT = DIFF, equip this bundle with the structure of a smooth
manifold and show that π is smooth.

Remark. The above exercise will be vastly generalized in a later exercise when we consider continuous functors and
smooth functors on categories of finite dimensional vector spaces. This exercise should be considered as a warm-up.

Definitions. Fix CAT = DIFF and let ξ = (P, p,B,G,G) be a principal G-bundle.

(a) The subbundle V def= Ker p∗ ⊂ TP is called the vertical subbundle. A principal G-connection is a choice of
complement H ⊂ TP , the horizontal subbundle such that V ⊕H ∼= TP and Hp·g = (Rg)∗p(Hp), where Rg : G→ G
is right multiplication by g.

(b) Consider g = TeG topologized as R. Each X ∈ g determines the fundamental vector field X∗p = d

dt

∣∣∣∣
t=0

p ·exp(tX).

In this way, g acts on the total space of a principal G-bundle by σ : P × g→ TP sending (p,X) 7→ X∗p .

Remark. Any such splitting of TP is equivalent to a section a section TP/V → TP of the quotient map TP → V with
the image determining H.

Proposition 5.1.2. Let G→ P
π−→ B be a smooth principal G-bundle and fix a principal G-connection on P .

(a) Given a vector field X on B, there is a unique horizontal lift X∗ of X. The lift X∗ is invariant under G (i.e.,
(Rg)∗pX∗p = X∗pg for all p ∈ P and g ∈ G). Conversely, every horizontal vector field X∗ on P invariant under G is
the lift of a vector field X on B.

(b) For every smooth lift γ̃ : I → P , every g ∈ G and every vector field X along γ, there exists a unique horizontal lift
X̃ : I → TP such that X̃t ∈ T

γ̃(t)g
P . For any fixed lift γ̃ of γ, the collection of all such horizontal lifts of X assemble

into a smooth map I ×G→ TP that is G-equivariant.

By a horizontal lift of a vector field, we mean a vector field for which π∗(X∗p ) = Xπ(p). By a vector field along a curve,
we mean a smooth curve γ : I → B and a commutative diagram of smooth maps

TB

I Bγ

so equivalently a section of γ∗TB.

Warning. Throughout this proof, we implicitly rely upon the fact that the trivializations of a principal G-bundle are
all G-equivariant. This is critical for passing from the local formulation provided by bundle trivializations back to the
non-local situation.

Proof. (a) Write TP = V ⊕ H. Note that π∗ collapses V and induces a fiberwise isomorphism π∗p : Hp
∼= Tπ(p)M .

Uniqueness is clear since we can and must take X∗p = π−1
∗p (Xπ(p)) ∈ Hp. To see invariance under G, observe that

(Rg)∗pX∗p = X∗p ([− ◦ Rg]pg) as a derivation of germs of smooth functions at pg, G∞pg. To verify that this is X∗pg, it
suffices by uniqueness to check two things—we must verify that (Rg)∗pX∗p ∈ Hpg has trivial vertical component and we
must verify that π∗pg(Rg)∗pX∗p = Xπ(pg) = Xπ(p). The first part follows since X∗p ∈ Hp with trivial vertical component
and we assumed that (Rg)∗pHp = Hpg so this part is fine; for the second part, we observe that π ◦Rg = π and therefore

π∗pg(Rg)∗pX∗p = (π ◦Rg)∗pX∗p = π∗pX
∗
p ,

which is known to be equal to Xπ(p) as desired.
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To check that this is smooth, we can take a nbhd U of x ∈ B such that π−1(U) ∼= U×G and then using this isomorphism
we obtain a smooth vector field Y on π−1(U) such that π∗Yp = Xπ(p) by setting, for instance, Ỹx,g = (Xx, 0) ∈ T(x,g)(U×G),
which is certainly smooth, and then using the indicated isomorphism to produce Y . This checks out since naturality of
tangent bundles and commutativity of the bundle projections over trivializations

π−1(U) U ×G

U

∼=

π|π−1(U) pr1

yields the following commutative diagram with horizontal arrows the evident ones

H|π−1(U)⊕ V |π−1(U) TP |π−1(U) T (U ×G) TU

π−1(U) U ×G U

∼=

π∗|π−1(U)

∼= pr1∗

∼=

π|U

pr1

Ỹ

We now see that X∗ must be the horizontal component of Y , and since TP = V ⊕H, the projection TP → H is smooth
and so we see that X∗ is locally smooth and hence globally smooth.

Conversely, if given a horizontal vector field X∗ on P which is invariant under the action of G, then for every b ∈ B we
pick p ∈ π−1(b) and set

Xb = π∗,pX
∗
p .

This is independent of the choice of p since any other p′ ∈ π−1(x) is related to p by pg = p′ for some g and so by invariance,

π∗,pg(X∗pg) = π∗,pg((Rg)∗pX∗p )

and the same calculation we did above shows that

π∗,pg(X∗pg) = π∗,pg((Rg)∗,pX∗p ) = π∗,pX
∗
p = Xb.

If X so-defined is smooth, then X∗ is clearly its lift so we must show X is smooth.
Pick a trivializing open set for π : P → B, say U with trivialization ϕ : π−1(U) → U × G. In the following diagram,

the straight-arrow part is commutative and the bent arrows are sections of the adjacent vertical arrows. The dashed bent
arrows are induced by the solid for the corresponding square.

TP |π−1(U) T (U ×G)

π−1(U) U ×G

TU U U TU

ϕ∗
∼=

π∗ pr1∗

π

X∗

ϕ

∼=
pr1b7→(b,e)

Then X|U is the composite U → TP |π−1(U) → TU since for any p ∈ π−1(b), Xb = π∗,pX
∗
p . This composite is smooth

because the dashed section U → π−1(U) is the composite of smooth functions defined by b 7→ ϕ−1(b, e). Thus, X is
smooth.

(b) Now consider the vector field along a curve case. First consider the case that Im(γ) ⊂ U where U is a trivializing
open set. Since the trivializations of a principal G-bundle are G-equivariant, this suffices. WLOG we may suppose U is
also the domain of a coordinate chart. We may then reduce to the case of a trivial principal G-bundle

U ×G

I U

pr1

γ

Any lift γ̃ : I → U ×G of γ is thus given by t 7→ (γ(t), c(t)) where c : I → G is smooth, so pick any smooth c : I → G (for
example, c ≡ e). Note that pr1∗

˙̃γ(t) = γ̇(t) since on derivations of germs of smooth functions, this is
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d

ds
− ◦ pr1 ◦γ̃

∣∣∣∣
s=t

= d

ds
− ◦γ

∣∣∣∣
s=t

= γ̇(t)

as pr1 ◦γ̃ = γ.
Define X̃ : I → T (U × G) by letting X̃t ∈ Tγ̃(t)(U × G) be the unique horizontal vector projecting to Xt ∈ Tγ(t)(U).

To see that this is smooth, we note the smooth vector field Ỹ : I → T (U × G) along γ̃ sending t 7→ ˙̃γ(t) satisfies that
pr1∗

˙̃γ(t) = γ̇(t). So we may consider its horizontal component by the smooth projection T (U × G) ∼= H ⊕ V → H onto
the horizontal subbundle. Hence, X̃ is smooth because it is the horizontal component of the smooth vector Ỹ along γ̃.
Uniqueness is the same argument as before.

For the smooth vector field constructed above, define a smooth map Γ: I ×G→ T (U ×G) by (t, g) 7→ R
g∗γ̃(t)X̃t. The

same computation as before shows that the vector field I → T (U × G) sending t 7→ Rg∗X̃t is smooth along Rg ◦ γ̃ as a
composite of smooth functions and is horizontal as well. In fact, by uniqueness, R

g∗γ̃(t)X̃t is the horizontal component of
the smooth lift of γ given by Rg ◦ γ̃.

The same idea as above works to show Γ is smooth—the function Γ̃ : I ×G → T (U ×G) sending (t, g) 7→ d

dt
Rg ◦ γ̃ is

smooth since if µ : P ×G→ P is the action map, then this is (t, g) 7→ d

dt
µ(γ̃(t), g) and µ(γ̃(t), g) is a composite of smooth

functions. Thus, Γ is the horizontal component of Γ̃ by the above and so is smooth. As for equivariance, (t, g) · g′ = (t, gg′)
maps under Γ to (note the contravariance of the right action!)

Γ(t, gg′) = R
gg′∗γ̃(t)X̃t = R

g′∗γ̃(t)·g ◦Rg∗γ̃(t)X̃t = Γ(t, g) · g′.

In the general case, one takes a covering of Im γ by finitely many open trivializable open sets that are also domains
of manifold charts by compactness, say U1, . . . , Un, and when n > 1, one finds numbers 0 < w1 < t1 < w2 < t2 <
· · · < wn = tn = 1 such that [0, t1) ∈ γ−1(U1), (w1, t2) ∈ γ−1(U2) and in general for i 6= 1, n, γ−1(Ui) = (wi−1, ti) and
γ−1(Un) = (wn−1, 1].

The base case of the induction suffices to see how the argument goes, so suppose n = 2. Then by the above we can
construct the lift of γ| [0, t1), say γ̃| [0, t1) by abuse of notation. For the lift of γ| (w1, 1], we associate to it in coordinates
the smooth curve c1 and for the latter the smooth curve c2 and we require these to glue appropriately to give a global lift
by requiring that they match on overlaps which we call γ̃. The local case above shows that we may construct X̃ on [0, t1)
and on (w1, 1] such that the two pieces agree on the common time domain and satisfies that X̃t is a vector field along γ̃
covering X.

Exercise 22. Show that this covering may be arranged and fill in the details. [Hint: This is done in the proof of Theorem
9.]

As before, we set Γ(t, g) = R
g∗γ̃(t)X̃t and show it is smooth since it is the horizontal component of (t, g) 7→ d

dt
µ(γ̃(t), g).

This completes the proof. �

Remark. An important case of the second part of this proposition is when X : I → TB is velocity field v of γ. By abuse
of notation, we will consider the resulting collection of horizontal lifts of this vector field v∗ : I ×G→ TP the horizontal
lift of the velocity field.

The analogue of parallel transport is constructed using the following theorem. We need to recall a basic ODE result
first. See, for instance, Theorem 2.2 here.

Theorem 5.1.3 (Picard-Lindelöf Theorem). Fix Ω ⊂ R ×Rn open and (t0, y0) ∈ Ω. Let F : Ω→ Rn be of class Ck
(0 ≤ k ≤ ∞). Consider the IVP

ẏ(t) = F (t, y), y(t0) = y0. (∗)

Suppose F is locally Lipschitz continuous in the second argument and uniformly continuous with respect to the first. Then
for any a, b > 0 with

[t0−a, t0+a]×{x ∈ Rn : d(x, y0) ≤ b} ⊂ Ω and M = sup {|F (t, y)| : (t, y) ∈ [t0 − a, t0 + a]× {z ∈ Rn : d(z, y0) ≤ b}} ,

there exists a unique solution to (∗) on the interval

[t0 −min {a, b/M} , t0 + min {a, b/M}]

of class Ck on (t0 −min {a, b/M} , t0 + min {a, b/M}) and left (resp. right) differentiable at the appropriate endpoints.

Remark. In order to streamline the presentation, we defer the proof of the next theorem to another subsection.

https://www.mat.univie.ac.at/~gerald/ftp/book-ode/ode.pdf#page=49&zoom=100,169,220
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Theorem 5.1.4. Let G → P
π−→ B be a principal G-bundle and suppose we chosen a principal G-bundle connection. If

γ : I → B is smooth, then for each p ∈ π−1γ(0), there is a unique smooth horizontal lift γ∗ : I → P covering γ and starting
at p.

For a lift to be horizontal, we mean that all tangent vectors lie in the specified horizontal subspace.

Corollary 5.1.5. Let G→ P
π−→ B be a principal G-bundle and suppose we chosen a principal G-bundle connection. Let

J ⊂ R be one of R, R+ or R−. If γ : J → B is smooth, then for each p ∈ π−1γ(0), there is a unique smooth horizontal
lift γ∗ : J → P covering γ and starting at p.

Proof. The case of R+ = [0,∞) suffices. First, we observe that the restriction to I is smooth and so has a smooth lift.
We can repeat this at [1, 2] as well and so on and so forth lifting at each endpoint in the obvious way. Call the thus
constructed lift γ∗. To verify that this is indeed smooth, note that the only possible issue occurs at integers n. But since
the lift over an interval [n− 1

2 , n+ 1
2 ] starting at γ∗(n− 1

2 ) is smooth by the theorem and, hence, by uniqueness, the lift
must be smooth at n. �

5.1.2 Proof of Smooth Homotopy Invariance

We can now prove Theorem 5.

Proof (Theorem 5). (a) Fix once and for all a principal G-connection on the principal G-bundle ξ.

Let X be a vector field on B × I given by X(p,s) = d

dt

∣∣∣∣
t=s

where we think of T(p,s)(B × I) as having derivations of

germs of smooth functions as its elements. Let X∗ be a horizontal lift of this vector field. As we have seen, X∗ is π-related
to X in that TFDC:

TP T (B × I)

P B × I

π∗

π

X∗ X

Notice that the integral curve of X through (p, s0), say γ = γ(b,s0) is the solution to Xγ(s) = γ̇(s). In other words, if we
think of γ : I → B ×R having components (γ1, γ2), then

d

dt

∣∣∣∣
t=γ(s)

= γ̇(s)

which forces γ̇1 ≡ 0 and forces γ̇2(s) = 1 so that γ̇2 ≡ 1 and so γ2(s) = s + C. In particular, subject to γ(0) = (b, s0),
γ(s) = (b, s+ s0). Hence, the flow is given by

ΦX(t, b, s) = γ(b,s)(t) = (b, t+ s).

Since we are allowing the base manifold to have boundary or even corners, the usual results showing the existence and
smoothness of flows do not hold. However, ΦX is smooth and clearly exists by virtue of our just having described it
explicitly. The flow domain is the subset

AX = {(t, b, s) ∈ R ×B × I : 0 ≤ t+ s ≤ 1, 0 ≤ s ≤ 1} .

Observe that the flow is the restriction of the smooth map R×B×R → B×R sending (t, b, s) 7→ (b, t+ s) to the subset
AX . Thus, the map restricted to R ×B × I is smooth and so to show the flow ΦX is smooth, it suffices by the universal
property of submanifolds (even with corners) to show that AX is a submanifold of R ×B × I.

Note that {(t, s) ∈ R × I : 0 ≤ t+ s ≤ 1, 0 ≤ s ≤ 1} is a submanifold of R×I. This is because the map (t, s) 7→ (t+s, s)
is a diffeomorphism onto I × I and so for a chart of B about b, say x : U → Rn−k ×Rk

+, the map (t, b, s) 7→ (s, x(b), t− s)
is a diffeomorphism into I × x(U)× I ⊂ R ×Rn

k ×R and this is certainly a submanifold chart.
Now we wish to construct the flow for the horizontal lift ΦX∗ and show that it is smooth. By the preceding corollary,

for each p ∈ π−1((b, s)), there is a unique lift of the entire integral curve γ(b,s) to a curve γ̃p and γ̃p will be an integral
curve of X∗. We note that X∗p 6= 0 for any p since X is never 0.

Claim 5. The lifts γ̃p assemble into a smooth flow ΦX∗ for X∗.
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The flow certainly exists. The only possible problem is smoothness at boundary points. Since X∗ is smooth, it admits a
smooth extension in nbhds U of boundary points in coordinates. Since flows exist, are unique and are smooth locally in
Euclidean space, the restriction of the smooth local flow generated by this extension of X∗ to U is consequently smooth
and so ΦX∗ is smooth.

Claim 6. The maximal flow domain D∗ of ΦX∗ is the preimage of the maximal flow domain AX for ΦX under the map
π : R × P → R × (B × I).

Indeed, if we could extend γ̃p in time further than γπ(p), then γ̃p would project down to an extension of γπ(p) satisfying
all relevant properties which contradicts the fact that γπ(p) manifestly cannot be extended further without shooting off
the manifold.

Pick p ∈ π−1(x, t). Notice that Rgγ̃p = γ̃pg. This is because Rgγ̃p covers γ(x,t), Rgγ̃p(0) = γ̃p(0)g and

Rg∗(γ̃p)′(t) = Rg∗X
∗
γ̃(t) = X∗

γ̃(t)g

since X∗ is a horizontal lift and γ̃p is an integral curve of X∗. Together, this means that Rgγ̃p is a horizontal lift of γp
satisfying Rgγ̃p(0) = γ̃p(0)g. By uniqueness of horizontal lifts, Rgγ̃p = γ̃pg. Thus, ΦX∗ is G-equivariant. In other words,

RgΦX
∗
(t, p) = ΦX

∗
(t, Rgp) = ΦX

∗
(t, pg).

Define f : ξ → ξ1× I by p 7→
(
ΦX∗(1− pr2 π(p), p),pr2 π(p)

)
. Observe that ξ1 = ξ|B×{1} is an honest submanifold of

ξ so since ΦX∗(1− pr2 π(p), p) has image in ξ1, we may understand it as a smooth map into ξ1. f is clearly a smooth map
and we are forced to take as its smooth inverse (p, t) 7→ ΦX∗(t−1, p). We know both of these exist by the preceding claim.
Note that since p ∈ ξ1, it can only flow backwards and thus its flow domain can only consist of non-positive numbers by
analyzing the flow domain of X.

Indeed, supposing we have access to the group law, we would have

ΦX
∗
(

pr2 π(p)− 1,ΦX
∗
(1− pr2 π(p), p)

)
= ΦX

∗
(pr2 π(p)− 1 + 1− pr2 π(p), p) = p

and similarly in the other direction. Since both composites are always defined, where we consider them, this checks out.
The only thing left to show is that the diffeomorphism so constructed is G-equivariant. Since we have shown that ΦX∗

is G-equivariant, this follows. Hence, this is indeed an isomorphism of principal G-bundles.
(b) Given a G-bundle ξ over B×I with fiber F , we take its associated principal G-bundle P(ξ) and apply (a) to conclude

that P(ξ) ∼= P(ξ)1×I. We must show that P(ξ)1 is the associated principal G-bundle to ξ1 and that P(ξ)1×I×GF ∼= ξ1×I.
This first thing follows simply by observing that ξ1 has a G-bundle atlas afforded by restrictions of G-bundle charts for ξ
and, hence, similarly for P(ξ). Thus, P(ξ)1 is built in the same way and from the same restrictions of trivializations with
the same transition functions, as in the definition of the associated principal bundle construction. Thus, P(ξ1) ∼= P(ξ)1 by
Theorem 1. Finally, we wish to check that P(ξ)1 × I ×G F ∼= (P(ξ)1 ×G F )× I. Since the G-action only intertwines with
P(ξ)1, this is essentially automatic.

(c) When B′ has boundary but no corners, the Whitney approximation theorem allows us to deduce that f ' g
in the smooth category iff f ' g in the topological category.

If there is a smooth homotopy h : f ' g, where f ' g : B → B′, then we may pullback the bundle by h : B × I → B′

and apply the preceding. �

Remark. This shows that homotopic maps induce equivalent principal G-bundles in the smooth category. One might
wonder whether there is a principal G-bundle P ′ → B′ for which f∗P ′ ∼= g∗P ′ if and only if f ' g. This question does not
have an answer in DIFF, but for topological (paracompact Hausdorff) spaces, there does exist an answer to this question
and the bundle is called a universal bundle—it turns out that there are multiple choices for this bundle.

5.1.3 Proof of Unique Horizontal Path Lifting

Warning. Do not get bogged down in this proof. This argument is purely a proof of concept—that is, one can proof the
unique horizontal path lifting statement as I asserted in lecture. For a vastly slicker proof using the connection form see
Kobayashi & Nomizu Volume I. Their argument actually works in our setting of manifolds with corners—their proof can
simply be inserted following the proof of Claim 8 below.

We being with the following observation.

Lemma 5.1.6. For a trivial principal G-bundle B × G → B, a principal G-connection is completely characterized by a
choice of splitting of T (B ×G)|B × {e} ∼= H ⊕ V |B × {e}.
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Proof. Certainly if we are given a principal G-connection, then Rg∗H(b,e) = H(b,g) is required. Conversely, given a com-
plement H of V |B × {e}, extend H by defining H(b,g) = Rg∗H(b,e), by abuse of notation. Note that the action of G on V
sends vertical vectors to vertical vectors since if π∗(v) = 0, then π∗ ◦Rg∗(v) = (π ◦Rg)∗ = π∗(v) = 0. In particular, the G
action on V determines a fiberwise automorphism of V . Hence,

Rg∗H(b,e) ∩ V(b,g) = Rg∗H(b,e) ∩Rg∗V(b,g) = Rg∗(H(b,e) ∩ V(b,e)) = Rg∗0 = 0.

Dimension constraints then force T(b,g)(B ×G) = H(b,g) ⊕ V(b,g). Moreover,

Rg′∗H(b,g) = Rg′∗Rg∗H(b,e) = Rgg′∗H(b,e) = H(b,gg′)

so H is invariant under the right G action on T (B ×G).
Finally, to see that H so defined is a smooth subbundle, pick a smooth trivializating frame of sections s1, . . . , sn

of H|B × {e} in an open set U of B × {e} and extend this by setting s1(b, g) = Rg∗s1(b, e) or, in other words, if
µ : T (B × G) × G → T (B × G) is the action, s1(b, g) = Rg∗s1(b, e) = µ(s1(b, e), g). Then we claim that the collection so
defined is a trivialization of H over U × G. Indeed, each si is smooth as a composite of smooth functions and since Rg∗
defines an isomorphism from H(b,g′) to H(b,g′g), the collection of si remain linearly independent. Thus, they are a smooth
trivialization over U ×G.

Since H ∩ V = 0 fiberwise and H + V = T (B × G) fiberwise, T (B × G) = H ⊕ V . For instance, one constructions a
retract in the SES of vector bundles

0→ V → T (B ×G)→ T (B ×G)/V → 0

by collapsing the subbundle H. �

Remark. Since all Lie groups are parallelizable, it should not come as a surprise that the major obstruction to trivializing
the bundle H comes from B. In fact, the idea to trivialize TG is roughly what we have done above.

We are now ready to give a proof of Theorem 9.

Proof (Theorem 9). We begin with two reductions that will take us all the way to the case of trivial G-bundle of the
form Rn ×G→ Rn.

Claim 7. If the assertion is true for trivial principal G-bundles, then it is true for all principal G-bundles.

Indeed, fix γ : I → B smooth. As before, we take a covering of Im γ by finitely many trivializable open sets by compactness,
say U1, . . . , Un, and find numbers 0 < w1 < t1 < w2 < t2 < · · · < wn = tn = 1 such that, when n = 1, [0, 1] = γ−1(U1)
and, in general for n > 1, [0, t1) ∈ γ−1(U1), (w1, t2) ∈ γ−1(U2) and in general for i 6= 1, n, γ−1(Ui) = (wi−1, ti) and
γ−1(Un) = (wn−1, 1]. Inducting on n, when n = 1, the claim furnishes the assertion.

The case of n = 2 illustrates the general case and induction step, so we consider it with 0 < w1 < t1 < t2 = 1. Pick
numbers r1 < r2 such that 0 < w1 < r1 < r2 < t1 < t2 = 1. We first construct the horizontal lift on [0, r2], call it γ̃1. We
then construct a lift γ̃2 of γ over the interval [r1, 1] by requiring that γ̃2(r1) = γ̃1(r1). Then γ̃1 and γ̃2 are smooth and by
local uniqueness agree on [0, r2] ∩ [r1, 1] = [r1, r2] and so they agree on the open set (r1, r2). Define

γ̃(t) =
{
γ̃1(t) t ∈ [0, r2)
γ̃2(t) t ∈ (r1, 1].

This is well-defined since for any t ∈ (r1, r2), γ̃1(t) = γ̃2(t) and it is smooth since the two pieces are smooth and agree on
an open set. For general n, one proceeds by choosing numbers r1,1 < r1,2 < r2,1 < r2,2 < · · · < rn−1,1 < rn−1,2 partitioning
I as

0 = w0 = t0 < w1 < r1,1 < r1,2 < t1 < w2 < r2,1 < r2,2 < t2 < w3 < · · · < wn−1 < rn−1,1 < rn−1,2 < wn = tn = 1

and repeating the same argument.
We may therefore suppose the principal G-bundle is trivial. Indeed, given a bundle trivialization for P , say ϕ : p−1(U)

∼=−→
U ×G, since ϕ is G-equivariant, ϕ∗ sends the horizontal subbundle H|U to a horizontal subbundle for U ×G that satisfies
the relevant properties to be such and we thereby obtain a principal G-connection on the trivial principal G-bundle
Rn
k ×G→ Rn

k .

Claim 8. We may further suppose the base space B = Rn.

By the same sort of argument as above except with charts instead of bundle trivializations, we may reduce to assuming
that B = Rn−k ×Rk

+ (using a boundary chart). However, there is no harm in replacing Rn−k ×Rk
+ in these cases by Rn
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as the principal G-bundle over Rn−k ×Rk
+ is trivial. However, we must check that the principal G-connection extends as

well.

Idea. We will equip H and V over Rn
k with a smooth bundle metrics by the standard partition of unity argument such

that V ⊥ = H. Smoothness and triviality of all metrics and bundles in sight will allow us to smoothly extend the metrics
while preserving V ⊥ = H over Rn

k .

As a consequence of the preceding lemma, it suffices to pick a (smooth, as always here) complement of V |Rn×{e} that
extends the complement of V |Rn

k × {e} determining the principal G-connection on Rn
k × G → Rn

k . We will define this
complement by constructing a suitable Riemannian on Rn×G. Given the subbundle V → Rn×G of T (Rn×G)→ Rn×G
any metric.

At this point, it is convenient to identify

T ∗(Rn ×G)|Rn × {e} ∼= T (Rn)×Rm ∼= Rn × (Rn ×Rm)

and
T ∗(Rn

k ×G)|Rn
k × {e} ∼= Rn

k × (Rn ×Rm).

One sees these identifications respect the inclusion of Rn
k ×G into Rn ×G using the global standard coordinate systems

for Euclidean space and its standard submanifolds with corners. The same is true for all codimension 0 submanifolds of
Rn, in fact.

Take an open cover of Rn
k by trivializing open sets for the bundle H∗⊗2

∣∣Rn
k × {e}—these may be taken to be the

same as those for H∗ so say {Ui}i∈I are trivializing for both and let {λi} be a partition of unity subordinate to this
open cover. Choose a trivializing frame s1, . . . , sn for H∗|Ui and let ωi : Ui → H∗⊗2

∣∣Ui ∼= Ui ×Rn2 be the map sending
x 7→

∑
i si(x)⊗si(x). Then ωi is positive-definite and symmetric. The argument proceeds is almost verbatim what is done

for Riemannian metrics. It is not hard to see that it is smooth.
Since V |Rn×{e} = Rn×{e}×Rm, we can give this bundle any metric we like. Give T (Rn

k ×G)|Rn
k ×{e} the metric

g = gH + gV . Then one sees that H = V ⊥. Now we should like to smoothly extend this.
In nbhd U of a point on the boundary of Rn

k , we may construct an orthornormal collection of smooth sections of
T ∗(U ×G)|U × {e} ∼= U ×Rn ×Rm, say s1, . . . , sn+m with the first n being a trivialization of H and the last m being
the trivialization of V (say of the form p 7→ (p, 0, ei)). Smoothness implies that, in coordinates, these extend to an open
nbhd of U in Rn, say Ũ and we may suppose that on this extension the collection remains linearly independent WLOG.
Using the identification Ũ × Rn × Rm ∼= T ∗(Ũ ×G)

∣∣∣Rn × {e}, we define ωi =
∑
i si ⊗ si so that ωi is a symmetric

positive-definite bilinear form. Since the identifications above respect inclusions, it is not hard to see that ωi extends the
inner product defined on U in our original construction of the metric.

Picking extensions of this sort around each point p ∈ ∂Rn
k , let U be the resulting open nbhd of Rn

k . Taking partition
of unity subordinate to this larger open cover, we build a smooth metric for the bundle T (Rn ×G)|U × {e} such that
H = V ⊥ over Rn

k × {e}—indeed, the metric still looks like gH + gV over Rn
k .

There is now no obstruction to extending the metric to all of Rn × {e} without disturbing H = V ⊥ over Rn
k , so we

declare globally H = V ⊥ over Rn, furnishing the smooth complement. The preceding lemma now extends this to all of
Rn ×G. We are thus reduced to considering the trivial case of Rn ×G→ Rn.

Observe that a smooth lift

Rn ×G

I Rn

γ̃

γ

must have the form γ̃ = (γ, c) for some smooth c : I → G. Hence, we should like that ċ is the unique vector in Tc(t)G such
that ˙̃γ(t) ∈ H(γ(t),c(t)). Smoothness of γ means that we may replace I by an open interval J around I and thus consider

Rn ×G

J Rn

γ̃

γ

For the sake of the following claim, we work in the general non-local case.

Claim 9. There is a unique vertical vector w ∈ TgG such that, in a given trivialization (ϕ,U), ϕ : π−1U ∼= U × G,
(γ̇(t), w) ∈ ϕ∗(H)(γ(t),g).
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By abuse of notation, we denote the induced horizontal subbundle of T (U × G) coming from ϕ∗| (H|π−1(U)) by H as
well and similarly denote the vertical subbundle by V , thereby fully reducing to the local case. Uniqueness follows since
if (0, w − w′) ∈ H(γ(t),g) while (0, w − w′) ∈ V(γ(t),g) and hence w = w′. For existence, note that every vector not in the
vertical subbundle V is the sum of a unique vector in H and a unique vector in V—hence, we may write (γ̇(0), 0) = h+ v
for some horizontal and vertical vectors h and v and therefore (γ̇(t),−v) = h is horizontal.

The goal now is to assemble the collection of all such w’s into something usable. Again, for the sake of the following
claim, we consider the general non-local case.

Claim 10. This unique vector w varies smoothly and assembles into a smooth map into the vertical subbundleW : J×G→
V ⊂ TP . In fact, W(t,g) = Rg∗W(t,e).

Indeed, consider the function Γ: I ×G→ TP which in a trivialization has the form Γ(t, g) = (γ̇(t), 0) ∈ T(γ(t),g)(Rn×G).
This is smooth by extending I = [0, 1] to some larger open interval J using smoothness of γ. It follows that W = Γ− v∗
from the above reasoning and the fact that v∗ is obtained from Γ by post-composition with the projection onto the
horizontal subbundle. To see that W is smooth, it suffices to observe that it is actually the negative of the projection of
Γ onto the vertical subbundle.

To see the last part, observe that by the preceding lemma, Rg∗Γ(t, e) = Γ(t, g) and so since Γ(t, e) +W(t,e) ∈ H(t,e),

Γ(t, g) +Rg∗W(t,e) = Rg∗(Γ(t, e) +W(t,e)) ∈ Rg∗H(t,e) = H(t,g).

Exercise 23.

(a) Show that Γ +W is smooth by working in local coordinates.
(b) Show that Γ +W is smooth in a coordinate free way. Namely, consider the Whitney sum of bundles TP ⊕TP which

is, equivalently, the pullback bundle in the diagram

TP ⊕ TP TP × TP

P P × P
∆

where ∆ is the diagonal map. This is the bundle over P whose fiber over p ∈ P is TpP ⊕ TpP . Construct a fiberwise
linear map TP ⊕ TP → TP sending (v, w) ∈ TpP ⊕ TpP to v + w ∈ TpP . Show that this is smooth using the smooth
structure constructed in the pullback theorem and conclude that Γ +W is smooth.

We have therefore reduced to the trivial case. Fix g ∈ G. Our set up is

Rn ×G

J Rn

where wish to solve the ODE on the tangent bundle of Rn ×G given by

ẏ(t) = W (t, y(t)), y(0) = g. (∗)

Picking a coordinate nbhd about g, say (x, Ũ), we may assume this is completely Euclidean with x(Ũ) = Rm. By
naturality, we have the following commutative diagram

Rn × Ũ Rn ×Rm

J Rn Rn

id×x

It follows that the vertical subbundle of Rn×Rm → Rn is the set of vectors at each point of Rn×Rm of the form (0, v)
with v ∈ Rm. Let W0 = (idRn ×x∗) ◦W ◦ (idJ ×x−1) : J ×Rm → T (Rn ×Rm). Since W0 lands in the vertical subbundle
V of T (Rn ×Rn), we may assume that W0 : J ×Rm → T (Rn ×Rm) lands in the set of vectors of the form (0, v).

Since the tangent bundle is trivial over such a coordinate system, we have a canonical identification of T (Rn ×Rm)
with Rn × Rm × Rn × Rm and by triviality we may forget “basepoints” and thus we let W1 : J × Rm → Rm be the
projection of W0 onto the Rm vector component. Thus, by the usual reasoning we may find a local solution to the ODE

ẏ(t) = W1(t, y(t)), y(0) = x(g)
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Passing back in our coordinate system, we may assemble this into a local smooth lift γ̃ landing in Rn ×G that covers γ.
We must now extend this solution.

Let S be the set of all smooth (i.e., admitting extensions if necessary) curves η defined on a subinterval of J of the
form [0, c] or [0, c) (c > 0) that are solutions to (∗). Order this set by the relation γ ≤ γ′ if γ′ extends γ. Then S 6= Ø
by the above. For any chain in S , say {γi}i∈I , the union γ =

⋃
γi is a solution since the union of intervals of the form

[0, c] or [0, c) is an interval of one the same two types and since for any t ∈ dom(γ), γ(t) = γi(t) for some i ∈ I, γ satisfies
γ̇(t) = W (t, γ(t)) wherever this makes sense as γi satisfies this and similarly γ(0) = g since γ(0) = γi(0) = g for each
i ∈ I. Hence, S contains a maximal element by Zorn’s lemma.

The uniqueness property Picard-Lindelöf theorem, implies that all such extensions are unique. Indeed, the local ap-
plication above shows that in a nbhd of 0 the extension is unique so any further extension extends this local solution.

Exercise 24. Show that S is in fact totally ordered. [Hint: The Picard-Lindelöf Theorem actually gives uniqueness and
existence on a closed interval, where smoothness at the endpoints is taken in a one-sided manner. Use this and smoothness
of W to show that S is totally ordered by extending from endpoints.]

It follows that S contains a greatest element, say c. Write

dom c = (a, b) ⊂ J.

Note that J necessarily contains 0, so suppose b < 1 + ε, where J = (−ε, 1 + ε).

Idea. The next part of the proof is a cute Riemannian and metric geometry argument. Roughly, the idea is that we have
to trap some segment c| (t0, b) in a compact set. On the metric side, we need to exclude something like the topologists’
sine curve. This is where the Riemannian geodesic distance metric comes in. The idea is that W ought to be bounded
since it is obtained from right multiplication. Indeed, we are saved because Lie groups are highly symmetric spaces and
so we are able to equip the vertical bundle with the right invariant metric in a suitable way and with a right invariant
metric, all Lie groups are complete Riemannian manifolds.

Claim 11. Assuming b < 1, Im c| [0, b) is contained in a compact subset of G.

Give G a right invariant Riemannian metric, gRG. One can always find such a thing by right translation. Explicitly,
define

gRG,g(v, w) = gRG,e(Rg−1∗v,Rg−1∗w)

for any inner product on TeG = g.

Exercise 25. Equipped with a right invariant Riemannian metric, a Lie group is a complete metric space under the
geodesic distance metric. [Hint: The Hopf-Rinow Theorem says that it is enough to show the exponential map arising
from the metric is defined on the entire tangent space TgG.]

Since G is a complete Riemannian manifold, it follows by the the Hopf-Rinow Theorem that every closed and bounded
subset of G in this metric is compact. We have seen above that

W(t,g) = Rg∗W(t,e).

Perhaps by shrinking J (we only care that it is open about I = [0, 1]), we may assume by a compactness argument that
t 7→ ‖W(t,e)‖gR

G
is bounded above by some M > 0, say. But by right invariance of the metric,

‖W(t,g)‖gR
G

= ‖Rg∗W(t,e)‖gR
G

=
√
gRG,e(Rg−1∗Rg∗W(t,e), Rg−1∗Rg∗W(t,e))

=
√
gRG,e(W(t,e),W(t,e)) = ‖W(t,e)‖gR

G
.

It follows that ‖W‖ is bounded, say ‖W‖ ≤M .
Since G is a complete Riemannian manifold, it follows once again by the the Hopf-Rinow theorem that every closed

and bounded subset of G in this metric is compact. By assumption, ċ = W (t, c(t)) and we may suppose ‖W (t, c(t))‖ ≤M
by the above. Then, with dg the geodesic distance metric,

lim
s→b

dg(c(0), c(s)) = lim
s→b

infsmooth curves η : c(0)→ c(s)

∫ 1

0
‖η̇(t)‖ dt

≤ lim
s→b

∫ 1

0
‖ d
dt
c(st)‖ dt = lim

s→b

∫ s

0
‖ċ(t)‖ dt ≤Mb.
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In the penultimate step, we have used u-substitution. By the monotone convergence theorem, the limit

lim
s→b

∫ s

0
‖ċ(t)‖ dt

exists since the assignment s 7→
∫ s

0 ‖ċ(t)‖ dt is increasing and bounded above.
This shows that, in the equivalent topology induced by the geodesic distance metric, the distance between c(0) and

each point c(t) is bounded. In particular, c does not escape all compact sets in G with this metric since it does not leave
the closed ball of radius Mb about c(0) and this set is compact as a consequence of Hopf-Rinow. Call this closed ball
B = Bg(c(0),Mb) and take any finite covering of B by trivializing coordinate balls of radius 1 say (xi, Ui) (i = 1, . . . , k)
where xi is a diffeomorphism from Ui onto the open ball at the origin of radius 1. Suppose further each xi is the restriction
of a chart xi : Wi

∼=−→ Rn and let Vi be the preimage of the open ball of radius 2 centered at the origin.
By the Lebesgue covering lemma, there exists r > 0 such that every set of diameter less than r is completely

completely contained in one of the Ui. Pick t0 ∈ [0, b) such that

lim
s→b

∫ s

t0

‖ċ(t)‖ dt < r.

This t0 exists since the relevant limit exists as we argued above. Thus,

diam (Im(c| [t0, b)))
def= sup {dg(c(t1), c(t2)) : t1, t2 ∈ [t0, b)} ≤ lim

s→b

∫ s

t0

‖ċ(t)‖ dt <∞.

Hence, sup {dg(c(t1), c(t2)) : t1, t2 ∈ [t0, b)} exists (and so is finite). It follows that Im(c| [t0, b)) is contained in a chart
(x, U) of G, WLOG.

Expand this (x, V ) so that Im(c| [t0, b)) ⊂ V properly. In particular, Im(c| [t0, b)) is a closed and bounded subset of
V and so it compact and hence is contained in a closed ball of some radius 1 < r0 < 2 in x(V ). By compactness and
how we choose these open sets, there is some point p ∈ x(Im(c| [t0, b))) such dRm(p, ∂x(V )) = d(Im(c| [t0, b)), ∂V ). Say
r1 = dRm(p, ∂x(V )).

WLOG we may suppose we are considering the Euclidean case by considering a coordinate nbhd of γ(b) in the base
space say containing (t0 − ε, b+ ε) ⊂ [t0 − ε, b+ ε] ⊂ J . The ODE (without the initial condition) is

ẏ(t) = W (t, y(t)).

where we understand this to be taken with respect to the coordinate system of V . Perhaps by shrinking, we may suppose
W : (t0− ε, b+ ε)×V → Rm is bounded above by M ≥ 0, say. Pick t1 < b so close that b− t1 < min

{
ε,

r1

2M

}
. We can do

this since the initial condition for t1 is y(t1) = c(t1) and d(c(t1), ∂V ) ≤ r1. Then the Picard-Lindelöf theorem guarantees
us an extension of c past b. This means that c was not maximal; this is a contradiction. Hence, c is smooth on [0, 1 + ε)
and thus on [0, 1] as desired. This shows existence and uniqueness in the local case which suffices. �

Remark. For a vastly slicker proof using the connection form see Kobayashi & Nomizu Volume I. It is probably still
necessary to reduce to the local case of Rn × G as we have done above to use their proof since their manifolds have no
boundary.

5.2 Additional Content

Lemma 5.2.1. For a principal G-bundle G→ P
π−→ B, let Op : G→ P be the p-orbit map g 7→ p · g.

(a) Op is smooth.
(b) For X ∈ g = TeG, (Op)∗e(X) = X∗p .
(c) The fundamental vector field is always vertical.

Proof. (a) {p}×G ⊂ P×G is a submanifold, so since the action map is smooth, so too is its restriction to this submanifold.
(b) Thinking of a tangent vector as a derivation of germs of smooth functions at e, given X ∈ TeG,

(Op)∗e(X) def= X([− ◦ Op]e)

whereas
d

dt

∣∣∣∣
t=0

p · exp(tX) def= (p · exp(tX))∗(
d

dt

∣∣∣∣
t=0

)
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which is
d

dt
(− ◦Rexp(tX)(p)

∣∣∣∣
t=0

and comparing the two on coordinate functions xi, we have by the chain rule and a small computation,

d

dt
((Rexp(tX)(p))i

∣∣∣∣
t=0

= (Re(p))∗(X) = X([− ◦R−(p)]e)

which is the same derivation obtained above.
(c) This is the same sort of computation with π∗(Op)∗e(X) = X([− ◦ π ◦ Op]) = 0 since πOp ≡ p. �

Example 4. A G-invariant Riemannian metric on P yields a horizontal distribution by letting H = V ⊥.

Exercise 26. Let ξ = (P, p,B) be a smooth principal G-bundle over B and let H ⊂ TP be a principal G-connection.

(a) Show that there is a canonical isomorphism between TeG and the vector space of all left invariant vector fields on
G—a left invariant vector field X is one for which Lg∗X = X ◦ Lg. We call either of these the Lie algebra g of the
Lie group G.

(b) Show that g∗ is naturally isomorphic to the space of left invariant one-forms on G—that is, one-forms ω such that
L∗gω = ω ◦ Lg for all g ∈ G.

(c) For each g ∈ G, define the conjugation map Adg : G → G by a 7→ gag−1. Show that Ad: G × G → G defined by
(g, h) 7→ Adg(h) is smooth and has full rank and that (Adg)∗ is a linear automorphism of g.

(d) Define ad: G → GL(g) the adjoint representation by ad(g) def= (Adg)∗. Show that ad is smooth. Hence, there is a
smooth vector bundle given by the associated bundle construction Ad(P ) def= P ×G g.

(e) Say a Lie algebra-valued k-form on a smooth manifold M is a smooth section of (M × g) ⊗
∧k

T ∗M and denote
these by Ωk(M, g). Show that (M × g)⊗

∧k
T ∗M ∼=

∧k(T ∗M ⊗M × g). Conclude that sections of (M × g)⊗
∧k

T ∗M
are effectively what would be called Lie algebra-valued k-forms in the vernacular.

(f) Say the connection form of the given principal G-connection on ξ is a Lie algebra valued 1-form ω ∈ Ω1(P, g)
satisfying

(i) For each X ∈ g, ω(X∗) = X.
(ii) (Rg)∗ω = ad(g−1) ◦ ω for all g ∈ G.

Then such an ω exists and is unique. Conversely, any such Lie algebra-valued 1-form defines a unique principal
G-connection.



Chapter 6
Lecture 6

6.1 Classifying Spaces

6.1.1 Numerable Bundles

Definition. Say a fiber bundle p : E → B is numerable if it admits an open cover by trivializing open sets U = {Ui}i∈I
for which there exists a partition of unity subordinate to U . Equivalently, there is a locally finite open cover of B by
trivializing open sets {Ui}i∈I for which there is a family of continuous maps ρi : B → [0, 1] for which Ui = ρ−1

i ((0, 1]).
Say an open cover of a space is numerable if it is locally finite and there is a family of continuous maps ρi : B → [0, 1]

for which Ui = ρ−1
i ((0, 1]) or, equivalently, if it is an open cover for which there exists a subordinate partition of unity.

We will say a principal G-bundle p : E → B is numerable if it admits a locally finite open cover by trivializing open
sets {Ui}i∈I such that there is a family of continuous maps ρi : B → [0, 1] for which Ui = ρ−1

i ((0, 1]). Say an open cover of a
space is numerable if it is locally finite and there is a family of continuous maps ρi : B → [0, 1] for which Ui = ρ−1

i ((0, 1]).
Note that this means that there is right G-equivariant isomorphism

p−1(Ui) = p−1(ρ−1
i ((0, 1])) ∼= ρ−1

i ((0, 1])×G = Ui ×G

for all i ∈ I, not simply an isomorphism.

Remark. The equivalence above comes by taking Ui = ρ−1
i ((0, 1]).

Exercise 27. If the base space B in the definition above is paracompact Hausdorff, then all fiber bundles are numerable.
[Hint: Use a partition of unity.]

Lemma 6.1.1. A numerable cover a space determines a partition of unity.

Proof. For a numerable cover with functions ρi, we let

ηj = ρj∑
i∈I ρi

for each j ∈ I. This is well-defined because the cover is locally finite and so at any one point the sum is finite and has
finite value. The ηi then determines a partition of unity. �

Proposition 6.1.2 (Husemöller, 7.2.1.2). If E → B is a numerable G-bundle, then there is a countable partition of
unity {ρi}i∈N such that E is trivial over each ρ−1

i ((0, 1]) and, hence, admits a G-equivariant trivialization.

Proof. Take a partition of unity {ξi}i∈I and let I(b) = {i ∈ I : ξi(b) > 0} and for each J ⊂ I with#J <∞, set

V (J) = {b ∈ B : ξj(b) > ξi(b) for all j ∈ J and i ∈ I \ J}

Then V (J) is open. For such J , let

ξJ(b) = max
{

0, min
j∈J,i∈I\J

(ξj(b)− ξi(b))
}
.

Then ξ−1
J ((0, 1]) = V (J).

Then if #J ′ = #J ′′ for two finite subsets of I and J ′ 6= J ′′, then V (J ′) ∩ V (J ′′) = Ø as we cannot have both
ξj′(b) > ξj′′(b) and ξj′′(b) > ξj′(b).

45
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Thus, we may set Vm =
⋃
· J⊂I, #J=m V (J) a disjoint union and let ξm =

∑
J⊂I, #J=m ξJ . Then ξ−1

m ((0, 1]) = Vm and
P |Vm is trivial because it is trivial over each set in the disjoint union for Vm. Then the desired partition of unity is given
by

ρm = ξm∑
n≥0 ξn

where ρ1
m((0, 1]) = Vm. G-equivariance is clear since we are considering disjoint unions of open trivializing sets. �

Exercise 28. In this exercise, you will define a category BunFG,num to be the category of numerable G-bundles with
fiber F and establish variants of theorems in the first five lectures.

(a) The objects of numerable G-bundles with fiber F ξ = (E, p,B,G, F,A ) where E,B,G, F ∈ Top and where A is a
G-atlas. Show that, with morphisms defined as usual, BunFG,num is a category. [Hint: Numerability does not play a role
here. Adapt the proof of Claim 1.]

(b) Show that the pullback theorem holds for BunFG,num. [Hint: Numerability matters here. Note that while the G-atlas
need not contain any numerable open covering, there always exists such a covering (hence, G-atlas) that is compatible
with it.]

(c) Show that there is an equivalence of categories BunGG,num ' PrinG,num where on the right-hand side the morphisms of
numerable principal G-bundles are morphisms of fiber bundles that are G-equivariant on the total space.

(d) Prove topological homotopy invariance by looking up the proof in Dold’s paper Partitions of unity in the theory of
fibrations or adapt Dan Freed’s writeup here.

Remark. This allows us to assume all numerable principal G-bundles are covered by a countable locally finite collection
of trivializing open sets.

6.1.2 Universal Bundles & Milnor’s Construction

Remark. The following is taken from Milnor, Dold and Husemöller. We will not provide full details for the sake of brevity
and leave them to the reader. We will make the construction in a series of claims .

Lemma 6.1.3. Let X be a space. The isomorphism classes of (numerable) principal G-bundles over X form a set.

Proof. From Theorem 1.3.1, it follows that the isomorphism classes of (numerable) principal G-bundles can be mapped
injectively into the set consisting of all open covers U of X and maps Ui ∩ Uj → G. This is a set since if τ(X) is the set
of opens for X, then this set has size at most τ(X)× {f : U → G : U ∈ τ(X)} which is a set. �

Definition. For each topological group G, define a functor kG : Ho(Top)op → Set sending a space X to the set
[PrinG,num(X)] of isomorphism classes of numerable principal G-bundles over X. A numerable principal G-bundle P → B
is called a universal bundle and B is called a classifying space of G if there is a natural isomorphism [−, B] ∼= kG
given by sending a homotopy class f : X → B to the principal G-bundle f∗P .

Remark. This says that kG is representable and that, moreover, the natural isomorphism [−, BG] ∼= kG has a particularly
nice description.

Remark. The content of this subsection is that universal bundles exist.

Idea. The basic idea of the Milnor construction is to repackage the data of the second component of the trivializations
wn = (π, un) : P | ρ−1

n ((0, 1])
∼=−→ ρ−1

n ((0, 1])×G and the functions ρn into transition functions.

Conventions. We fix a principalG-bundle π : P → B with a countable locally finite trivializing open cover
{
ρ−1
i ((0, 1])

}
i∈N

determined by a corresponding partition of unity {ρi}i∈N such that P | ρ−1
i ((0, 1]) is trivial throughout. For each n ∈ N,

fix
wn = (π, un) : P | ρ−1

n ((0, 1])
∼=−→ ρ−1

n ((0, 1])×G

a choice of trivialization.

Definition. Let ∆n ⊂ Rn+1 be all (n + 1)-tuples of points (s0, . . . , sn) with si ≥ 0 such that
∑
si = 1. This is the

topological n-simplex. It has vertices ei = (0, . . . , 0, 1, 0, . . . , 0) the i-th standard basis vector.



6.1 Classifying Spaces 47

Notation. Let Wn =
⋃n
i=0 ρ

−1
i ((0, 1]) and define as a set (not as a space)

EnG = ∆n ×Gn+1/ ∼

where
(s0, . . . , sn, g0, . . . , gn) ∼ (s′0, . . . , s′n, g′0, . . . , g′n)

if and only if si = s′i for i = 0, . . . , n and if si = s′i > 0 then we also require gi = g′i. We will denote points of EnG using a
semicolon (s0, . . . , sn : g0, . . . , gn).

As a space, EnG has the finest topology for which the coordinate functions

ti : EnG→ [0, 1], pri : t−1
i ((0, 1])→ G (0 ≤ i ≤ n)

are continuous. The function ti : EnG→ [0, 1] projects onto si and pri : t−1
i ((0, 1])→ G projects onto gi.

Remark. Hence, when si = s′i = 0, for the purposes of the equivalence relation, the values of gi and g′i are irrelevant.
One way to think about this is that when a coordinate of ∆n is 0, we forget the corresponding i-th G-coordinate but
remember that it used to be there.

Exercise 29. The join of a collection X1, . . . , Xn of spaces is the quotient space(
∆n−1 ×X1 × · · · ×Xn

)
/ ∼

where (t1, . . . , tn, x1, . . . , xn) ∼ (r1, . . . , rn, y1, . . . , yn) if and only if for each 1 ≤ i ≤ n, si = ri and when si = ri > 0, we
also require xi = yi. We will denote points of this space as (t1x1, . . . , tnxn) where (t1, . . . , tn) ∈ ∆n−1 and (x1, . . . , xn) ∈∏n
i=1Xi.
Show that there is a homotopy equivalence between EnG and ∗nG.

Exercise 30 (?). Consider EnG equipped with the topology constructed above.

(a) Show that the topology on EnG satisfies the following universal property. A function f : X → EnG is continuous iff
for each 0 ≤ i ≤ n the functions

ti ◦ f : EnG→ [0, 1] pri ◦f : f−1t−1
i ((0, 1])→ G

are continuous.
(b) Show that a subbase for the topology on EnG consists of all sets of the following two types:

t−1
j ((α, β)) = {(s0, . . . , sn : g0, . . . , gn) ∈ EnG : α < sj < β} where 0 ≤ j ≤ n and α < β, α, β ∈ R. (I)
pr−1
i (U) = {(s0, . . . , sn : g0, . . . , gn) ∈ EnG : sj 6= 0 and gj ∈ U where U ⊂ G is open} where 0 ≤ j ≤ n. (II)

Show that this subbase contains a set which is the whole space EnG.

Define a free right action of G on EnG by

(s0, . . . , sn : g0, . . . , gn)g = (s0, . . . , sn : g0g, . . . , gng).

This is easily seen to be continuous using the above exercise. It is furthermore clearly free. Define

BnG = EnG/G.

Claim 12. There is a G-equivariant closed map and, in particular, closed embedding

i : EnG ↪→ En+1G

where i sends (s0, . . . , sn : g0, . . . , gn) 7→ (s0, . . . , sn, 0 : g0, . . . , gn, e).

Equivariant is obvious. The complement of i(EnG) consists of all points (s0, . . . , sn+1 : g0, . . . , gn+1) such that sn+1 > 0.
This set is open essentially by definition of the topology. Note that the topology on the subspace of En+1G consisting of
all points of the form (s0, . . . , sn, 0 : g0, . . . , gn, e) satisfies the same universal property as EnG; from this it is easy to see
that EnG→ En+1G is an embedding and it is furthermore a closed map since if F ⊂ EnG is closed, then i(F ) ⊂ En+1G
is closed in i(EnG) and i(EnG) is closed—it follows that there is a closed F ′ ⊂ En+1G such that i(F ) = F ′′ ∩ i(EnG)
which is an intersection of closed sets in En+1G and is therefore closed.
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Lemma 6.1.4. Let
EG = colimnEnG

with EnG→ En+1G the closed embedding and closed map described above.

(a) The topology of EG satisfies the following universal property. A function f : X → EG is continuous iff for each
0 ≤ i <∞ the functions

ti ◦ f : EG→ [0, 1] pri ◦f : f−1t−1
i ((0, 1])→ G

are continuous. In other words, the topology of EG is the finest one for which the coordinate functions

ti : EnG→ [0, 1], pri : t−1
i ((0, 1])→ G (0 ≤ i <∞)

are continuous. It has the corresponding subbase as in the previous exercise.
(b) EG has a free right G-action induced from those of EnG.

Warning. This is statement is not something I have a source for, but it seems reasonable. I would still appreciate if
someone would read this carefully and tell me that this isn’t an insane proposition.

Proof. (a) The points of EG have the form ((si)i∈N : (gi)i∈N) where all but finitely many si are 0. By considering what
must be true of the colimit, one sees that EG has open (resp. closed) sets those subsets A ⊂ EG such that (identifying EnG
with its image in EG) A ∩EnG is open (resp. closed) for all n. It follows that the natural structure map jn : EnG→ EG
is a closed embedding. We will henceforth identify EnG with its image in EG.

The projections ti and pri are continuous because they are continuous on each Ei+kG for k ≥ 0 (essentially using the
universal property of the colimit). Thus, if f : X → EG is continuous then ti ◦ f and pri ◦f are continuous for all i. Thus,
the colimit topology on EG at least contains the topology generated by these functions. We must verify the reverse is
true—that is, the topology generated by the coordinate functions contains the colimit topology.

Conversely, begin by observing that {((si) : (gi)) : si = 0} is closed being a complement of the subbase element
{((si) : (gi)) : 0 < si < 2}. Hence, EnG =

⋂∞
k=1 {((si) : (gi)) : sn+k = 0} which is closed. Hence, in the topology of the

coordinate functions, each EnG is closed. Now let F ⊂ EG be closed in the coordinate function topology. To show that
F is closed in the colimit topology, it suffices to show that each Fn = F ∩ EnG is closed in EnG. Since F is closed in
the coordinate function topology, it is an intersection of finite unions of complements of the sets of type (I) or (II) by the
exercise (just take complements of the unions generating the topology). Thus, write

F =
⋂
j∈J

Ej

where each Ej is a finite intersection of complements of the subbase elements. For convenience, we recall them here.

t−1
j ((α, β)) = {((si) : (gi)) ∈ EG : α < sj < β} where 0 ≤ j ≤ n and α < β, α, β ∈ R (I)
pr−1
j (U) = {((si) : (gi)) ∈ EG : sj 6= 0 and gj ∈ U where U ⊂ G is open} where 0 ≤ j ≤ n (II)

Fix n ≥ 1 an integer and consider Fn. Then Fn =
⋂
j∈J(EnG∩Ej). Now, if t−1

i ((a, b))c = {((si) : (gi)) : si ≤ a or si ≥ b}
where 0 ≤ i ≤ n is in the union defining Ej , then under our identification of EnG ⊂ EG,

EnG ∩ {((si) : (gi)) : si ≤ a or si ≥ b} = t−1
i ((a, b))c = {(s0, . . . , sn : g0, . . . , gn) : si ≤ a or si ≥ b} .

and if i > n, EnG ∩ {((si) : (gi)) : si ≤ a or si ≥ b} = EnG. Similarly, do the same for each pr−1
i (U) appearing in the

intersection defining Ej and note that, once again, intersecting the resulting set with EnG satisfies that

EnG ∩ {((si) : (gi)) : gi ∈ U} = pr−1
i (U) = {(s0, . . . , sn : g0, . . . , gn) : gi ∈ U}

under the same identification of EnG with its image in EG and for 0 ≤ i ≤ n—when i > n the intersection is all of EnG.
Of course, this shows that

EnG ∩ F = Fn =
⋂
j∈J

(EnG ∩ Ej)

is an intersection of closed sets in the topology of EnG and thus Fn ⊂ EnG is closed. Hence, F is closed in the colimit
topology and the two therefore agree.

(b) The G-action induced by those of EnG is obtained by defining EGx G by

((si) : (gi)) · g = ((si) : (gig))
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This is clearly a free action. Call this map A : EG ×G → EG and denote µ : G ×G → G the group multiplication map.
To check A is continuous, observe that for U ⊂ G open, (pri ◦A)−1(U) =

{
(((si) : (gi)), g) : (gi, g) ∈ µ−1(U)

}
which is

open because µ−1(U) is open in G ×G and so can be written as a union of open rectangles—one verifies more precisely
by using type (II) sets. Similarly, if J ⊂ [0, 1] is open, then one easily checks (ti ◦A)−1(J) = t−1

i (J) which is open. �

Exercise 31. Is it true that EG = colimEnG in the category TopG of spaces with a continuous right G-action and
continuous equivariant maps? [Remark: I believe this is true, which is the provenance of the preceding lemma.]

Claim 13. Let BG = EG/G. Then BG ∼= colimnBnG = colimnEnG/G. Moreover, the maps BnG → Bn+1G induced
by the closed maps and embeddings EnG→ En+1G are themselves closed maps and embeddings.

Category theory makes the first part trivial. Let G0 be the underlying discrete version of the topological group G and
let BG0 be the category with one object • and EndBG0(•, •) = G0 as a group. We saw that EG is the colimit in right
G-spaces and it follows immediately that EG is the colimit in the category of right G0 spaces as well. We wish to
compute the colimit of the functor F : BG0 × (N,≤) → Top where F (•, n) = EnG as a space and with G-action given
by F (g, n) = − · g : EnG → EnG the right G-action on EnG. This is a functor since we saw that EnG → En+1G is
G-equivariant. Since colimits commute with colimits,

colimBG×(N,≤) F ∼= colim(N,≤) colimBG0 F
∼= colimnBnG = colimnEnG/G

colimBG×(N,≤) F ∼= colimBG0 colim(N,≤) F ∼= colimBG0 EG = EG/G.

Hence, we have a zig-zag of (natural!) isomorphisms connecting the two constructions, as desired.
As for the second part, let F ⊂ BnG be closed and let F be its preimage in EnG and note that F is itself a right G-space.

Hence, F ⊂ En+1G is closed and a right G-subspace because EnG ⊂ En+1G is a closed subspace and EnG → En+1G is
G-equivariant. The projection En+1G → En+1G/G sends this to a closed subspace since F already contains all G-orbits
of points in it and hence is a closed saturated set for the quotient map—it follows that BnG → Bn+1G is a closed map.
Since it is injective and continuous, it is a closed embedding.

Claim 14. The projection p : EG→ EG/G = BG is a numerable principal G-bundle.

As a consequence of the last claim, this projection is p : colimEnG → colimEnG/G induced by the principal G-bundle
projections pn : EnG→ EnG/G. Notice that EG has natural projections

tk : : EG→ [0, 1]

sending ((si)i∈N : (gi)i∈N) to sk. These respect G-orbits and hence descend to maps

τk : BG→ [0, 1]

defined by the same formula. Let Uk = t−1
k ((0, 1]). This is an open saturated set for the quotient map p : EG→ EG/G ∼=

BG. Hence, its image
Uk/G = Vk = τ−1

k ((0, 1])

is open in BG.
The collection {Vi}i≥0 is a locally finite open cover of BG since every representative of a point [((si), (gi))] ∈ BG has

the same (si)i∈N coordinates and by definition of EG, each point has only finitely many si 6= 0. We can furthermore
trivialize EG → BG over each Vi G-equivariantly. Indeed, EG|Vi = Ui is the set of ((si) : (gi)) with si > 0. Define
ϕi : Ui → Vi ×G by

((sj) : (gj)) 7→ (p((sj) : (gj)),pri((sj) : (gj))) = ([(sj) : (gj)], gi).

This is continuous because its two components are continuous functions restricted to the open subset Ui. G-equivariance
of the association is immediate. For an inverse, pick a representative of a point [(sj) : (gj)] such that gi = e and call this
representative ((sj) : (g′j)). Then define its inverse ϕ−1

i : Vi ×G→ Ui by

([(sj) : (gj)], g) 7→ ((sj) : (g′jg))

or, equivalently,
(p((sj) : (gj)), g) 7→ ((sj) : (gjg−1

i g)).

This association is manifestly G-equivariant and an inverse to the previous map. It is well-defined because there is one
and only one representative of the class [(sj) : (gj)] with gi = e. If ([(si) : (gi)], g) 7→ ((si) : (g′ig)) is continuous, then we
are done because the transitions ϕij : Vi ∩ Vj ×G→ Vi ∩ Vj ×G will have associated transition functions

gij(p((sj) : (gj))) = gij([((sj) : (gj))]) = gig
−1
j
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or, equivalently,
gij([(sj) : (gj)]) = pri ϕ−1

j ([(sj) : (gj)], e)

where pri is the coordinate function EG→ G and so

gij = pri ◦ϕ−1
j (−, e) : Vi ∩ Vj → G

which is certainly continuous being a composite of continuous functions (note that ϕ−1
j (−, e) is continuous).

Exercise 32. Show that this association ([(sj) : (gj)], g) 7→ ((sj) : (g′jg)) is continuous and equivalent to (p((sj) :
(gj)), g) 7→ ((sj) : (gjg−1

i g)). [Hint: Check that the subspace topology on Ui induced from the coordinate function
topology on EG satisfies a similar universal property to EG. Then simply check on subbase elements.]

Theorem 6.1.5. The principal G-bundle p : EG→ BG is universal.

Proof. Let π : E → B be a numerable principal G-bundle. We may assume there is a countable (locally finite) partition
of unity ρi : B → [0, 1] such that E → B is (equivariantly) trivializable over Ui = ρ−1

i ((0, 1]) say with trivializations
ϕi = (π, ui) : π−1(Ui)→ Ui ×G.

Given such data, we can define a map E → EG given by f̃(x) = ((ρi(π(x)) :, (ui(x))). This is well-defined since only
finitely many ρi(x) 6= 0 and it is G-equivariant because the ui are G-equivariant. This shows that every numerable principal
G-bundle has a map to EG→ G. We must show homotopy invariance now—that is, [−, BG] ∼= PrinG,num(−)/iso as in the
definition of the universal bundle. Let us begin by showing that pulling back the universal bundle establishes a bijection
[X,BG] ∼= PrinG,num(−)/iso.

The following was an exercise but we give the proof here anyways.

Claim 15. Pulling back a map B → BG yields a numerable principal G-bundle over B.

By the pullback theorem, it suffices to check that for a given a map of principal G-bundles f̃ : E → EG, the bundle E → B
is numerable. Indeed, we obtain a G-equivariant map by composition ti ◦ f̃ : E → [0, 1] where [0, 1] x G is the trivial
action. Hence ti ◦ f̃ descends to a map ρi : B → [0, 1]. Notice that the covering ρ−1

i ((0, 1]) is a locally finite open cover and
indeed a partition of unity using the ρi—this is because, necessarily,

∑
ti ≡ 1 (check how the simplices ∆n are defined

and note that points of EG are just points lying in some EnG) and this cover is locally finite since for any x ∈ EG, only
finitely many ti(x) are non-zero and the G-action preserves their values in that ti(x · g) = ti(x).

It follows that
E| ρ−1

i ((0, 1]) (ρi◦π,pri ◦f̃)−−−−−−−−→ [0, 1]×G

is a morphism of G-bundles over ρ−1
i ((0, 1]) ρi−→ [0, 1] since f̃ and pri are both G-equivariant. Hence, E| ρ−1

i ((0, 1]) is
the pullback of ρi : ρ−1

i ((0, 1]) → [0, 1] by the pullback theorem. But the pullback of a trivial G-bundle is trivial so we
conclude, so there is an isomorphism of principal G-bundles E| ρ−1

i ((0, 1]) ∼= ρ−1
i ((0, 1])×G.

Now we establish the desired bijection [B,BG] ∼= PrinG,num(B)/iso by pulling back the universal bundle. We have
already seen that every principal G-bundle has a bundle morphism into EG → BG. By the pullback theorem and
homotopy invariance, this shows that pulling back the universal bundle is a surjective map [B,BG]→ PrinG,num(B)/iso.
Now we must show that it is an injective correspondence and this is the more subtle part.

Suppose π : E → B is pulled back (up to isomorphism) from two maps f, g : B → BG. If we can show that the two
induced G-equivariant maps f̃ , g̃ : E → B are G-equivariantly homotopic, then this homotopy will descend to a homotopy
on the base space between f and g. In a little more detail, given f̃ , g̃ : E → EG G-equivariant, we must show that there is
a homotopy H̃ : E × I → EG from f to g satisfying that H̃(x · g, t) = H̃(x, t) · g as G-equivariance of the homotopy (and
since I is locally compact Hausdorff, an annoying point-set technicality we generally do not have to worry about) means
it will descend to a homotopy H : B × I → BG between f and g, where f, g : B → BG are also induced by passage to the
quotient.

Write f̃ , g̃ are f̃(x) = ((ui(x)) : Fi(x)) and g̃(x) = ((vi(x)) : Gi(x)). For 1 ≤ k <∞. We will construct a homotopy that
inserts 0s between all si’s in the coordinate expression for f̃ and g̃. The two cases are similar so consider f̃ . Define maps
H̃k : E × I → EG by

H̃k(x, t) = ((u0(x), . . . , uk−1(x), tuk(x), (1− t)uk(x), tuk+1(x), (1− t)uk+1(x), . . .) : Fi(x))

where we have suppressed the matching pattern for the Fi coordinates. This is continuous, well-defined (note that the
coordinates all sum to 1) and G-equivariant. As in the usual trick, we define H̃ : E × I → EG by
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H̃(x, t) =



H̃(x, 1) = f̃(x)
H̃1(x, 2t) t ∈ [0, 1/2]
...
H̃k(x, 2t− (1− 2−(k−1))) t ∈

[
1− 2−(k−1), 1− 2−k

]
...

Observe that H̃(x, 0) = (u1(x), 0, u2(x), 0, . . . : F1(x), e, F2(x), e, . . .) (recall that this is really an equivalence class so we can
replace the e terms on the right by any other group element). This is continuous because each H̃k is continuous, H̃k(x, 0) =
H̃k−1(x, 1) and since each coordinate only plays a role in finitely many of the steps H̃k; it is clearly G-equivariant. This
gives a G-equivariant homotopy from (u1(x), 0, u2(x), 0, . . . : F1(x), e, F2(x), e, . . .) to f̃ . We can do the same for g̃ in
such a way that we obtain a G-equivariant homotopy from (0, v1(x), 0, v2(x), 0, v3(x), . . . : e,G1(x), e,G2(x), e,G3(x), . . .).
Finally, we can connect these two starting points of the homotopy by another G-equivariant homotopy

H : E × I → EG

defined by
H(x, t) = ((1− t)u1(x), tv1(x), (1− t)u2(x), tv2(x), . . . : F1(x), G1(x), F2(x), G2(x), . . .).

This is certainly continuous as can be verified using the coordinate functions and G-equivariant. It is well-defined since the
relation on EG makes identifications ((sj) : (gj)) ∼ ((s′j) : (g′j)) when sj = s′j for all j and whenever sj > 0 we demand
gj = g′j (but when sj = 0 we make no such stipulation). Similarly, one can check that only finitely many terms of the
left-hand side of the coordinate expression for H are non-zero and that these terms all sum to 1. �

Exercise 33. Fill in the details that H̃ as constructed above is continuous. [Hint: It may help to look at the proof
Hatcher gives for Whitehead’s Theorem showing that weak equivalences between CW-complexes are actually homotopy
equivalences.]

Exercise 34. Verify that the association so defined by pulling back the universal bundle is natural. We only verified that
it provides a bijection [B,BG]→ PrinG,num(B)/iso for each space B ∈ Ho(Top).

Exercise 35. Using the ideas above, show the total space of the Milnor construction is contractible: EG ' ∗.

Lemma 6.1.6. The Milnor construction is functorial in the group G as a numerable structured fiber bundle. In particular,
the Milnor construction on the base space assembles into a functor B : Top− Grp→ Top.

Proof. Given a continuous homomorphism ϕ : G→ G′, Eϕ : EG→ EG′ is defined by ((si) : (gi)) 7→ ((si) : (ϕ(gi))). This
is certainly well-defined and continuous, as can be checked using the coordinate projection maps. This map satisfies that
((si) : (gi)) · g 7→ ((si) : (ϕ(gi)) · ϕ(g) and so it is a fiberwise map and, in particular, descends to a map on quotients
because ϕ is a group-homomorphism and thus respects the quotient relation. We call this Bϕ.

EG EG′

BG BG′

Eϕ

Bϕ

Functorality follows quickly from this. �

Theorem 6.1.7. Milnor’s functor B : Top− Grp→ Top preserves homotopy equivalences between underlying spaces.

Proof. Let f : G → G′ be a continuous homomorphism with homotopy inverse g : G′ → G in spaces. Let H : G × I → G
be a homotopy from g ◦ f to the identity and H ′ : G′ × I → G′ be a homotopy from f ◦ g to the identity. D

6.1.3 Bar Constructions in Homotopy Theory and Another Model for The Universal
Bundle

Idea. In algebra, one learns that the relative tensor product A ⊗R B of a right R-module A with a left R-module B is
given by the following reflexive coequalizer , where the tensors are taken over Z
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A⊗B A⊗R⊗Bd1

d0

s0

where

d0 = act⊗B
d1 = A⊗ act
s0 = insertion of multiplicative identity 1R

To be a reflexive coequalizer means the underlying diagram

• •d1

d0

s0
(∗)

satisfies d0s0 = id = d1s0. A basic theorem is that the colimit of this diagram is the coequalizer of d0 and d1.
Such an object of this sort is fine for regular algebra, but in homotopy theory our objects are only associative, unital

and commutative up to higher coherences. To get better behavior in such a situation, we must extend this diagram to
capture the relations of homotopy theory. There are many ways to do this, but the following is the basic idea.

Suppose you have a space X and you wish to consider how its points are related to each other. The first basic obstruction
to relating two points of a space is if they lie in the same path-component of X. But it is not always the case that any two
paths connecting two points are themselves homotopic with the homotopy fixing the endpoints. For instance, consider two
paths with opposite orientation connecting any two points in S1. We can similarly ask for homotopy relations between
these homotopies and so on and so forth. The combinatorics of this question is completely captured by the cube category
�. The category � has objects I×n for n ≥ 0 where I = ∗0 ≤ 1 is a poset. The morphisms of � are the morphisms of
posets (i.e., order non-reversing maps) I×n → I×m where I×n is a poset by using 0 ≤ 1 on each coordinate.

In the particular setup we are considering, the object that will track all of the relevant homotopies and relations is the
cubical set

homTop(I−, X) : �op → Set

where, here, I = [0, 1] and the morphisms In → Im are the maps corresponding to those in �. Of course, the combinatorics
of the category � is complicated. A simpler option is subdivide each cube into simplices. The relevant category to
consider which will still capture the desired homotopy data is the simplex category ∆. It has objects the posets [n] =
{0 ≤ 1 ≤ · · · ≤ n} and its morphisms are morphisms of posets. The object to consider is then the simplicial set

homTop(∆−, X) : ∆→ Set.

Notice as well that the full subcategory of ∆op on [0] and [1] is precisely the reflexive coequalizer diagram (∗).
To see that we’ve done a good job, we should like that this object captures the homotopy type of the space X.

Theorem 6.1.8. The geometric realization of the simplicial set homTop(∆−, X) for any space X is naturally weakly
equivalent to X.

Proof. The functor homTop(∆−,−) : Top → sSet is the singular simplicial set functor. It is a right Quillen functor and
geometric realization |−| : sSet → Top is its left adjoint and also a left Quillen functor. These functors form a Quillen
equivalence. Since every object in fibrant in Top and every object is cofibrant in sSet, model category theory implies that
the |homTop(∆−, X)| → X is a weak equivalence. �

This all suggests that the relative tensor product in homotopy theory should be a resolution by the relations of homotopy
theory if it is to capture the higher coherence data. To make this perfectly precise, we should also replace “colimit” by
“homotopy colimit” but on the point-set level it will pay to distinguish between them. Let us write ∗×G∗ for the realization
of the simplicial object which in degree n is G×n and with face and degeneracy maps given by multiplication/deletion and
insertion of identities, respectively. One can check that when e→ G is a cofibration, this is a cofibrant simplicial diagram
in spaces and therefore its realization is already derived in a suitable sense. It will turn out that BG ' ∗ ×G ∗. Similarly,
EG ' G×G ∗ where G×G ∗ denotes the realization of the simplicial object which in degree n in G×G×n with face and
degeneracy maps given by multiplication/deletion and insertion of identities, respectively.

Let us now define the two-sided simplicial bar construction, which one often simply calls the bar construction
in homotopy theory. We shall define it in a fully functorial manner.

Exercise 36. Show that there is a functor ∆→ Top (resp. ∆→ Top∗) sending [n] 7→ ∆n (resp. [n] 7→ ∆n
+) and sending

an order preserving map θ : [n]→ [m] to
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θ∗(t0, . . . , tn) = (s0, . . . , sn)

si =
{

0 θ−1(i) = Ø∑
j∈θ−1(i) tj θ−1(i) 6= Ø.

Definition. Let C = Top or Top∗. These categories are closed symmetric monoidal under the × and ∧, respectively. We
denote these by ⊗ for convenience. By abuse of notation, let Bar(C) be the following category.

1. The objects of Bar(C) are triples (A,M,B) where M is a monoid in C and A and B are right and left modules over
M , respectively.

2. The morphisms of Bar(C) are triples (f, ϕ, g) : (A,M,B) → (A′,M ′, B′) such that ϕ is a morphism of monoids,
f : A→ ϕ∗A′ and g : B → ϕ∗B′ are morphisms of right (resp. left) modules over M where ϕ∗ indicates restriction of
scalars.

The two-sided simplicial bar construction or simply the bar construction is the functor

Bar : Bar(C)→ sC = C∆op

defined as follows. Levelwise, Bar(A,M,B)n = A⊗M⊗n⊗B. Fixing an element a0⊗m1⊗. . .⊗mn⊗bn+1 ∈ Bar(A,M,B)n,
the face maps di : Bar(A,M,B)n → Bar(A,M,B)n−1 (0 ≤ i ≤ n) multiply the i-th and i + 1-st elements of a0 ⊗m1 ⊗
. . .⊗mn ⊗ bn+1 and the degeneracy maps si : Bar(A,M,B)n → Bar(A,M,B)n+1 (0 ≤ i ≤ n) inserts a unit after the i-th
element in a0 ⊗m1 ⊗ . . .⊗mn ⊗ bn+1.

Definition. Let C = Top or Top∗ and denote the monoidal product of C by ⊗ as above.
Let X ∈ C∆op . Define the geometric realization |X| of X to be the following coend

|X| = X ⊗∆ ∆ def=
{∫ [m]∈∆

Xn ×∆n C = Top∫ [m]∈∆
Xn ∧∆n

+ C = Top∗.

Here, (−)+ is the functor from spaces to pointed spaces adding a disjoint basepoint.

Notation. We shall denote the functor |Bar| : Bar(C)→ C simply by B.

Proposition 6.1.9. The functor |−| : sC → C is a left adjoint. When C = Top, its right adjoint is the functor X 7→
HomTop(∆−, X) and when C = Top∗ its right adjoint is the functor X 7→ HomTop∗(∆

−
+, X).

As far as the author knows, this construction is due to Peter May but the idea goes back further to Dold, Lashof and
Steenrod. This next theorem is Theorem 8.2 here, among other items. The non-degeneracy of the basepoint is essential
for homotopical reasons—one should hope that B(∗, G,G) is already derived in a suitable sense and this condition makes
this possible.

Theorem 6.1.10. Suppose Top is a convenient category of spaces and let G be a group for which e ↪→ G is a closed
cofibration. Then EG = B(∗, G,G) is a right G-space and EG→ EG/G ∼= B(∗, G, ∗) is a numerable principal G-bundle.

Remark. While will not use this construction, it has superb functorial properties as long as we restrict our attention to
groups as in the statement of theorem and work in a convenient category of spaces.

6.2 The Classification Theorems: Consequences and Applications

6.2.1 The Classification Theorems

Recall the following from the subsection Universal Bundles & Milnor’s Construction.

Lemma. Let X be a space. The isomorphism classes of (numerable) principal G-bundles over X form a set.

Definition. For each topological group G, define a functor kG : Ho(Top)op → Set sending a space X to the set
[PrinG,num(X)] of isomorphism classes of numerable principal G-bundles over X. A numerable principal G-bundle P → B
is called a universal bundle and B is called a classifying space of G if there is a natural isomorphism [−, B] ∼= kG
given by sending a homotopy class f : X → B to the principal G-bundle f∗P .

Remark. This says that kG is representable and that, moreover, the natural isomorphism [−, BG] ∼= kG has a particularly
nice description.

https://people.math.rochester.edu/faculty/doug/otherpapers/May-Class.pdf
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We refer to the two following theorems as the Classification Theorem. We will prove the latter of the two at the
end of the lecture.

Theorem 6.2.1. Fix a topological group G. The functor kG : Ho(Top)op → Set is representable. In particular, there is
a natural isomorphism kG ∼= [−, BG] which associates to an isomorphism class of a principal G-bundle E ∈ kG(B) the
homotopy class of the map f : B → BG such that E ∼= f∗EG where EG and BG are given as in Milnor’s construction.

Proof. In our construction of Milnor’s universal bundle, we saw that a numerable principal G-bundle E → B is exactly
the same (up to isomorphism) as a morphism of principal G-bundles f̃E → EG. The pullback theorem implies that
f̃ : E → EG is determined by the map it induces on base spaces f : B → BG. Topological homotopy invariance now
implies that the association f 7→ [f ] is well-defined and thus it is a bijection. Naturality follows immediately by pasting
pullbacks (i.e., two pullback squares paste to a single pullback square). �

Theorem 6.2.2 (Dold, 7.5). A numerable principal G-bundle ξ is a universal bundle iff the total space E of ξ is
contractible. In particular, any two universal (numerable) bundles are G-equivariantly homotopy equivalent.

6.2.2 Consequences and Applications

Corollary 6.2.3. Any two base spaces of a universal bundle are homotopy equivalent.

Proof. If E → B and E′ → B′ are universal bundles, then [−, B] and [−, B′] both represent the functor kG. Hence, there
is a natural isomorphism [−, B] ∼= [−, B′] and hence, by Yoneda, this is represented by a homotopy equivalence (i.e., an
isomorphism in Ho(Top)) in [B,B′]. �

Exercise 37. Given a homotopy equivalence f : B ' BG, show that f∗EG → B is a numerable principal G-bundle and
that, moreover, f∗EG→ B is a universal principal G-bundle.

Proposition 6.2.4. There is a homotopy equivalence B(G1 ×G2) ' BG1 ×BG2.

Proof. Certainly EG1×EG2 → BG1×BG2 is a numerable principal G1×G2-bundle and the product of two contractible
spaces is a contractible space. Hence, EG1 × EG2 → BG1 × BG2 is a universal bundle. By the corollary, there exists a
homotopy equivalence B(G1 ×G2) ' BG1 ×BG2. �

The following will be used in the next theorem. Note that when CAT = DIFF, we are not guaranteed that G/H is Lie
group in general unless H is a closed normal subgroup.

Exercise 38. Fix a choice of CAT. Let G be a CAT group, let H ≤ G be a CAT subgroup which is closed when CAT = DIFF.
Suppose there exist open sets e ∈ E ⊂ G and e ∈ U ⊂ H such that the group multiplication E × U → E · U ⊂ G gives an
isomorphism onto its image. Show that the projection q : G→ G/H is a CAT principal H-bundle. [Hints/Steps:

(1) By the quotient manifold theorem, G/H is a smooth manifold if H ≤ G is a closed Lie subgroup.
(2) Write U = H ∩ V for V ⊂ G open.
(3) Show that there is an open set W ⊂ V such that W−1W ⊂ V .
(4) Setting T = E ∩W , show that T ×H → TH ⊂ G is an isomorphism onto its image.
(5) Show that TH is open in G and that its image in G/H is open as well.
(6) Show that this gives an H-equivariant trivialization TH → (T ×H) = q−1(TH).
(7) By translation, show that G/H is covered by such open sets with corresponding trivializations. Verify that transitions

functions for these are CAT and land in H.
(8) Conclude.]

Theorem 6.2.5. Let G be a Lie group and H ≤ G a closed subgroup. Then G→ G/H is a principal H-bundle.

Remark. In general, G/H will only be a a Lie group when H is a normal subgroup as well. For H ≤ G a closed subgroup,
G/H is a smooth manifold for which the projection G→ G/H is smooth.

Proof. Write h⊕ h⊥ = g where by h⊥ we mean any complement of h ⊂ g. Define F : h⊥ ×H → G by

F (v, h) = exp(v) · h.

To compute F∗,(0,e)(w,w′), we note that this is

F∗,0(−, e)(w) + F∗,e(0,−)(w′).
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Now, F∗,0(−, e)(w) = exp(−)∗,0(w) = w under the usual identification of T0h
⊥ ∼= h⊥ and similarly since F∗,e(0,−) =

e · − = idH , F∗,e(0,−)(w′) = w′. Thus,
F∗,(e,0)(w,w′) = w + w′

This gives a map T0h
⊥ × h ∼= h⊥ × h → g and so is an isomorphism. Hence, this is a local diffeomorphism about (0, e).

Hence, there exist open sets E0 ⊂ h⊥ and U ⊂ H each containing e ∈ G such that f |E0 ×U is a diffeomorphism onto its
image. In particular, E = exp(E0) is open. Then for E and U as chosen, the preceding exercise shows that G → G/H is
a smooth principal H-bundle. �

Proposition 6.2.6. There is a weak equivalence G ∼−→ ΩBG.

Proof. Fix a basepoint e ∈ EG and let b be the image of e in BG. We treat these as basepoints. Note that the bundle
projection EG p−→ BG is a quotient map and therefore surjects so we loose nothing by doing this—every point b ∈ BG is
the image of some point e ∈ EG.

By Theorem E.1.3, fiber bundles are Serre fibrations, so the fiber sequence G → EG → BG is a (homotopy) fiber
sequence. Similarly, MapTop∗((I, 0), (BG, b)) = PBG

ev1−−→ BG be the path-space fibration having basepoint the constant
map at b. Since this is a Hurewicz fibration, its fiber ΩBG is its homotopy fiber.

Let h : EG×I → EG be a contracting homotopy with h(x, 0) = e the basepoint and h(x, 1) = x. Define h̃ : EG→ PBG

by x 7→ (p ◦ h)(x, t). This is a pointed map. Let α = h̃
∣∣∣ p−1(b). We then have a morphism of (homotopy) fiber sequences

G EG BG

ΩBG PBG BG

α h̃

Since EG ' ∗ ' PBG, the long exact sequence in π∗ for a fibration along with the 5-lemma furnishes the result for
basepoints as chosen. Any other choices of basepoint work out the same so α is an honest weak equivalence. �

Remark. Because of this, we say that BG is a delooping of G.

Corollary 6.2.7. π0(BG) = ∗. If G is path-connected, then BG is simply connected.

Proof. There is an adjunction for homotopy classes of pointed spaces [ΣX,Y ]∗ ∼= [X,ΩY ]∗ and ΣSn = Sn+1. Hence,
πn(ΩY ) = πn+1Y . The result now follows since G→ ΩBG is a weak equivalence.

Lemma 6.2.8. Let us denote ξG and ξG′ the universal principal bundles for G and G′ respectively. Let ϕ : G → G′ be
continuous group-homomorphism. This gives a continuous action Gy G′ by g · g′ = ϕ(g) · g′.

TFAE up to homotopy:

(a) Bϕ as in the Milnor construction.
(b) If there exists a continuous morphism of bundles f̃ : EG → EG′ such that f̃(x · g) = f̃(x) · ϕ(g), then passage to

quotients induces Bϕ.
(c) Bϕ is the map BG→ BG′ classifying the numerable principal G′-bundle ϕ∗ξG which is the bundle EG×G G′ → BG.

Remark. Even though G → G′ specifies an action G y G′, it may not be an effective action, but this is alright. The
only place where effectiveness is required is in obtaining functorality of the associated principal G-bundle construction
and from there the equivalence PrinG ' BunFG.

Proof. It suffices to work with the objects constructed in the Milnor construction throughout by the forgeoing considera-
tions.

(c) ⇔ (a) Given a map classifying EG ×G G′ → BG, we would like to show that it is homotopic to the Milnor
construction and, conversely, we would like to show that Milnor Bϕ classifies EG ×G G′ → BG. By the classification
theorem and the pullback theorem, it suffices to show that the Bϕ of the Milnor construction classifies EG×G G′ → BG
where EG×G G′ has transition functions the same as EG except we post-compose them with ϕ (i.e., ϕ ◦ gij). This pops
out of the associated bundle construction since Gy G′ through ϕ.

The Milnor construction Bϕ sends p((si) : (gi)) 7→ p((si) : (ϕ(gi))). We can define EG×GG′ → EG′ by Eϕ×ϕG′. We
thus have diagram which we do not yet know commutes.

EG×G G′ EG′ ×G′ G′

BG BG′

Eϕ×ϕG′

Bϕ
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It is easy to check this commutes (here, q is the projection EG′ → BG′).

[((si) : (gi)), g)] [(((si) : (ϕ(gi))), ϕ(g))]

p(((si) : (gi))) q(((si) : (ϕ(gi))))

If we can show that Eϕ×ϕG′ is a morphism of principal G′-bundles, then the pullback theorem tells us that this must be
a pullback diagram and so we can conclude. For this, it is easy to see that the coordinate form of Eϕ (perhaps shrinking
V first) has the form

V ×G→ U ×G′ (x, g) 7→ (Bϕ(x), gUV (x)ϕ(g))

where gUV (x) ∈ G′ is the image of (x, e). As in Theorem 4.2.5, it follows that upon taking associated bundles, the form
of this map on the same trivializing open sets is

V ×G′ → U ×G′ (x, g′) 7→ (Bϕ(x), gUV (x)g′)

which is therefore a morphism of principal G′-bundles and hence so we may conclude.
(b)⇔ (c) Given a morphism of principal G′-bundles

EG×G G′ EG′

BG BG′

F

define EG→ EG×G G′ to be the composite

EG
id×e−−−→ EG×G′ → EG×G G′

sending x 7→ [(x, e)]. Then the induced map
EG→ EG′

sends x 7→ F ([(x, e)]) but also

x · g 7→ F ([(x · g, e)]) = F ([(x, ϕ(g))]) = F ([(x, e)] · ϕ(g)) = F ([(x, e)]) · ϕ(g)

so that EG→ EG′ satisfies the hypotheses sought for f̃ and, moreover, the following diagram commutes

EG EG×G G′ EG′

BG BG BG′

so that Bϕ is described as in (b).
Conversely, given map f̃ furnishes a morphism of principal G′-bundles f̃ ×ϕG′ : EG×GG′ → EG′×G′ G′ ∼= EG′. More

explicitly, in the evident morphism of coequalizer diagrams, this arrows arises as the dashed one

EG×G×G′ EG×G′ EG×G G′

EG′ ×G′ ×G′ EG′ ×G′ EG′ ×G G′
f̃×ϕ×1 f̃×1

Passing to the quotient, this construction yields a map BG→ BG′. Thus, f̃ ×ϕ G′ classifies the bundle EG×G G′ → BG
by the pullback theorem, homotopy invariance and the classification theorem. It is easy to see these two procedures are
inverse to one another up to homotopy and this finishes the proof. �

Exercise 39. Show that p : G → G/H is a CAT principal H-bundle iff there is a nbhd U of the basepoint eH ∈ G/H
along with a local CAT section s : U → G of p. [Hint: Define ψ−1

g : gU ×H → p−1(gU) by ψ−1
g (gu, h) = g · f(u) · h. Show

these are G-equivariant homeomorphisms (diffeomorphisms in the smooth case) whence the inverse makes sense.]

Lemma 6.2.9. Suppose H ≤ G is such that p : G→ G/H is a numerable principal H-bundle.

(a) Regardless of the assumptions of numerability, q : EG→ EG/H is a principal H-bundle.
(b) Under the assumptions of numerability, EG/H → EG/G is a fiber bundle with fiber G/H.
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(c) Under the assumptions of numerability, (e.g., H ≤ G is a closed subgroup of a Lie group), EG→ EG/H is a universal
principal H-bundle (i.e., it is in addition numerable). In particular, EG/H ∼= EG×G (G/H).

(d) EG/H ' BH.
(e) There is a model for Bi : BH → BG which is a numerable fiber bundle with fiber G/H.

Proof. (a) Fix a nbhd U of eH ∈ G/H as in the preceding exercise. Fix a G-bundle atlas for π : EG→ BG, say {Ui, ϕi}.
Let Wi,g = qϕ−1

i (Ui × p−1(gU)) ⊂ EG/H. This is open because ϕ−1
i (Ui × p−1(gU)) is an open saturated set for q and

they cover EG/H. Define φi,g : q−1(Wi,g)→Wi,g ×H by

φi,g(ϕ−1
i (x, gs(u)h)) = φi,g(ϕ−1

i (x, ψg(gu, h))) = (qϕ−1
i (x, ψg(gu, e)), h) = (qϕ−1

i (x, gs(u)), h).

It is not hard to see that this is well-defined, a homeomorphism and right H-equivariant since the ϕi are G-equivariant.
As for transitions functions, the transition map

φi,g ◦ φ−1
j,g′ : Wi,g ∩Wj,g′ ×H →Wi,g ∩Wj,g′ ×H

is a homeomorphism and right H-equivariant—this means for fixed x ∈ Wi,g ∩ Wj,g′ , the function φi,g ◦ φ−1
j,g′(x, h) =

φi,g ◦ φ−1
j,g′(x, e)h and so we extract a proposed transition function. But then φi,g ◦ φ−1

j,g′ is the graph of the corresponding
transition function h(i,g),(j,g′) and therefore must be continuous. This shows that EG→ EG/H is a principal H-bundle.

(b) It is not hard to see by hand that EG/H ∼= EG ×G G/H and some thought shows by the associated bundle
construction that EG/H = EG ×G G/H → EG/G is a numerable fiber bundle since EG → EG/G is a numerable
bundle—it is surely the case that these two projection maps are the same. It follows that EG/H locally has the form
U ×G/H and over the same open sets EG has the form U ×G.

(c) Now suppose, in addition, that G → G/H is a numerable principal H-bundle. We know that p : EG → EG/G is
a numerable bundle and so we may assume it has a locally finite and countable open cover given by a partition of unity
witnessing this say {(Ui, ρi)} where ρi : BG → [0, 1] with Ui = ρ−1

i ((0, 1]) and p−1(Ui) ∼= Ui × G equivariantly. Then on
trivializations, EG→ EG/H looks like the projection (id, p) : Ui×G→ Ui×G/H. We know that Ui×G→ ∗×G ∼= G is
the “numerable type” bundle. Since G→ G/H is numerable, it has some covering V = {(Vj , λj)}j∈J as EG→ BG does.
Define a new partition of unity by

{
((ρiλj)−1((0, 1]), ρiλj)

}
i∈I,j∈J (understood appropriately). This is easily seen to still

be locally finite since (ρiλj)−1((0, 1]) = Ui × Vj . To see that it is a partition of unity, simply observe that for fixed x ∈ Ui
and h ∈ H, ∑

i,j

ρi(x)λj(h) =
∑
j

∑
i

ρi(x)λj(h) =
∑
j∈J

λj(h) = 1

where we can move the same as we have indicated by local finitentess. This shows the bundle is numerable.
(d) This follows from preceding considerations.
(e) This follows from preceding considerations. �

6.3 Characteristic Classes

Definition. Fix a cohomology theory h. A characteristic class for numerable principal G-bundles is a natural trans-
formation c : kG → h∗ of functors Ho(Top)→ Set where kG(X) = PrinG,num(X)/iso where ∗ ∈ Z is fixed.

Theorem 6.3.1. All characteristic classes of principal G-bundles are pullbacks of cohomology classes under classifying
maps X → BG. In particular, Nat(kG, h∗) ∼= h∗(BG).

Proof. We have seen by the classification theorem that kG ∼= [−, BG] = homHo(Top)(−, BG) and hence by the Yoneda
lemma, there is a natural isomorphism Nat([−, BG], h∗) ∼= h∗BG. Given a characteristic class c ∈ h∗BG and f : X → BG,
naturality of the correspondence gives f∗c ∈ h∗X. �

Definition. Fix a cohomology theory h. A characteristic class for principal k-vector bundles of rank n are natural
transformations c : kk

n → h∗ of functors Ho(Top) → Set where kk
n(X) = Vect k,numn(X)/iso are numerable k-vector

bundles of rank n up to isomorphism and where ∗ ∈ Z is fixed.

Exercise 40. Let k be either R or C.

(a) Let Gy F effectively. Show that the associated principal G-bundle functor and the associated bundle functors constitute
an equivalence of categories P : BunFG,num ' PrinG,num : −×G F between the subcategories of numerable bundles.
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(b) Show that all characteristic classes of numerable k-vector bundles of rank n are pullbacks of cohomology classes under
classifying maps X → BG. In particular, Nat(kk

n, h
∗) ∼= h∗(BG). [Hint: The associated kn-bundle of the universal

bundle is universal in the same sense for vector bundles by (a).]

Theorem 6.3.2. There are natural isomorphisms of graded rings

H∗(BO(n); Z/2) ∼= Z/2[w1, . . . , wn], |wi| = i

H∗(BO; Z/2) ∼= Z/2[w1, w2 . . .], |wi| = i

H∗(BU(n); Z) ∼= Z[c1, . . . , cn], |ci| = 2i
H∗(BU ; Z) ∼= Z[c1, c2 . . .], |ci| = 2i

Proof (Sketch). The Serre spectral sequence for the fibration U(n)→ EU(n)→ U(n) for n > 1 collapses and U(1) = S1

so that BU(1) = CP∞ whose cell structure we know. Bootstrap up using the Serre spectral sequence for the fiber
sequences U(n) → U(n + 1) → U(n + 1)/U(n) ∼= S2n+1. For the infinite unitary group BU , use the fact that inclusion
BU(n) → BU(n + 1) is a cofibration (e.g., use that Grn,k+n → Grk+1,k+1+n is an embedding and so has a tubular
neighborhood for all n). Hence, the infinite orthogonal group case follows from identifying BU = hocolimBU(n), then
using lim1 argument along with the understanding that hocolims respect ring structure.

For the orthogonal group, first note that V2,2 = O(2) ∼= S0 × S1. There is a fiber sequence O(k)→ O(n)→ O(n)/O(k)
with O(k)→ O(n) a cofibration. We know that O(n)/O(k) is (n− k− 1)-connected from homotopical reasonings and the
fibration sequence O(n− 1)→ O(n)→ Sn−1.

Use the map of fiber sequences arising from what we shown about

O(n)→ EO(n)→ BO(n)

O(n)/O(k) BO(k) BO(n)

F f

where EO(n) → BO(k) is the map EO(n) → EO(n)/O(k) under our identification of EG/H ' BH. We are using a
result from before to do all this.

Show that O(n) → O(n)/O(k) kills generators of cohomology suitably. In the Serre spectral sequence of the bottom
row, for r < k + 1, drxq = 0 for r ≤ q and so xq is transgressive. By naturality of the Serre spectral sequence, this means
drxq = drEr(F )(xq) = Er(F )(drxq) = 0 for r < k + 1. Hence, xq is transgressive in the top spectral sequence

6.3.1 Explicit Universal Bundles

Definitions. Consider the following subgroups of the Lie group GLn(k) for k = R or C.

(a) O(n) ≤ GLn(R) consists of the matrices A with AAt = I (i.e., those matrices preserving the standard inner product
on Rn) the orthogonal group.

(b) SO(n) ≤ O(n) ≤ GLn(R) is the connected component of O(n) consisting of all A ∈ O(n) with detA = 1 the
special orthogonal group.

(c) U(n) ≤ GLn(C) consists of all matrices with AA∗ = I (i.e., those matrices preserving the standard inner product on
Cn) the unitary group

(d) SU(n) ≤ U(n) ≤ GLn(C) the subgroup consisting of all matricesA ∈ U(n) with |AA∗| = 1 the special unitary group.
(e) Let Sp2n(R) ≤ GL2n(R) be the subgroup of matrices preserving the canonical symplectic form on R2n which is given

in the standard basis as the block matrix

−J2n =
(

0 idn×n
− idn×n 0

)
.

This is the (real) symplectic group. This is not the compact symplectic group.

Remark. Note that the columns of a matrix in O(n) have norm 1.

Theorem 6.3.3 (E. Cartan, Malcev, Iwasawa). Every connected Lie group G is homotopy equivalent to any of its
maximal compact subgroups (these are all necessarily connected and exist).

Proof. Omitted.

Lemma 6.3.4. The maximal compact subgroup of a Lie group is itself a Lie group.
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Proof. By Cartan’s Theorem, every closed subgroup of a Lie group is itself a Lie group. A compact subset of a Hausdorff
space is always closed. �

Corollary 6.3.5. There is a homotopy equivalence Sp2n(R) ' U(n); in particular U(n) is a (strong) deformation retract
of Sp2n(R). Hence, B Sp2n(R) ' BU(n).

Remark. Part of this is Proposition 2.2.4 in the third edition of Introduction to Symplectic Topology by Dusa McDuff
and Dietmar Salamon. There is an error in the second and first editions for this argument. They explicitly construct the
deformation retract.

It is worth pointing out that the stronger version of the theorem we gave above allows us to conclude that any Lie
group deformation retracts onto its maximal compact subgroup.

Proof. The remark allows us to only consider the homotopy equivalence part. This is still subtle and an argument may be
found here. �

Remark. It follows that even dimensional manifolds have a series of obstructions to having a symplectic structure arising
from their Chern classes.

We now construct explicit models for BO(n) and BU(n) and their special counterparts in a series of exercises along
with some additional assertions.
Remark. For the next exercises, we understand O(n)× O(m) ≤ O(n+m) by identifying (A,B) ∈ O(n)× O(m) as the
matrix (

A 0
0 B

)
and we will understand O(n− k) ≤ O(n) by identifying A ∈ O(n− k) as the matrix(

A 0
0 I

)
.

Exercise 41. Fix k = R or C. Let k ≤ n and let κ = dimR k.
(a) Let Vk,n(k) be the Stiefel manifold of orthonormal k-frames in kn with respect to the standard inner product on

kn—that is, Vk,n(k) ⊂ knk is a k-tuple of vectors in kn that are all mutually orthogonal. Show that there are homeo-
morphisms

Vk,n(R) ∼= O(n)/O(n− k) Vk,n(C) ∼= U(n)/U(n− k).

Conclude that Vk,n is compact and can be given a smooth structure via these homeomorphisms. [Hint: A continuous
bijection from a compact space to a Hausdorff space is a homeomorphism.]

(b) Let Grk,n(k) be the Grassmannian manifold whose points are the set of all k-dimensional planes through the origin
of kn. Topologize Grk,n(k) as a quotient of Vk,n(k) → Grk,n(k) via the map Vk,n(k) → Grk,n(k) sending a k-frame
to the plane it spans. Show that Grk,n(k) so topologized is a compact smooth manifold of dimension κk(n − k) by
exhibiting a homeomorphism

Grk,n(R) ∼= O(n)/(O(n− k)×O(k)) Grk,n(C) ∼= U(n)/(U(n− k)× U(k)).

(c) Show that the projection Vk,n(k) → Grk,n(k) is a principal O(k)-bundle when k = R and is a principal U(n)-bundle
when k = C.

[Hint: Consider the map U(n)/U(n − k) → Vk,n(C) sending a coset U · U(n − k) 7→ (Uen−k+1, . . . , Uen) where ei is the
i-th standard basis vector of Cn. Do the analogous thing for the real Stiefel manifold.]

Exercise 42. Repeat the above exercise after replacing the word “orthogonal” by “linear independent.” This exercise is
easier because the Stiefel manifold will be an open submanifold of Rnk.

Exercise 43. Let k = R or C.
(a) Show that if 0 < k < n, then there is a transitive and smooth action SO(n) y Vk,n(R) with stabilizer for any

point x ∈ Vk,n(R) diffeomorphic to the subgroup SO(n − k). Conclude that there is a diffeomorphism Vk,n(R) ∼=
SO(n)/SO(n− k). Similarly, show that for k < n, Vk,n(C) ∼= SU(n)/SU(n− k).

(b) Let Gr+
k,n(k) be the Grassmannian of oriented k-planes in kn where

Gr+
k,n(R) def= O(n)/(O(n− k)× SO(k)) Gr+

k,n(C) def= U(n)/(U(n− k)× SU(k)).

Show that Gr+
k,n(k) is a smooth quotient of Vk,n(k) and that for k < n, the quotient map Vk,n(k) → Gr+

k,n(k) is a
principal SO(k) bundle when k = R and is a principal SU(k)-bundle when k = C.

https://mathoverflow.net/questions/201368/classifying-spaces-of-topological-groups-whose-underlying-spaces-are-homotopy-eq
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[Hint: Define an action Vn,n+k(k) x G(n) by embedding G(n) ↪→ G(n+k) as the subgroup of matrices of the form
(
I 0
0 A

)
where A ∈ G(n). To show the relevant things are principal bundles, appeal to Theorem 6.2.5. ]

Remark. Note that for all 0 < k < n, Gr+
k,n(k) is the same as SU(n)/(SU(n− k)× SU(k)) in the complex case and the

same as SO(n)/(SO(n− k)× SO(k)) as a consequence of (a).

Exercise 44. Show that there are fiber sequences O(n − 1) → O(n) → O(n)/O(n − 1) ∼= Sn−1 and U(n − 1) → U(n) →
U(n)/U(n− 1) ∼= S2n−1. Use this to determine the connectivity of the inclusions O(n− 1)→ O(n) and U(n− 1)→ U(n)
via the long exact sequence in homotopy groups and conclude that Vk,n(k) increases in connectivity as n → ∞. [Hint:
U(1) ∼= S1 and O(1) ∼= S0.]

For the following exercise, you will need the following point-set lemma.

Lemma 6.3.6.

(a) If X0 ↪→ X1 ↪→ · · · is a sequence of closed embeddings between paracompact Hausdorff spaces, then X = colimXn is
paracompact Hausdorff.

(b) If A1 ↪→ A2 ↪→ · · · and B1 ↪→ B2 ↪→ · · · are two sequences of embeddings where all Ai and Bi are locally compact,
then (colimA)× (colimB) ∼= colim(Ai ×Bi).

Proof. (a) A proof of this may be found on the nLab, reproduced from a paper of Ernest Michael.
(b) This is Lemma 5.5 of Milnor-Stasheff. �

Exercise 45. For convenience, denote by G = G(n) any one of O(n), U(n), SO(n) and SU(n).

(a) Using the standard inclusions kn ∼= {0} × kn ↪→ kn+1, induce the horizontal maps in the following diagram and show
that they are smooth and make the following diagram commute. We have suggestively indicated what the maps do to
the right.

Vn,n+k(k) Vn,n+k+1(k) O(n+ k)/O(k)→ O(1 + n+ k)/O(1 + k)

Grn,n+k(k) Grn,n+k+1(k) O(n+ k)/(O(k)×O(n))→ O(1 + n+ k)/(O(1 + k)×O(n)).

(To make sense of this, recall that the second coordinate refers to the dimension Rn+k and the first subscript refers
to n-frames (resp. n-planes) in Rn+k.) Describe these maps in terms of the homeomorphisms of Exercise 42 and
Exercise 40.

(b) Show that the horizontal maps in (a) are closed embeddings.
(c) Define

EO(n) def= colimk Vn,n+k(R) and BO(n) def= colimk Grn,n+k(R)

EU(n) def= colimk Vn,n+k(C) and BU(n) def= colimk Grn,n+k(C)

ESO(n) def= colimk Vn,n+k(R) and BSO(n) def= colimk Gr+
n,n+k(R)

ESU(n) def= colimk Vn,n+k(C) and BSU(n) def= colimk Gr+
n,n+k(C)

and let
γn : EG→ BG

be the map induced by the universal property of the colimit by way of part (a). Call the space (+ suppressed if necessary)

Grn(k∞) def= BG(n)

the infinite Grassmannian. Show that the naive definition1 for ESO(n) and ESU(n) agrees with the definition
given above [Hint: Use Exercise 42(a) and appeal to the fact that colim(X0 → X1 → X2 → · · · ) ∼= colim(Xn →
Xn+1 → Xn+2 → · · · ).]

Exercise 46. For convenience, denote by G = G(n) any one of O(n), U(n), SO(n) and SU(n). Let k∞
def= k⊕N.

1 That is, setting ESO(n) = colimk SO(n+ k)/SO(n) and ESU(n) = colimk SU(n+ k)/SU(n).

https://ncatlab.org/nlab/show/colimits+of+paracompact+Hausdorff+spaces
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(a) Show that k∞ is a topological vector space when topologized as the colimit k ⊂ k2 ⊂ k3 ⊂ · · · where the identification
kn ⊂ km+n is either

kn ∼= 0× kn ⊂ km+n or kn ∼= kn × 0 ⊂ km+n

and show that the result is independent of which identification scheme we choose.
(b) Show that EG(n) is homeomorphic to the subspace of (k∞)n ∼= k∞ of orthogonal n-frames where orthogonality is taken

with respect to the standard (hermitian) inner product. Show that there is bijection between Grk(k∞) (resp. Gr+
k (k∞))

and the set of k-planes (resp. oriented k-planes) in k∞. [Hint: Use the definition of Vn,n+k(k) as a subspace of kk(n+k)

and take colimits in k.]
(c) For G(n) = O(n) or U(n), that BG(n) may be identified with the set of n-dimensional subspaces of k∞. For G(n) =

SO(n) or SU(n), show that BG(n) may be identified with the set of n-dimensional subspaces of k∞ with an orientation
(i.e., ±).

(d) Show that EG(n) is contractible and has a free fiberwise right G(n)-action for which γn : EG(n)→ BG(n) is a principal
G(n)-bundle. Show that BG(n) is paracompact Hausdorff and conclude that γn is a universal (hence, numerable)
principal G(n)-bundle.

(e) Show that there is a double cover Gr+
k (k∞)→ Grk(k∞) by forgetting orientation. Show that this is the universal cover.

[Hint: Show that π0SO(m) = ∗ for all m ≥ 1. Show that SO(n−k)×SO(k)→ SO(n)→ SO(n)/(SO(n−k)×SO(k))
is a fiber sequence by Theorem 6.2.5 and Theorem E.1.3. Show that for sufficiently large n ≥ m > N , π1SO(m)→
π1SO(n) is surjective and use the long exact sequence in homotopy groups for a fibration.]

[Other hints:
(i) For geometric reasoning, it is best to think of the Stiefel and Grassmannian manifolds as the manifolds of frames and

planes, respectively.
(ii) Since G(n) is locally compact Hausdorff, −×G(n) commutes with colimits in the category of spaces. Use this to define

the action on EG(n).
(iii) Use the preceding lemma to show BG(n) is paracompact Hausdorff.
(iv) Using this action and the fact that colimits commute with colimits, show that BG ∼= EG/G and that the projection

EG→ BG is isomorphic to the quotient map EG→ EG/G.

(v) Define the orthogonal projection of v onto w by projw(v) def= 〈w | v〉
‖w‖2

w where 〈− | −〉 skew linear in the first entry. For

each fixed (oriented) plane V ∈ BG, let UV ⊂ BG be the set of (oriented) planes whose image under the orthogonal
projection k∞ → V is surjective (and orientation preserving). Show that UV is open by showing that UV ∩Grn,k+n(k)
is open (resp. UV ∩Gr+

n,k+n is open) for all k ≥ 0. Use the fact that Vn,n+k → Grn,n+k is a quotient map.
(vi) Show that EG→ BG is equivariantly trivializable over the open subsets UV for each V ∈ BG.
]

Remark. It turns out that the homotopy type of BG(n) can be identified with an infinite dimensional manifold. The
proof of the homotopy equivalence is subtle, however.

Proposition 6.3.7. Let i = in,m : G(n) → G(n + m) be the standard inclusion A 7→
(
A 0
0 I

)
. Let ϕ : G(m) × G(m) →

G(n+m) be the smooth map

(A,B) 7→
(
A 0
0 B

)
.

(a) The maps in,m induce maps Vk,n+k → Vk+m,n+k+m and Grk,n+k → Grk+m,n+k+m (+ and field suppressed) for all
k ≥ 0 making TFDsC

Grn,n+k Grn,n+k+1 Vn,n+k Vn,n+k+1

Grn+m,n+k+m Grn+m,n+k+1+m Vn+m,n+k+m Vn+m,n+k+1+m

In particular, upon taking colimits and invoking universal properties, we obtain a commutative diagram

EG(n) EG(n+m)

BG(n) BG(n+m)

(b) The induced map BG(n) → BG(n + m) in the diagram above is, up to homotopy, Bin,m. In particular, the map
EG(n) → EG(n + m) (call it j) respects the identification of in,m : G(n) → G(n + m) in the sense that j(x · g) =
j(x) · i(g).
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(c) The map Bi : BG(n)→ BG(n+m) classifies the bundle over BG(n) given by

ϕ∗(γn ×G(m)) def= (γn ×G(m))×G(n)×G(m) G(n+m).

Here, γn ×G(m) denotes the principal G(n)×G(m)-bundle EG(n)×G(m)→ BG(n)× {∗} ∼= BG(n).

Proof. (a) This is straightforward.
(b) By Lemma 6.2.8, it suffices to show that the map j : EG(n)→ EG(n+m) induced in (a) satisfies j(x·gn) = j(x)·gn

where we identify G(n) ⊂ G(n + m) via the inclusion in,m : G(n) → G(n + m) of (a). For this, note that the map
Vk,n = O(n)/O(n − k) → O(n + m)/O(n − k) = Vk+m,n+m already satisfies this under our identification scheme. From
this, it follows that the map on the colimit must as well by how the O(k) action is defined (see (b) of Exercise 44 and
the hint (ii)).

(c) For convenience, let us denote G(n×m) def= G(n)×G(m). By Lemma 6.2.8, we know that Bi = Bin,m classifies
the bundle EG(n)×O(n) O(n +m). This allows us to reduce this to a categorical argument since it now suffices to show
that there is a fiberwise (i.e., G-equivariant) isomorphism (EG(n)×G(m))×G(n×m)G(n+m) ∼= (EG(n))×G(n)G(n+m).

Claim 16. Suppose H×K ≤ G are subgroups and suppose we have a free action X x H. Then with the canonical action
of H ×K y G, there is an isomorphism of right G-spaces

(X ×K)×H×K G ∼= X ×H G.

Fix G and let IndH×KH : TopH → TopH×K be the functor X 7→ IndH×KH (X) = X × K. Now, the left-hand side is the
composite IndGH×K ◦ IndH×KH

∼= IndGH and the right-hand side is induction (X ×K)×H×K G ∼= X ×H G as claimed.
It follows that there is natural G(n + m)-equivariant isomorphism f̃ : (EG(n) × G(m)) ×G(n×m) G(n + m) →

(EG(n)) ×G(n) G(n + m). To see that this is a morphism of principal G(n + m)-bundles over B, note that equivari-
ance implies that this map descends to the quotient

f : (EG(n)×G(m))×G(n×m) G(n+m)/G(n+m)→ (EG(n))×G(n) G(n+m)/G(n+m)

and since f̃ is an isomorphism, so too is f . We may now conclude by Exercise 17 (both parts). �

Proposition 6.3.8. The map Bi = Bin,m : BG(n)→ BG(n+m) classifies the vector bundle (γn ×G(n) kn)⊕ km.

Here, km means the trivial rank m vector bundle over BG(n).

Proof. We know that Bi classifies the principal G(n + m)-bundle (γn) ×G(n) G(n + m). Forming its associated vector
bundle, we have isomorphisms

(γn ×G(n) G(n+m))×G(n+m) kn+m ∼= γn ×G(n) (G(n+m)×G(n+m) kn+m)
∼= γn ×G(n) kn+m ∼= γn ×G(n) kn × km.

From our identifications, the action of G(n) y kn × km is seen to act on the kn piece. Thus,

γn ×G(n) kn × km ∼= (γn ×G(n) kn)× km

and this is easily seen to be
(γn ×G(n) kn)× km ∼= (γn ×G(n) kn)⊕ km

as desired. �

Exercise 47. Fill in the missing detail that (γn ×G(n) kn)× km ∼= (γn ×G(n) kn)⊕ km.

Corollary 6.3.9. If X → BG(n) classifies a vector bundle ξ of rank n, then the composite X → BG(n) → BG(n + 1)
classifies the vector bundle ξ ⊕ k.

Proof. Pulling back the classified vector bundles and pasting pullbacks we have a diagram

? EG(n)×G(n) kn ⊕ k EG(n+ 1)×G(n+1) kn+1

X BG(n) BG(n+ 1)
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Since ξ is obtained as the pullback

E EG(n)×G(n) kn

X BG(n)

one easily computes that ? in the diagram above must be ξ ⊕ k. �

Definition. Under the inclusion i : G(n) ↪→ G(n + 1) defined above, let G = G(∞) = colimG(n). When G(n) = O(n),
this is called the infinite orthogonal group and similarly for the other options for G(n).

Exercise 48. Show that G = G(∞) = colimG(n) is a topological group.

Lemma 6.3.10. The induced inclusions BG(n) ↪→ BG(n + 1) can be chosen to be cellular. In particular, BG(∞) =
colimnBG(n) is a CW-complex and hence paracompact Hausdorff.

Proof. For this, note that a CW-structure is give in Milnor-Stasheff for Grn,n+k and it satisfies that the inclusions
Grn,k+n ↪→ Grn,k+1+n are inclusions of subcomplexes and colimit of a sequence of inclusions of subcomplexes is always a
CW-complex. This shows that each BG(n) is a CW-complex. A close inspection of these inclusions BG(n) = Grn(k∞)→
Grn+1(k∞) = BG(n+ 1) arising from G(n)→ G(n+ 1) shows they are cellular. The colimit of inclusions of subcomplexes
is itself a CW-complex. Hence, BG(∞) is paracompact Hausdorff. �

Remark. Unfortunately, we are not guaranteed that

6.4 Axioms for Stiefel-Whitney Classes

Definition. Define a vector bundle γ1
n over RPn called the tautological line bundle or the canonical line bundle

as follows.

(1) The total space
E(γ1

n) =
{

(v, [w]) ∈ Rn+1 ×RPn : v‖w that is, v and w are parallel
}

is a subbundle of the the trivial bundle π : Rn+1 ×RPn → RPn with projection E(γ1
n) → RPn inherited from this

bundle.
(2) For U ⊂ Sn any open subset not containing a pair of antipodal points. Its image U1 ⊂ RPn is open and the bundle

γ1
n is trivializable over U1 with trivialization ϕ−1 : U1 × R → π−1(U1) defined by ϕ−1([w], r) = ([w], rw) for each

(w, r) ∈ U .

Proposition 6.4.1. The bundle γ1
n is not trivial for any n ≥ 1.

Proof. Let s : RPn → E(γ1
n) be any section and consider the composite Sn ×2−−→ RPn → E(γ1

n) which sends v ∈ Sn to
([v], t(v)v) for some t : Sn → R which satisfies t(−v) = −t(v). Since Sn is connected, the intermediate value theorem
implies that some t(v) = 0. Hence, E(γ1

n) has no global section and thefore E(γ1
n) could not possibly be the trivial bundle.

�

Lemma 6.4.2. The bundle γ1
1 is the open Möbius bundle over S1.

Proof. Each point of E(γ1
1) can be written as ([(cos θ, sin θ)], t(cos θ, sin θ)) where 0 ≤ θ ≤ π and t ∈ R. This is a unique

continuous assignment except at θ = 0, π where ([(cos 0, sin 0)], t(cos 0, sin 0)) = ([(cosπ, sin π)],−t(cosπ, sin π)). It is also
a continuous map [0, θ]×R → E(γ1

1). One can easily verify that it is in fact a quotient map and therefore it follows that
E(γ1

1) ∼= 0, θ]×R/ ∼ where ∼ identifies {π} ×R with {0} ×R by (0, t) ∼ (π,−t). �

Theorem 6.4.3. The Stiefel-Whitney classes for vector bundles ξ ∈ VectnR are cohomology classes wi(ξ) ∈ Hi(B(ξ); Z/2)
for satisfying the following properties.

(1) wi(ξ) ∈ Hi(B(ξ); Z/2) for i ≥ 1, w0(ξ) = 1 the unit of the cohomology and ring, and for m ≥ dim ξ, wm(ξ) = 0.
(2) Given a morphism of rank n-vector bundles (f̃ , f) : ξ → ξ′, wi(ξ) = f∗wi(ξ′).
(3) wk(ξ ⊕ η) =

∑k
i=0 wiξ ^ wk−iη; this is called the Whitney sum formula.

(4) w1(γ1
1) 6= 0.

Moreover, these conditions uniquely characterize these classes.



64 6 Lecture 6

Proof. One simply studies BO(n). Let RP 1 ∼= S1.
(4) Since π1BO(n) = Z/2, there are two homotopy classes of maps RP 1 → BO(n) (you will show this in the exercises

below). Since E(γ1
1) is not trivial, the classifying map S1 → BO(n) is the non-trivial homotopy class. If this map were 0 on

cohomology, then it must be 0 on homology as well since the universal coefficient theorem gives us natural isomorphisms
from path-connectedness of BO(n) and S1 (i.e., the Ext1

Z term vanishes)

H1(S1; Z/2) ∼= HomZ(H1(S1),Z/2) H1(BO(n); Z/2) ∼= HomZ(H1(BO(n)),Z/2)

and by naturality of the Hurewicz theorem, since S1 → BO(n) is non-zero on π1, H1(S1) → H1(BO(n)) is non-trivial.
Hence, by naturality of the above isomorphisms, H1(BO(n))→ H1(S1) is non-trivial. In particular, we may suppose the
map S1 = RP 1 → RP∞ ' BO(1) is the evident inclusion of subcomplexes

(3) In the exercises, you will show that the block sum of matrices ρnm : O(n)×O(m)→ O(n+m) deloops to the map
Bρnm classifying the Whitney sum of bundles. Since the inclusion in,m : O(n) → O(n + m) classifies the sum with the
trivial bundle

6.5 Exercises

Exercise 49. Let Bρnm : BG(m)×BG(n)→ BG(m+n) be induced from the block sum of matrices ρmn : G(n)×G(m)→
G(n + m) with identifications as above for our explicit models for classifying spaces. Show that Bρmn classifies Whitney
sums.

Exercise 50. Suppose X admits a basepoint x0 for which it is well-pointed2 and Y is path-connected.

(a) Define an action of π1(Y, y0) on the set of pointed homotopy classes of maps [(X,x0), (Y, y0)].
(b) Show that there is an isomorphism

[(X,x0), (Y, y0)]/π1(Y ) ∼= [X,Y ]

where [X,Y ] denotes (free) homotopy classes of maps.
(c) Show that the action of π1(Y ) on [(Sn, s0), (Y, y0)] is the same as the usual action of π1(Y ) on πn(Y ).
(d) For any path-connected topological group G or any topological group such that π0(G) is an abelian group, show that

[Sn, BG] ∼= πn(BG).
(e) Show that π1BO(n) ∼= Z/2 for all n ≥ 1. Conclude that [Sn, BO(n)] ∼= πn(BO(n)). [Hint: It is enough to show

π0O(n) ∼= Z/2.]

From (c), it follows that we may understand principal G-bundles (with G path-connected) over CW-complexes by ob-
struction theory.

Exercise 51. Consider the attachment of an m-cell to a space X given by the pushout

Sm−1 X

Dm X ∪Φ D
m

Φ

Suppose g : X → BG classifies a principal G-bundle over X.

(a) Show that if f : X ∪ΦD
m → BG extends g, then there is an isomorphism of principal G-bundles over Sn, f∗EG|X ∼=

g∗EG.
(b) Show that such an extension g exists in this toy model iff [g ◦ Φ] = 0 in πm−1BG.
(c) Show that if Y is an H-space3 then Y is a simple space (i.e., the action of π1(Y ) on πn(Y ) is trivial for all n ≥ 1).
(d) Show that for G a discrete group, BG is weakly equivalent to an H-space. [Hint: BG is an Eilenberg-Maclane space

K(G, 1) and loop spaces are H-spaces.]
(e) Classify principal Z/2-bundles over Sn for all n ≥ 1. [Hint: The only interesting case is n = 1.]
2 This means that the inclusion {x0} ↪→ X is a closed Hurewicz cofibration. This is always the case for CW-complexes and topological
manifolds.
3 An H-space is a pointed space Y with basepoint ∗ and a product µ : Y × Y → Y such that y 7→ ∗ · y and y 7→ y · ∗ are both homotopic to
the identity map.
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6.6 Proof of Classification Theorem

We need a lemma first.

Lemma 6.6.1. Let ξi be principal G-bundles for i = 0, 1 with projections p : P1 → B1 and q : P2 → B2.

(a) Let X be a right G-space and let Gy X by g · x = x · g−1. Then Gy X is free and faithful if the right action is free
and faithful.

(b) For X as above, there is a natural bijection

homG(P1, X) ∼= Γ(ξ1 ×G X)

where Γ(ξ1 ×G X) is the set of continuous sections of the bundle ξ1 ×G X → B1.
(c) There is a natural bijection

homPrinG(ξ0, ξ1) ∼= Γ(ξ0 ×G P2)

with action on P2 as described in (a)

Proof. (a) This is obvious.
(b) Let us establish the map homG(P1, X) → Γ(ξ1 ×G X). Given a G-equivariant f : P1 → X, the map (id, f) : P1 →

P1×X is G-equivariant where (p, x) · g = (p · g, g−1 · x) = (p · g, x · g). Hence, it descends by passage to G-orbits to a map
P1/G→ P1 ×G X and since ξ1 is a principal G-bundle, P1/G ∼= B1.

Consider the trivial principal G-bundle. Then homCATG(B ×G,X) ∼= homCAT(B,X) and the bundle B ×G×GX → B
is simply the projection B × X → B and so sections of this is easily seen to be homCAT(B,X). It is not hard to check
these are compatible with passage to G-orbits as indicated above.

Now consider the general case. Let {Ui}i∈I be an open cover of B such that ξi1 := ξ1|Ui is trivial. There is a commutative
diagram of equalizers

homCATG(P1, X)
∏
i∈I homCATG(ξi1, X)G

∏
i,j∈I homCATG(ξ1| (Ui ∩ Uj), X)

Γ(ξ1 ×G X)
∏
i∈I Γ(ξi1 ×G X)G

∏
i,j∈I Γ(ξ1| (Ui ∩ Uj)×G X)

∼= ∼=

with the isomorphisms following from the trivial principalG-bundle case. It follows that the induced map is an isomorphism.
Since the solid vertical arrows are induced by passing to G-orbits as above, one can check that the dashed map is induced
in the same way.

(c) This follows since G-equivariant maps between the total spaces of principal G-bundles are precisely the bundle
maps. �

We can now prove the second classification theorem.

Proof (Theorem 6.2.2). (⇒) Let E → B be a universal bundle and let EG → BG be the Milnor construction. Let
f : B → BG classify E → B and let g : BG→ B classify EG→ BG. Then by pasting pullbacks, g ◦ f : B → B necessarily
classifies E → B and therefore E → B is isomorphic to the bundle (g ◦ f)∗E. Since E → B is universal and the identity
map also classifies this bundle, g ◦f ' idB . The same reasoning shows that f ◦g ' idBG. Let h : B×I → B be a homotopy
from g ◦ f to idB . By the homotopy invariance theorem, we know that the corresponding pullback bundle

P E

B × I B
h

is P ∼= (P |B × {0})× I ∼= (P |B × {1})× I and so is isomorphic to E × I. Similarly for EG× I → EG. Hence, the two
composites of E → EG and EG → E are G-equivariantly homotopic to the identity and thus constitute a G-homotopy
equivalence. Hence, since EG ' ∗, so too do we have E ' ∗.

(⇐) Let p : E → B be a numerable principal G-bundle with E ' ∗ contractible and let q : P → X be another numerable
principal G-bundle. By the associated bundle construction, since E x G is free and faithful (i.e., free and effective), the
opposite action G y E given by g · v = v · g−1 is free and faithful and so we may “replace” the fiber of the principal
G-bundle q : P → X by E itself—in particular, the construction is P ×G E → X. It is easy to see this bundle remains
numerable by the construction of the associated bundle. By the preceding lemma, a section X → P ×G E of this bundle
is equivalent to providing a morphism P → E. We must show that a section exists.
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Since p̃ : P×GE → X is numerable, let {ρi}i∈N be a countable locally finite partition of unity such thatWi = ρ−1
i ((0, 1])

is a trivializing open set for the bundle P ×G E → X with trivialization ψi. We can further suppose this set is minimal in
that by removing any Wi from the cover results in a collection of open sets that does not cover X.

Let Wi → ψi(p̃−1(Wi)) be any section, then the poset S of sections with domains
⋃
j∈J⊂NWj is non-empty. Taking

a union of a chain
{
sk :

⋃
j∈JkWj → P ×G E

}
k∈K

where K is totally ordered, we define W =
⋃
k∈K

⋃
j∈JkWj and we

define s : W → P ×G E by s(w) = sk(w) where w ∈
⋃
j∈JkWj . This is well-defined by the chain condition, W is certainly

of the form
⋃
j∈J⊂NWj and continuity follows from the pasting lemma.

Hence, by Zorn’s lemma, a maximal element of S exists. Call it (s,W ) and suppose W =
⋃
j∈J⊂NWj . If W 6= X, then

by our assumption on the partition of unity, J 6= N and so there is an index n ∈ N such that n /∈ J . Let f : W ∪Wn → [0, 1]
be the function

f(x) =

1 ρn(x) ≤
∑
j∈J ρj(x)

1
ρn(x)

∑
j∈J ρj(x) ρn(x) ≥

∑
j∈J ρj(x)

Note that this is well-defined since ρn(x) ≥
∑
j∈J ρj(x) ≥ 0 for x ∈ W ∪Wn means that either x ∈ W so that ρn(x) > 0

or x ∈ Wn, so that ρn(x) > 0. It is continuous and f(x) > 0 if and only if
∑
j∈J ρj(x) > 0 so that W ⊂ f−1((0, 1]). If we

can extend s| f−1(1) to a section over ρ−1
n ((0, 1]), call it s′, then

S(x) =
{
s(x) ρn(x) ≤

∑
j∈J ρj(x)

s′(x) ρn(x) ≥
∑
j∈J ρj(x)

is continuous by the pasting lemma applied to the closed subsets (ρn−
∑
j∈J ρj)−1((−∞, 0]) and (ρn−

∑
j∈J ρj)−1([0,∞)).

This also extends the original section s since for x ∈ W , if S(x) 6= s(x), then f(x) < 1 and so ρn(x) >
∑
j∈J ρj(x) ≥ 0.

This will be the contradiction of maximality we seek.
To see that such a section s′ exists, notice that Wn = ρn((0, 1]) is a trivializing open set and so it suffices to provide a

section of Wn×E1 →Wn extending one defined on a relatively closed subset f−1(1)∩Wn. We already have an extension
to the open set W0 = f−1((0, 1]) ∩Wn contained in Wn by the given section s. Let ∗ ∈ E be a point and H : E × I → E
the contraction to ∗. Define an extension of s by

S(x) =
{

(x, ∗) x ∈ f−1([0, 1/2])
H(s(x), 1− 2f(x)) x ∈ f−1([1/2, 1]).

This is continuous by the pasting lemma to the two evident closed sets and noting that when f(x) = 1/2 the two pieces
agree. �
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Appendix A
Technicalities and Manifolds with Corners

A.1 General Notions of Smoothness in Local Coordinates

A.1.1 Important Notation and Definitions

Notation. We make the following notational conventions.

Rn
+

def= [0,∞)n

Hn def= Rn−1 ×R+

Rn
k

def= Rn−k ×Rk
+

We will denote
in,k : Rn

k = Rn−k ×Rk
+ → Rn

the canonical embedding given by the evident subset inclusion for each 0 ≤ k ≤ n.

Definitions.
(a) For A ⊂ Rk, a function f : A → Rn is smooth if for each p ∈ A, there is an open nbhd U of p in Rk and a smooth

function f : U → N such that f
∣∣A = f .

(b) Similarly, for A ⊂ Rk−` ×R`
+, a function f : A → Rn is smooth if for each p ∈ A, there is an open nbhd U of p in

Rk ⊃ Rk−` ×R`
+ and a smooth function f : U → Rn such that f

∣∣A = f .
(c) For a subset A ⊂ Rk−` ×R`

+ and a function f : A→ Rm
n , we will say that f is smooth if for each p ∈ A, there is an

open nbhd U of p in Rk ⊃ Rk−` ×R`
+ and a smooth function f : U → Rm such that f

∣∣A = f . In other words, for
the purposes of smoothness, we consider a function into Rm

n to be smooth iff it is smooth considered as a function
into Rn—in other words, f is said to be smooth if im,n ◦ f is smooth in the sense given above.

(d) We will define manifolds with corners in the section below. Given two such manifolds Mm and Nn, we will say a
function f : M → N is smooth if for each p ∈M , there are charts (x, U) about p and (y, V ) about f(p) such that the
map

y ◦ f ◦ x−1 : x(U ∩ f−1y−1(V ))︸ ︷︷ ︸
⊂Rm

k

→ y(V )︸ ︷︷ ︸
⊂Rn

`

is smooth in the sense just described.

A.1.2 Basic Results

Theorem A.1.1. Let A ⊂ Rk be a set and f : A → N be a function. Then f is smooth iff there is an open set U ⊂ Rk

with A ⊂ U ⊂ Rk and a smooth function f : U → N is smooth and f
∣∣A = f .

Proof. This is a partition of unity argument. �

Corollary A.1.2. The same is true if A ⊂ Rk−` ×R`
+.

Proof. ∂A in Rk−`×R`
+ is ∂A in Rk. Indeed, Rk−`×R`

+ ⊂ Rk is closed, and so contains all of its limit points and hence
the limit points of A in Rk−` ×R`

+ is the same as the limit points of A in Rk. �

69
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A.2 Manifolds With Corners

A.2.1 Basic Definitions and Facts

Definition (Model Spaces). Consider Rn
k ⊂ Rn. We give this the following standard smooth structure where a smooth

chart of Rn
k is a smooth homeomorphism onto an open subset of some Rn

` where smoothness is defined as before for
subsets of Euclidean spaces. Smooth compatibility of these charts boils down to a simple exercise in point-set topology.
These will be our model spaces after which we pattern manifolds with corners.

Definitions (Manifold with Corners). A smooth manifold with corners of dimension n is a second countable,
Hausdorff space that is locally patterned after the spaces Rn−k ×Rk

+ (k is not fixed, k ≥ 0) with a maximal smooth atlas
A comprised of such charts that are smoothly compatible—smooth compatibility of these charts is defined in the way
given above. The definition of a smooth function between two manifolds with corners is then patterned after the notion
of smoothness for functions Rm

k → Rn
` introduced above. See, specifically, (d) of the definitions given in the preceding

section.
We shall say that a chart (x, U) for an n-manifold-with-corner M is a boundary chart if it is a homeomorphism from

U onto an open subset of Rn−k ×Rk
+ such that x(U) ∩Rn−k ×Rk−`

+ × 0 6= Ø for some 1 ≤ ` ≤ k. We shall say that a
chart (x, U) for an n-manifold-with-corner M is a corner chart if it is a homeomorphism from U onto an open subset of
Rn−k ×Rk

+ with k ≥ 2 such that x(U) ∩Rn−k ×Rk−`
+ × 0 6= Ø for some 2 ≤ ` ≤ k.

Definition (Boundary and Corners). By abuse of notation, we shall refer to the boundary ∂M of a smooth manifold
with corners M to be the set of all points that are mapped by some chart to the boundary of one of model spaces
Rn−k ×Rk

+ (k ≥ 1) and we shall call the set of points which are mapped by some chart to the boundary of one of the
model spaces Rn−k ×Rk

+ with k ≥ 2 the corner set of M and denote it by ∠M .

Definition (Corner Depth). Let M be a manifold-with-corners of dimension n. For each 1 ≤ k ≤ n, let ∠kM be the
set of points p ∈M for which there is a chart (x, U), x : U → Rn−k ×Rk

+ such that x(p) ∈ Rn−k × 0 ⊂ Rn−k ×Rk
+. We

call the set ∠kM the set of k-th order corners or corners of depth k. We denote by depthM (p) or simply depth(p)
the smallest integer k for which there exists a chart (x, U) about p where x : U → Rn−k ×Rk

+. We call this the depth of
p.

Remark. The upshot of the remainder of this chapter is that what you expect to be true is indeed true.

The following theorem is a standard result in algebraic topology.
Theorem A.2.1 (Topological Invariance of the Boundary). Given a topological n-dimensional manifold with bound-
ary M , if there is a chart (x, U) for which x(p) ∈ ∂Rn

+, then the same is true for all other charts of M .

Proof. This is a local homology argument. By shrinking U if necessary and shifting, we may suppose x(U) is an open
half ball of some fixed radius ε > 0 centered at x(p) = 0 ∈ Rn

+. By excision, Hn(M,M \ {p}) ∼= Hn(U,U \ {p}) ∼=
Hn(x(U), x(U) \ {0}). By the LES of the pair and contractibility of x(U), Hn(x(U), x(U) \ {0}) ∼= Hn−1(x(U) \ {0}) and
x(U)\{0} ' Sn−1 by the radial contraction onto the boundary. Hence, the local homology of p is non-trivial and evidently
concentrated in degree n− 1 with a factor of Z. Since local homology is a homeomorphism invariant, this shows that any
other chart must send p to a point with non-trivial local homology and some thought shows that the only such points lie
on the boundary of Rn

+ as desired. �

Theorem A.2.2 (Smooth Invariance of Corner Points). Let M be a manifold-with-corner.
(a) If p ∈ ∠M , then p is topologically a boundary point in the sense that there is a homeomorphism Rn

k
∼= Rn

+ for k ≥ 1.
(b) If p ∈ ∂M , then the defining condition is true for every chart about p in the smooth and topological case.
(c) If p ∈ ∠M , then the defining condition is true for every chart about p in the smooth case. In particular, there is no

diffeomorphism Rn
+ 6∼= Rn−k ×Rk

+ for any k ≥ 2.
(d) If i 6= j and p ∈ ∠iM , then p /∈ ∠jM .
(e) Any diffeomorphism Rn−k×Rk

+ → Rn−k×Rk
+ preserves ∠k(Rn−k×Rk

+) for each 1 ≤ k ≤ n. This lifts to manifolds
with corners in the obvious way.

Proof (Sketch). The idea is that you can successively flatten the walls of Rn
k to get a homeomorphism Rn

k
∼= Rn

+, but it
cannot be smooth because things go “too quickly” around the origin. This can be made precise by contradiction, supposing
there is a diffeomorphism f : Rn

k → Rn
+, taking a smooth curve γ in ∂Rn

+ passing through f(0) at time t = 0 with non-zero
derivative and then observing that f−1(γ) has a kink at time t = 0 and does not slow to speed 0, so could not possibly be
smooth.

(c) and (d) are proved in essentially the same manner. The gist of it is that ∂Rn
k \∠Rn

k is disconnected with components
consisting of the boundary points of Rn

k for which exactly one of the coordinates xn−k+1, . . . , xn are equal to 0.
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A.2.2 Constant Rank Theorem

Theorem A.2.3. Suppose Mm and Nn are smooth manifolds (without boundary) and that f : M → N is smooth.

(a) If f has rank k at p ∈M , then is some coordinate system (x, U) about p and some coordinate system (y, V ) about
f(p) with y ◦ f ◦ x−1 in the form

(y ◦ f ◦ x−1)(a1, . . . , am) = (a1, . . . , ak, ψk+1(a), . . . , ψn(a)).

Moreover, given any coordinate system y, the appropriate coordinate system on N can be obtained by permuting the
component functions of y.
(b) If f has rank k in a nbhd of p, then there are coordinate systems (x, U) about p and (y, V ) about f(p) with y◦f ◦x−1

in the form
(y ◦ f ◦ x−1)(a1, . . . , am) = (a1, . . . , ak, 0, . . . , 0).

(c) If n ≤ m and f has rank n at p, then for any coordinate system (y, V ) about f(p), there is some coordinate system
(x, U) about p with

y ◦ f ◦ x−1(a1, . . . , am) = (a1, . . . , an).

(d) If m ≤ n and f has rank m at p, then for any coordinate system (x, U) about p, there is a coordinate system (y, V )
about f(p) with

y ◦ f ◦ x−1(a1, . . . , am) = (a1, . . . , am, 0, . . . , 0).

(e) (Equivariant Rank Theorem) Let G be a Lie group acting on M and N and suppose the action on M is
transitive. Let f : M → N be G-equivariant and smooth. Then f has constant rank.

Remark. Note that rank f ≤ min {m,n}. Hence, in (c) and (d), f has full rank at p and therefore f has full rank in a
nbhd of p since the condition of being full rank is an open condition.

Proof. (a) Fix a coordinate system (y, V ) about f(p) and choose some coordinate system u about p. Since rank(dfp) = k,
there is some k× k submatrix of dfp (in coordinates) whose determinant is nonzero. Thus, by performing some diffeomor-
phisms (i.e., permuting the coordinate functions ui and yi and thereby performing row/column operations) and relabeling,
we can bring this k × k-submatrix into the upper left-hand corner of D(y ◦ f ◦ u−1):

det
(
∂(yα ◦ f)
∂uβ

(p)
)
6= 0 α, β = 1, . . . , k.

Now, define

xα = yα ◦ f α = 1, . . . , k
xr = ur r = k + 1, . . . ,m.

Then, recalling that ∂(yα ◦ f)
∂uβ

def= Dβ(yα ◦ f ◦ u−1)(u(p)), we see that the determinant m×m matrix
(
∂xi

∂uj
(p)
)

is in fact

det



(
∂(yα ◦ f)

∂uβ

)
α,β=1,...,k

Dk+1(y1 ◦ f ◦ u−1)(u(p)) · · · Dm(y1 ◦ f ◦ u−1)(u(p))
... · · ·

...
Dk+1(yn ◦ f ◦ u−1)(u(p)) · · · Dm(yn ◦ f ◦ u−1)(u(p))

0k×k 1(m−k)×(m−k)


6= 0

because the columns are clearly linearly independent. Unraveling what this matrix is (namely, Dk(xα ◦u−1)), it follows by
the Inverse Function Theorem that x ◦ u−1 is a diffeomorphism in a nbhd of u(p). Hence, x = (x ◦ u−1) ◦ u is a coordinate
system in some nbhd of p in M : it will be a homeomorphism and if (z,W ) were any other coordinate system about p
in M , then the transition map will likewise clearly be smooth. The cases of ∂z/∂x are taken care of by noting that the
Inverse Function Theorem (really the chain rule, I think) gives us a description of ∂z/∂x as (∂x/∂z)−1.

Now, if q = x−1(a1, . . . , am), then x(q) = (a1, . . . , am) and therefore xi(q) = ai and hence,
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yα ◦ f(q) = aα α = 1, . . . , k,
ur(q) = ar r = k + 1, . . . ,m,

so

y ◦ f ◦ x−1(a1, . . . , am) = y ◦ f(q) for q = x−1(a1, . . . , an)
= (a1, . . . , ak, ).

This is (a).
(b) As above, choose coordinate systems x and v so that v ◦ f ◦ x−1 has the form obtained in (a). Since rank(dfp) = k

in a nbhd of p, the lower rectangle in the n×m matrix
(
∂(vi ◦ f)
∂xj

)
must vanish in a nbhd of p. That is, the lower (right)

rectangle of 
1k×k 0k×(m−k)

× Dk+1ψ
k+1 · · · Dmψ

k+1

... · · ·
...

Dk+1ψ
n · · · Dmψ

n


Hence, ψk+1, . . . , ψn are independent of ak+1, . . . , am on said nbhd. Since the ψk+i are smooth, this means that we can
write

ψr(a) = ψ
r(a1, . . . , ak) r = k + 1, . . . , n.

To see this, “walk along coordinate lines,” use the MVT and possibly regroup—we can always walk in an open, path-
connected subset of Rn from one point to another along coordinate lines by using compactness and a metric d to put an
ε-tube around a curve connecting the two points (I think... see for instance HW 5).

Define

yα = vα α = 1, . . . , k
yr = vr − ψr ◦ (v1, . . . , vk) r = k + 1, . . . , n.

Since

y ◦ v−1(b1, . . . , bn) = y(q) for v(q) = (b1, . . . , bn)

= (b1, . . . , bk, bk+1 − ψk+1(b1, . . . , bk), . . . , bbm − ψn(b1, . . . , bk)),

the n× n Jacobian matrix (
∂yi

∂vj

)
=
(

1k×k 0k×(n−k)
× 1(n−k)×(n−k)

)
has nonzero determinant, clearly, as the columns are linearly independent. Therefore y is a coordinate system in a nbhd
of f(p) by the same reasoning as in (a) (i.e., diffeomorphism, etc.). Moreover, from the previous centered equation,

y ◦ f ◦ x−1(a1, . . . , am) = y ◦ v−1 ◦ v ◦ f ◦ x−1(a1, . . . , am)
= y ◦ v−1(a1, . . . , ak, ψk+1(a), . . . , ψn(a))

= (a1, . . . , ak, ψk+1(a)− ψk+1(a1, . . . , ak), . . . , ψn(a)− ψn(a1, . . . , ak))
= (a1, . . . , ak, 0, . . . , 0),

as desired.
(c) This is basically a special case of (a). Except, when k = m, it is unnecessary to permute the yi (i.e., the column

space), only the ui (i.e., the rows) need to be permuted in order that

det
(
∂(yα ◦ f)
∂uβ

(p)
)
6= 0 α, β = 1, . . . , k.

(d) Since the rank of f at any point must be ≤ m, the rank of f equals m in some nbhd of p (i.e., full rank at a point
implies full rank in a nbhd). It is easier to think of the case that M = Rm and N = Rn and find the coordinate system y
when we are given x = idRm—since this result is local, we don’t really lose anything. Then (b) yields coordinate systems
ϕ on Rm and ψ for Rn such that
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ψ ◦ f ◦ ϕ−1(a1, . . . , am) = (a1, . . . , am, 0, . . . , 0).

Even without ϕ−1, ψ ◦ f takes Rm into Rm × {0} ⊆ Rn except—as Spivak puts it—the points of Rm just get moved to
the wrong place in Rm × {0}. This is corrected by defining a diffeomorphism λ : Rn → Rn. In particular,

λ(b1, . . . , bn) = (ϕ−1(b1, . . . , bm), bm+1, . . . , bn).

Then, if ϕ−1(b1, . . . , bm) = (a1, . . . , am), we have

λ ◦ ψ ◦ f(a1, . . . , an) = λ ◦ ψ ◦ f ◦ ϕ−1(b1, . . . , bn)
= λ(b1, . . . , bm, 0 . . . , 0)
= (ϕ−1(b1, . . . , bm), 0, . . . , 0)
= (a1, . . . , am, 0, . . . , 0),

which shows that λ◦ψ is the coordinate system y we sought (of course, since these are smooth manifolds, the diffeomorphism
λ being compatible with the maximal atlas will obviously be a chart). If we are given a coordinate system x on Rm other
than the identity, we define

λ(b1, . . . , bn) = (x(ϕ−1(b1, . . . , bm), bm+1, . . . , bn),

and is not hard to check that y = λ ◦ ψ is the coordinate system we sought.
(e) Choose g ∈ G such that gp = q in M for any two points p, q ∈M . By transitivity, this g exists. Since g ·f = f(g ·−)

(equivariance) TFDC:

TpM Tf(p)N

TqM Tf(q)N

f∗p

g∗ g∗

f∗q

with the linear maps isomorphisms. Hence, f must have constant rank. �

Corollary A.2.4. Suppose f : Mm → Nn has full rank at p ∈M and suppose that M and N have corners.

(a) Suppose n ≤ m. For any coordinate system (y, V ) about f(p) (say a k-corner chart) and any coordinate system (x, U)
about p and any smooth extension of in,k ◦ y ◦ f ◦ x−1 to a smooth function defined on an open subset of Rm, there is
a coordinate system (z,W ) of Rm about x(p) with

in,k ◦ y ◦ f ◦ x−1 ◦ z−1(a1, . . . , am) = (a1, . . . , an).

(b) Suppose m ≤ n. For any coordinate system (x, U) about p, any coordinate system (y, V ) about f(p) (say a k-corner
chart) and any smooth extension of in,k ◦ y ◦ f ◦ x−1 there is a coordinate system (z,W ) about (in,k ◦ y ◦ f)(p) with

z ◦ in,k ◦ y ◦ f ◦ x−1(a1, . . . , am) = (a1, . . . , am, 0, . . . , 0).

Remark. In practice, it is convenient to drop the standard embeddings ik,` from these expressions.

Proof. Since the condition of full rank is an open condition (since the rank function is a lower semicontinuous function),
any smooth extension of y ◦ f ◦ x−1 to a function from an open subset of Rm into Rn has full rank in a sufficiently small
nbhd of the original domain. We will use this in the short argument below.

(a) For any charts y and x, by definition of smoothness, we may suppose y◦f ◦x−1 is defined on an open nbhd U ⊂ Rm

into Rn and, furthermore, since max rank is an open condition, we may suppose that f has max rank on this extension
and then apply (c) of the constant rank theorem.

(b) This argument is entirely analogous. �

A.2.3 Submanifolds

Warning. The following definition is wordy and seemingly difficult to parse but the basic idea is completely tractable
and that is how one should remember it. We will give the idea immediately after the definition.

Definition (Submanifold). Let M be an m-dimensional manifold with corner or boundary. A subset N ⊂ M is a
submanifold of dimension n or an n-dimensional submanifold of M if the following holds.
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For each point q ∈ N there is a chart x : U → Rm−k × Rk
+ of M about q (note that necessarily k ≥ depthM (q) by

smooth invariance of corner points) such that for each p ∈ im,k(x(U ∩N)), there is a chart (ϕp, Vp) of Rm about p such
that for some 0 ≤ ` ≤ n,

Vp ∩ (im,k ◦ x)(U ∩N) = ϕ−1
p (0m−n ×Rn−` ×R`

+)

or, equivalently,
ϕp(Vp ∩ im,k(x(U ∩N))) = ϕp(Vp) ∩ (0m−n ×Rn−` ×R`

+).

In other words, ϕp sends Vp ∩ im,k(x(U ∩N)) homeomorphically onto its image in 0m−n ×Rn−` ×R`
+
∼= Rn−` ×R`

+.

Lemma A.2.5. In the above definition, one can replace the set 0m−n × Rn
` by any permutation of the factors of the

product.

Proof. Permute the components functions of ϕ in the definition—this permutation is a diffeomorphism. �

Remark. The idea this definition captures is relatively simple. A submanifold should be a subset that sits nicely in charts
of the original manifold. This condition is too restrictive when we do not map into a full Euclidean space since we haven’t
allowed ourselves the room to massage a subset into a locally nice form.

Thus, the idea here is that a submanifold of a manifold with corners is a subset which can be “straightened out” locally
after embedding the model space Rn

k in Rn. Thus, in some sense, this condition is no different from the one that is
encountered for manifold without boundary.

In the following definition, ∂ means the generalized boundary, as usual.

Definition. A neat submanifold of a manifold-with-corners Mn is a submanifold Nm of M , in the sense of being
immersed and topologically embedded, such that

(a) (∂M) ∩N = ∂N ;
(b) (∂M) ∩N = (∂M) ∩N ;
(c) For every point p ∈ ∂N , depthN (p) = depthM (p) and there is a (corner) chart (x, U) of M about p such that

x−1(0×Rm−depthN (p) ×RdepthN (p)
+ ) = U ∩N .

(b) is an item of convenience in the sense that it’s possible only items (b) and (c) may matter some application. For
tubular neighborhoods, however, (b) is essential, as we remark below.

Remarks.

(a) In the case of a manifold with boundary but no corners, the idea is that a neat submanifold is a submanifold that
meats the boundary transversely.

(b) Observe that when ∂N = Ø, this recovers the definition of submanifold we used previously when we only discussed man-
ifolds without boundary. The only difference is that we previously asked that it sit nicely in the firstm-coordinates—we
have to modify this to make notation easier.

(c) One essential difference between a neat submanifold and an ordinary submanifold is that we require the submanifold
be able to be straightened out natively in the ambient manifold M , as opposed to straightening it out in the codomain
Rn of some chart for M .

(d) Sometimes people require a neat submanifold to be in addition a closed submanifold (i.e., a closed subset as well)
instead of the somewhat weak condition that ∂M ∩N = ∂M ∩N . The reason why is that we may want to throw away
pathological examples like M = H2 =

{
(x, y) ∈ R2 : y ≥ 0

}
and N =

{
(0, y) ∈ R2 : y > 0

}
because these subspaces

will not admit tubular neighborhoods.
(e) The condition that depthN (p) = depthM (p) is superfluous if we restrict ourselves only to manifolds with or without

boundary. Otherwise, this guarantees that we avoid something like N = {(t, t, t) : t ≥ 0} ⊂ R3
+, where N meets ∂M

at a depth 3 corner point.
(f) If we restrict to Man∂ , a neat submanifold N ⊂M is exactly a submanifold satisfying ∂M ∩N = ∂M ∩N = ∂N and

TpN * Tp∂M for all p ∈ ∂M . For manifolds with corners, this extra stipulation doesn’t make sense since ∂M isn’t a
manifold with corners (it’s not even smooth in a sensible way), but it does still serve to guide intuition. We will prove
this later after we have collars.

Observation. For manifolds without boundary, this definition recovers the usual one since the composite of two diffeo-
morphisms is a diffeomorphism and so the two charts at play compose to give a single chart for the smooth structure.

Example 5 (Kissing the Disk). Let M ∼= D2 be the unit disk with boundary in R2 centered at (x, y) = (0, 1) and let
N be the image of (−1/2, 1/2) of the curve t 7→ (t, t2). For the moment, let us forget that N ⊂ R2 and M ⊂ R2.
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One can check that N ⊂M and that N meets ∂M tangentially at the single point (0, 0). Then there is no chart (x, U)
of M about (0, 0) such that x(U ∩N) = x(U)∩R×{a} in R2

+ for any a ≥ 0. This is because, by smooth invariance of the
boundary, boundary points must be sent to boundary points, so any such chart of M sends (0, 0) 7→ ∂R2

+ and similarly
every other point of N in this chart must be mapped to an interior point. Moreover, since N meets the boundary of M
tangentially, we are precluded from straightening N out as {a} ×R+.

Now let us embed this picture in R2 by remembering that N ⊂ R2 and M ⊂ R2. We can now imagine a chart of R2

that “unfurls” the boundary of the disk locally near (0, 0) and so sends N near (0, 0) onto R × {0}. Here are some words
about this. The desired chart of R2 can be produced by sending (x, y) 7→ (x, y − x2). This is certainly smooth and it is
bijective since (x, y−x2) = (x0, y0−x2

0) if and only if x = x0 and hence y = y0 (from the equation y−x2 = y0−x2). This

is invertible because the Jacobian of (x, y) 7→ (x, y − x2) is
(

1 0
−2x 1

)
with determinant 1 6= 0 and so this is a bijective,

smooth, locally invertible function and so it is a diffeomorphism. This sends x2 to the line y = 0.

Definition (Submanifold Chart). Let M be an m-dimensional manifold with corner or boundary and let N ⊂ M be
a subset which is an n-dimensional submanifold. Given a chart x : U → Rm−k ×Rk

+ such that U ∩N 6= Ø and for which
there exists a chart (ϕ, V ) of Rm satisfying V ∩ (im,k ◦ x)(U ∩N) = ϕ−1(0m−n ×Rn

` ) as above, we say that ϕ ◦ im,k ◦ x
is a submanifold chart for N . As usual, we will think of the submanifold chart ϕ ◦ im,k ◦ x as a smooth function onto
an open subset of some Rn

` .

Remark. This is guaranteed to exist when N is a submanifold by restricting the chart x to the open set U ∩ x−1(Vp).

Theorem A.2.6. Suppose N ⊂ M is an n-dimensional submanifold with corners, where dimM = m. Then N can be
given the structure of a smooth manifold with corners determined by collection of submanifold charts and this makes
N ↪→M a smooth embedding. In particular, the corner points of N are well-defined.

Conversely, any smooth embedding i : N ↪→ M has submanifold charts in this way with the smooth structure on N
determined by them and, hence, the smooth structure on N is the unique one for which the topological embedding N ↪→M
is an immersion. In other words, i(N) is a submanifold of M and N → i(N) is a diffeomorphism.

Proof. It is probably easier to understand some of the arguments below if we reduce to working with model spaces.
(⇒) Before proceeding, we should point out that the property of being Hausdorff and second-countable are all inherited

by subspaces.
The smooth structure on N is obtained by giving it the atlas (extended to a maximal atlas as usual) consisting of

submanifold charts for N . (ϕim,kx, (im,kx)−1(V ) ∩ U ∩N). To see smoothness of transitions, let us write

(ϕ′im,k′y)(ϕim,kx)−1) = ϕ′im,k′yx
−1i−1

m,kϕ
−1

where we are now required to show that smoothness of ϕ−1 and i−1
m,k makes sense in this context. Let us consider their

composite. Smoothness of i−1
m,kϕ

−1 means that there is a smooth extension to a function into Rm, by definition. Recalling
that ϕ is a chart of Rm, it is clear that the smooth extension of this composite is simply ϕ−1 on its full domain. This
shows, additionally, that the corners of N are well-defined. To see this, let ϕ and ψ be two of the charts as above. Then
smoothness of ϕ ◦ ψ−1 means that depth(ψ(p)) = depth(ϕ(p)) by smooth invariance of corner points.

We should like, additionally, for N to be paracompact in the subspace topology. This follows since manifolds are
hereditarily paracompact. We argue this in a remark below the end of this proof. We could also appeal to the fact that
every manifold is metrizable and every metric space is paracompact—since subspaces of metric spaces are metric spaces
this is enough.

(⇐) Now suppose N is a manifold with corners and i : N →M is a smooth embedding. Let q ∈ N and pick a coordinate
system (x, U) about q and a coordinate system (y, V ) about i(q) and consider the composite y ◦ i ◦ x−1, which is smooth.
By shrinking U and shifting things as necessary, we may suppose this is a map x(U)→ y(i(U)) ⊂ Rm−k ×Rk

+ and where
x(U) ⊂ Rn−` ×R`

+. In other words, WLOG we henceforth suppose x(U) ⊂ V .
Since the composite im,k ◦ y ◦ i ◦ x−1 is smooth, we know it extends to a function on an open subspace of Rn and since

it is full rank, which is an open condition, we may suppose that the function has full rank on this open subspace. By
(d) of the constant rank theorem, it follows that there is a chart (z, Vp) about each p ∈ im,k(y(i(U))) in Rm such that
zp ◦ im,k ◦ y ◦ i ◦ x−1(a1, . . . , an) = (0, . . . , 0, a1, . . . , an) ∈ Rm (recall that we’re being fiddly with the way coordinates
go so WLOG we make them go this way). This means that zp ◦ im,k ◦ y almost constitutes a submanifold chart for i(N)
(after intersecting the domain with i(N)). It remains to show that when zp ◦ im,k ◦y, when restricted to V ∩N , or perhaps
some V ′ ∩N where V ′ ⊂ V is open, has the desired form. This is where it is important that i be a topological embedding.
Since i is an embedding, i(U) is an open subspace of V ∩N , and so by definition of the subspace topology there is some
W such that W ∩N = i(U)—we may suppose W ⊂ V by the obvious modification and thus for the chart (W, y) we have
what we want—zp ◦ im,k ◦ y has the right form and is a submanifold chart.

Now we consider uniqueness of the smooth structure. Let i : N → i(N) be a smooth embedding.
Recall that the collection of all submanifold charts determines a subbase for the subspace topology
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on i(N) and likewise determine the submanifold smooth structure on i(N). We’ve just shown in one
direction that these charts are smoothly compatible with N—namely, we just showed that i : N → i(N)
is smooth with the charts. Now let us consider the other way around i−1 : i(N) → N , which certainly
exists since i is a topological embedding and so homeomorphism onto its image.This will be smooth
if we can show that x ◦ i−1 ◦ (zp ◦ im,k ◦ y)−1 is smooth. This is the part where i being a topological embedding is
important—we need to throw away the possibility of the immersed line j : R → R2 at right, where the map j−1 back to
R from the interval indicated will necessarily discontinuous in the subspace topology. Just as before, there is some W ⊂ V
such that W ∩ N = i(U) ⊂ V . Hence, for the shrunken chart (W, y), we know that x ◦ i−1 ◦ (zp ◦ im,k ◦ y)−1 has the
form (0, . . . , 0, a1, . . . , an) 7→ (a1, . . . , an) which is obviously smooth—hence, i−1 is smooth and therefore i : N → i(N) is
a diffeomorphism. �

Remark. Thus, i being a topological embedding lets us exclude the possibility that some disparate piece of N intersects
every open nbhd in M of V ∩N .

Remark (Hereditarily Paracompact). All manifolds are hereditarily paracompact. According to the Wikipedia article
for paracompactness, this is equivalent to having all open subspaces being paracompact. In fact, by the Whitney embedding
theorem, it suffices to show that all subspaces of Rn are paracompact, so let U ⊂ Rn be open. In any case, there’s a
shortcut to this result. Any locally compact second-countable Hausdorff space is paracompact, say by Theorem 2.6 here.
The property of being second-countable and Hausdorff is hereditary. Clearly any open subspace of Rn is locally compact
since ε-balls are precompact. Similarly for any model space Rn

k .

Corollary A.2.7. Fix N ⊂ M a submanifold. A submanifold chart y = ϕ ◦ im,k ◦ x considered as a smooth function
defined on an open nbhd U of M is a diffeomorphism onto its image—in particular, y(U) is a submanifold of Rn.

Proof. The map is a smooth embedding and so by the above theorem determines a smooth structure on its image. The
inverse map restricted to its image is certainly a homeomorphism and it is smooth as the map x◦x−1◦i−1

m,k◦ϕ−1 = i−1
m,k◦ϕ−1

defined on a subset of Euclidean space has smooth extension given simply by ϕ−1. �

Theorem A.2.8 (Universal Property of Submanifolds). Let S ⊂ N be a submanifold and let i : S → N be the
inclusion. A map f : M → S is smooth iff i ◦ f is smooth. Say dimM = m, dimN = n and dimS = s.

Proof. (⇒) Easy since i : S → N is smooth. (⇐) Suppose i◦f is smooth. By definition of a submanifold, about each point
in S, there is a nbhd V and a diffeomorphism onto its image y : V → y(V ) ⊂ Rn, such that y(V ∩N) = y(V )∩ (0×Rs−`×
R`

+)—that is, a submanifold chart. We have concluded y is a diffeomorphism onto its image by the above corollary. Thus,
in coordinates, y ◦ i ◦ f ◦ x−1 looks like a map onto these last s coordinates and is assumed smooth. But this has the same
form as y|V ∩ N ◦ f ◦ x−1 using the submanifold chart constructed as above and, hence, y|V ∩ N ◦ f ◦ x−1 is smooth.
Hence, f is smooth. �

A.3 Whitney Theorems

Remark. All of the following material is adapted from Lee’s Introduction to Smooth Manifolds.

Lemma A.3.1 (Lee, 2.26). Let M be a manifold with corners, A ⊂ M closed, and f : A → Rk smooth.1 For any open
nbhd U of A, there is a smooth function f̃ : M → Rk such that f̃

∣∣∣A = f and supp f̃ ⊂ U .

Proof. This is a partition of unity argument. �

Warning. If A is not closed, then we have no control over the boundary behavior and this will therefore fail in general.
For example, consider 1/x defined on the set (0, 1] ⊂ R—we cannot extend this at 0.

Theorem A.3.2 (Whitney Approximation Theorem for Functions). Let M be a manifold with corners and
F : M → Rk continuous. Given any positive continuous function δ : M → R, there is a smooth function F̃ : M → Rk that
is δ-close to F—that is

∣∣∣F (x)− F̃ (x)
∣∣∣ < δ(x) for all x ∈ M . If F is smooth on a closed subset A ⊂ M , then F̃ can be

chosen such that F̃
∣∣∣A = F |A.

Proof. Partition of unity argument along with the lemma above. �
1 Recall that this means that there is a smooth extension of f in an open nbhd of each point p ∈ A.

http://math.stanford.edu/~conrad/diffgeomPage/handouts/paracompact.pdf
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Corollary A.3.3. If M is a manifold with corners and δ : M → R a continuous function, then there is a smooth positive
function ε : M → R with 0 < ε(x) < δ(x) for all x ∈M .

Proof. Apply Whitney approximation to construct a smooth e : M → R such that
∣∣∣∣e(x)− 1

2δ(x)
∣∣∣∣ < 1

2δ(x). �

Remark. This gives an easy way to construct the smooth function used in the proof of the collar nbhd theorem for
smooth manifolds.

Theorem A.3.4 (Whitney Approximation Theorem). Let N be a manifold with corners, M is a manifold without
boundary and let F : N → M be continuous. Then F is homotopic to a smooth map F̃ : N → M . If F is already smooth
on a closed subset A ⊂ N , then the homotopy can be taken relative to A (this means that the homotopy is fixed on A).

Remark. It will turn out that dropping the relative homotopy assumption makes this go through for manifolds M with
boundary, but perhaps not necessarily with corners.

Corollary A.3.5. Suppose M has no boundary and we are given a homotopy H : N × I → M between smooth maps
f, g : N → M . Then there is a smooth homotopy H̃ : N × I → M between f and g such that H and H̃ are themselves
homotopic rel N × ∂I.

Proof. Let A = N × ∂I be a closed subset and note that H is already smooth on it. The Whitney approximation theorem
tells us that there exists a smooth homotopy H̃ satisfying the properties we want. �

Remark. In particular, this shows that for a manifold M with empty boundary, the homotopy groups of M may defined
in the smooth category by taking A = ∗ × I where ∗ ∈ Sn is a chosen basepoint.

Corollary A.3.6. If N is a manifold with corners, M has no boundary, A ⊂ N is closed and f : A→M is smooth, then
f has a smooth extension to N iff it has a continuous extension to N .

Proof. Whitney approximation! �

Here’s an example of what goes wrong when M has boundary and we insist the homotopy be fixed on a closed subset.

Example 6 (6-7). Let F : R → H2 by t 7→ (t, |t|), A = [0,∞). Then no such homotopy fixed on A exists.

To get this to work for manifolds with boundary, but without corners, we need to construct a smooth “flowing in”

map R : M → IntM
ι︷︸︸︷
⊂ M and a smooth homotopy H : M × I → M satisfying the following properties: H is a smooth

homotopy from ι ◦R to idM and the restriction of H to IntM × I gives a smooth homotopy from R| IntM to idIntM . Let
us show this exists.

Warning. See the errata for the following. It’s not totally clear to me the Lee needs the properness assumption so I have
not used it.

Construction 1 (Lee 9.26). Let C : [0, 1)× ∂M →M be an open collar nbhd. Observe that M \ Im(C| [0, 1
3 )× ∂M) is

closed because the collar is an embedding of an open submanifold.
Let ψ : [0, 1)→ [ 1

3 , 1) be an increasing diffeomorphism which is the identity on [ 2
3 , 1), and define an embedding R : M →

IntM by flowing in along the collar as

R(p) =
{
p, p ∈M \ Im(C| [0, 2

3 )× ∂M)
(ψ(s), x), p = C(s, x).

The two pieces agree on their overlap by definition of ψ and so ψ is smooth since each piece is smooth. R is a diffeomorphism
onto the closed subset M \ Im(C| [0, 1

3 )× ∂M) and hence it is a smooth embedding of M into IntM , where, recall, proper
means the preimage of compact sets are compact. Since IntM ⊂ M is a submanifold, the same things should be true of
R viewed a map into M .

Let ι : IntM →M . There is a smooth homotopy H : M × I →M by “flowing back,” defined by

H(p, t) =
{
p, p ∈M \ Im(C| [0, 2

3 )× ∂M)
(ts+ (1− t)ψ(s), x), p = C(s, x).

H also gives a smooth homotopy from ι ◦R to idM and the restriction of H to IntM × I gives a smooth homotopy from
R| IntM to idIntM . There is a way to make this, moreover, a proper map and thus an embedding.
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Remark. An injective immersion that is proper is an embedding. This is a consequence of a theorem in the chapter
Point-Set Results.

Theorem A.3.7 (Whitney Approximation Theorem). Let N be a manifold with corners, M a manifold with bound-
ary but no corners and let F : N →M be continuous. Then F is homotopic to a smooth map F̃ : N →M .

Proof. With this in hand, we see that R ◦ F : N → IntM is smoothly homotopic to a map G by the standard Whitney
approximation theorem. Let ι : IntM → M be the inclusion. Then the flow back homotopy gives a homotopy ι ◦ G '
ι ◦R ◦ F ' F , so ι ◦G : N →M is a smooth map homotopic to F . �

Theorem A.3.8. Let N be a manifold with corners and M a manifold with boundary. If F,G : N → M are homotopic,
then they are smoothly homotopic.

Proof. Let R be the flow-in constructed above. Then R ◦ G and R ◦ F are homotopic smooth maps from N into IntM ,
so they are smoothly homotopic. Thus we have smooth homotopies F ' ιRF ' ιRG ' G as desired. Obviously smooth
homotopy is an equivalence relation so we’re good. �

A.4 Collars and Boundaries

Lemma A.4.1. Let M be a manifold-with-boundary. Then TM is a manifold-with-boundary and, in particular, ∂TM =
T∂M .

Proof. This is essentially the vector bundle construction lemma, Lee 10.6, and is not hard to see directly. The bundle
charts are the same, they are still (x1, . . . , xn, ∂1, . . . , ∂n) and so we see we only run into issues when the chart x in question
is a boundary chart. �

Lemma A.4.2. Let M be a manifold-with-boundary. Then, in coordinates, for every p ∈ ∂M , Tp∂M ⊂ TpM consists of
the vectors with last coordinate 0.

Proof. This is easiest to see with curves. �

Definition. LetM be a manifold-with-boundary and p ∈ ∂M . It is easy to see that one may still take TpM to be the vector
space of derivations of germs of smooth functions. Moreover, TpM has a distinguished class of inward pointing vectors,
defined as those vectors with a strictly positive last coordinate. This definition is invariant under choice of coordinates.
One similarly defines outward pointing vectors.

Remark. We might be tempted to define TpM in terms of smooth curves, but this seems to require annoying modifica-
tions—we must allow ourselves to consider smooth curves with domain (−ε, 0] and [0, ε) (really just one by symmetry) to
make sense of this. There is a geometric interpretation of inwards pointing vectors in terms of smooth curves.

Exercise 52. The above definitions are invariant under choice of coordinates and can be detected using curves (in the
appropriate sense) and derivations.

Definition (Collar). A collar of a manifold-with-boundary M is an embedding i : ∂M × [0, 1)→M such that i|∂M×{0}
is the canonical inclusion of ∂M ⊂M . In particular, a collar is a neat submanifold (see above for the definition). Say a
closed collar is an embedding (in the loose sense) i : ∂M × [0, 1]→M . A closed collar always contains a collar.

Warning. While it might be tempting to try and define collars for manifolds with corners, we run into
a serious issue with smoothness. Namely, consider the (filled) teardrop. This is a smooth manifold with
corners of dimension 2. But its boundary could not possibly be a manifold with corners with its subspace
topology, because it has a singularity! This is basically because, as remarked before, the boundary of
a manifold with corners does not have a smooth structure unless there is no corner set. However, if we
were content to work outside some category of smooth manifolds, then we strongly suspect that collars
will exist in some modified sense and the same argument will work.

Proposition A.4.3. A collar i : [0, 1) × ∂M ↪→ M , if it exists, is an open submanifold of M . A closed collar is a closed
submanifold. In particular, they are open (resp. closed) maps.
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Proof. The first part suffices since the latter will be the closure of the restriction to [0, 1).
The invariance of domain implies that any embedding between manifolds with empty boundary of the same dimension

is an open map, since it amounts to giving an injective map from an open subspace of Rn into itself sends the subspace
to another open subspace, and being an open map is a local property when the map in question is injective. Hence, on
the interior of the collar (0, 1)× ∂M , at least, the map C an open map. We can cheat for points on the boundary. Fix a
coordinate nbhd for the boundary of [0, 1)×∂M . In coordinates, we might as well assume the map looks like an embedding
Hn ⊃ U → Hn. We can then extend this to a smooth map Rn ⊃ Û → Rn. Since collar map is an embedding of full rank,
this is an open condition and so we may assume the extended map has full rank. This means that in a nbhd of p the map
is a local embedding and therefore by invariance of domain an open map. But this means that its restriction to U is open
by inspecting what the subspace topology does. �

Neatness is essentially automatic since the only points to worry about from the definition are the boundary points and
we gave ourselves the entire boundary!

Remark. We will prove these always exist. First we need a few lemmas. We will go about this in the most natural way
to prove it, at least I think. Another way to prove it is to use tubular neighborhoods by embedding the manifold in RN

for big enough N (here we simply mean an immersion and topological embedding). Kupers takes this approach in his
differential topology lecture notes but it seems somewhat incorrect in the sense that he is not using his own stipulated
definition of a submanifold!

Say a vector field on a manifold-with-boundary or corners M is an inward pointing vector field if for all p ∈ ∂M , Xp

points inward.

Lemma A.4.4. Let M be a manifold-with-boundary or corners of dimension n. Then there exists an inward pointing
vector field X on M .

Proof. This is a partition of unity argument where we stipulate that on a non-boundary coordinate patch Uα, Xα = ∂

∂xn
,

and on a coordinate patch for a corner with order k, we set Xα =
∑n
i=n−k

∂

∂xi
. Then we set X =

∑
α ραXα. It is easy to

see that Xp is inward pointing since only boundary charts intersect the boundary. �

The idea is to flow in along this vector field.

Remark. It is important to point out that the flow for an inward pointing vector field exists and is smooth. The proof
is a variation upon the usual argument which we sketch below.

Theorem A.4.5 (Collar Neighborhood Theorem). Let M be a manifold-with-boundary of dimension n.

(a) M has a (closed) collar. In addition, for a collar C : [0, 1)× ∂M →M , the complement of C(a) = Im(C| [0, a)× ∂M)
is closed. In particular, a collar is an open submanifold and the collar map is an open map.

(b) Suppose N ⊂M is a neat submanifold. Then we can find a collar for M that restricts to a collar for N .

Remark. We give two proofs. The first will be for (a) and the second for (b), which implies (a). For (b), the idea is
roughly that we can find a fat enough covering of N by neat submanifold charts and then cover M by charts that never
meet ∂N . It is worth pointing out that we do not need to assume N ∩ ∂M = ∂N and we do not need to assume N is
closed for this argument to work.

Proof ((a)). Let X be an inward pointing vector field on M and consider the ODE on M given by γ̇ = X(γ) with initial
condition γ(o) = p ∈ M . In coordinates, this locally has the form y′ = f(t, y(t)) where f(t, y(t)) = y(t) and this is
Lipschitz continuous in the dummy variable y(t) so that the Picard-Lindelöf theorem applies (and one can easily check
that transitions preserve solutions). Kosinski I.6.3 shows that the flow exists and, because of the time tube argument for
flows extending to a global flow, we know that in general the valid times for the flow must taper off to 0 unless the manifold
is compact. So let A be the maximal flow domain about M ×{0} in M ×R, and let the flow be Φ. Let U = A∩ (∂M ×R)
and note that this is open in ∂M × R≥0. Then for (q, 0) ∈ U , Φ∗,(q,0)(∂i, r · d/dt) = ∂i + rXn(q) and so clearly is an
isomorphism between tangent spaces T(q,0)U → TqM , since we have arranged that Xn 6= 0 for any q ∈ ∂M . We used the
fact that X(q) only has component in the inwards direction from the construction above and hence by the inverse function
theorem Φ| U is a local diffeomorphism—one might worry that the inverse function theorem does not apply because of
the boundary, but we just extend everything where we need to and use properties of the subspace topology to see that
Φ| U , which is certainly an immersion, is additionally a local topological embedding and hence a local diffeomorphism.

Observation. We can glue the local inverses together once we know that it is injective on an open subspace of the union
of the nbhds upon which Φ is invertible.
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This follows from the tubular neighborhood trick.
Thus, we may also suppose WLOG that Φ is an embedding on U , perhaps by shrinking it first—note that U will

always contain ∂M × {0}. (It is clearly an embedding.) Suppose we have a smooth function ε : ∂M → (0,∞) such that
(q, ε(q)t) ∈ U for all t ∈ [0, 1] for the moment. Then c : ∂M × [0, 1] → M by (p, t) 7→ Φ(p, tε(p)) is an embedding that
is neat on [0, 1). It is certainly smooth because everything in sight is smooth and to show it is an embedding it suffices
to show that (p, t) 7→ (p, tε(p)) is an embedding into U ⊂ ∂M ×R≥0 since Φ is an embedding on U by hypothesis now.
This function is also certainly smooth and injective. It has differential (id, ?) into ∂M ×R≥0 so it suffices to determine
the differential of (p, t) 7→ t · ε(q). In coordinates, the matrix for this will be 1 × (n + 1) or a row vector of length n + 1
and it is clear that this will be (using the identity chart on the time part) (t∂1ε · · · t∂nε ε(q)). Since ε(q) > 0 for all q,
this will always have full rank. Hence, the differential is componentwise (id, full rank) and so is clearly an isomorphism. It
therefore remains to construct ε.

The construction of ε is a partition of unity argument in ∂M by noting that every q ∈ ∂M has a coordinate nbhd U
such that U × [0, ε(q)) ∈ U where ε(q) > 0. Pick an open cover of ∂M be charts {Uα}α∈J such that for each α ∈ J , there
exists uα > 0 such that {q}× [0, uα] ⊂ U for all q ∈ Uα. To see this exists, simply shrink everything as needed. WLOG we
may suppose by paracompactness that {Uα} is locally finite.

Let Iα,2 be the (finite) set of all γ ∈ J for which there exists β ∈ J such that Uα ∩ Uβ 6= Ø and Uβ ∩ Uγ 6= Ø. Let Iα
be the set of β ∈ J such that Uα ∩ Uβ 6= Ø and let Nα = max {#(Iβ) : β ∈ Iα,2}.

Observation. Notice that for each β ∈ Iα, Nβ ≥ #(Iα) since α ∈ Iβ,2 and, in particular, Iβ .

Set tα = min
{
uβ/max

{
N2
α, N

2
β

}
: β ∈ Iα,2

}
. Running the partition of unity subordinate to {Uα}, we put ε =

∑
ραtα.

For q ∈ Uα, we now wish to show that ε(q) ≤ uβ for each β ∈ Iα. Suppose we set ρβ ≡ 1 for β ∈ Iα. Fix γ ∈ Iα and pick
tβ ≤ uγ/max

{
N2
β , N

2
γ

}
for each β ∈ Iα. Then

ε(q) =
∑
β∈Iα

tβ ≤
∑
β∈Iα

uγ/max
{
N2
β , N

2
γ

}
= #(Iα)uγ

∑
β∈Iα

1/max
{
N2
β , N

2
γ

}
≤ #(Iα)uγ/#(Iα) = uγ

hence, ε(q) ≤ uβ for all β ∈ Iα so we’ve achieved our goal, ε is smooth into where this is an embedding.
The last part follows from a preceding lemma. �

Here’s a slightly different and more terse proof for (b).

Proof ((b)). Cover ∂N ⊂ ∂M by neat submanifold charts in M with image coordinate balls of radius 2, say {(zi, Vi)}i∈I .
WLOG we may assume this collection is locally finite by paracompactness since manifolds are hereditarily paracompact.
Let U be the union of the restriction of each neat submanifold chart (zi, Vi) to the coordinate balls of radius 1—call the
resulting chart (zi, Ui)—and let F be the union of the closed balls of radius 3/4s for each such chart. Note that since the
collection in question is locally finite, F is closed.

In the coordinates of the neat submanifold charts, the last coordinate points inward for both N and M . We must be
prudent about how we extend this covering. For each p ∈ ∂M \U ∩ ∂M = ∂M ∩ (U ∩ ∂M)c, there is an open nbhd in ∂M
of p disjoint from U ∩ ∂M . Indeed, we need to find nbhds separating p and F and this amounts to saying that a manifold
is a regular space. Thus, we may find a sufficiently small boundary chart (x, V ) about p such that V ∩ (U ∩ ∂M) = Ø.

Cover the rest of ∂M by such charts and then observe thatM \∂M is open and we cover it by charts. Now we construct
a partition of unity subordinate to this open cover where we use the radius 1 charts constructed in the first paragraph.
Let X =

∑
ραXα where Xα is, in coordinates, ∂

∂xm
the last coordinate. Then for any p ∈ ∂N , Xp is inward pointing,

being a sum of inward pointing vectors and similarly for any p ∈ ∂M . This is a consequence of the above construction.
Let W1 ⊂ M ×R+ be the open subset on which the flow of X is defined, call the flow η, and let W ⊂ ∂M ×R+ be

W1 ∩ ∂M ×R+. Then since W1 is open, W is open in ∂M ×R+. We must shrink W to yet another open subset to make
things work out. Begin by noting that for q ∈ ∂M and working in one of our neat submanifold charts about this point,
Φ∗(q,0)(∂i + r · d/dt) can be computed as

(∂i + r
d

dt
)(xj ◦ Φ) = (∂i + r

d

dt
)(xj ◦ Φ) = (∂i + r

d

dt
)Φj

= ∂iΦj + r
d

dt
Φj = ∂iΦj + r

d

dt
γjq

∣∣∣∣
t0

= ∂iΦj + rγ̇jq(0)

= ∂iΦj + rγ̇jΦ(q,t0)(0) = ∂iΦj + rXj
q = ∂i +Xj

q

where we have used the group law to deduce this for the X term and since Φ(−, 0) = id, so the directional derivative ∂i
of id at (q, 0) is still ∂i. It follows easily that Φ∗(q,0) has full rank. Hence, even though we have boundary from R+, the
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inverse function theorem implies that this is a local diffeomorphism and thus we may shrink W to an open subset where
Φ∗(q,t) has full rank.

As above, we can construction an embedding ∂M × [0, 1) ↪→W and now the desired collar map is

∂M × [0, 1) ↪→W
η−→M

since everything in sight here has full rank. The open part follows as before.
We now want to show that we can restrict this to a collar for N . At this point, we might worry that η may shoot W out

of N , despite pointing into N , so we need to shrink W yet again. To fix this, let U be the union of the boundary charts
in our open cover and let W ′ = W ∩ η−1(U). Redoing the above construction with W ′ in place of W gives us a collar
that restricts as a consequence of the delicate construction of our given open cover. Essentially, restricting to W ∩ η−1(U)
makes us shoot into points of only U—by working in the nice submanifold coordinates, for points p ∈ ∂N , we see that we
are simply flowing vertically inward for both N and M in U .

Openness of the restricted collar is the same argument as usual. �

Let us call such a function ε as above a smooth shrinking function.

Lemma A.4.6. Shrinking functions exist.

This lemma should be interpreted appropriately.

Corollary A.4.7. Every open nbhd of ∂M contains a collar.

Proof. An open nbhd U of ∂M is an open submanifold and, in particular, it is neat submanifold-with-boundary, so the
same argument applies to show a collar exists. �

Although we didn’t need the collar nbhd theorem to show the following, it makes it particularly straightforward and
easy to see.

Corollary A.4.8. Suppose M is orientable. Then TM | ∂M ∼= T∂M ⊕R where as usual R is the trivial bundle over ∂M
with fiber R. In particular, the normal bundle of ∂M in M is trivial.

Proof. Let i : ∂M →M be the inclusion and let j : ∂M × [0, 1)→M be a collar nbhd so that j| ∂M ×{0} = i. First note
that TM | ∂M ∼= i∗TM . The collar neighborhood is an open submanifold of M and has tangent bundle diffeomorphic to
T∂M ×R over ∂M × [0, 1) and, as before, this is diffeomorphic to j∗TM . The collar has a submanifold (and note that
the condition of being a neat submanifold is transitive) ∂M × {0}. By pasting pullbacks we get the following rectangle
with every rectangle a pullback

i∗TM j∗TM TM

∂M ∂M × [0, 1) M
i0

i

j

where j∗TM ∼= T∂M ×R as we said above. Hence, we must compute i∗0j∗TM . Of course, one sees immediately that this
is what we described. �

Remark. To identify the normal bundle ν∂M with R, one can simply use a partition of unity argument and a collar to
produce a Riemannian metric on M which is a product metric in a nbhd of ∂M . Say we make it the product metric at
least on [0, 1/4) by covering M with open sets that only intersect the collar at [1/4, 1) × ∂M . This can be done using
coordinate balls whose closure in M is compact.

For this next corollary, it helps to know that M is orientable iff TM is orientable as a vector bundle over M . First, we
make a definition.

Definition (Induced Orientation). Let M be an orientable manifold with boundary (but not corners) of dimension
n. Then ∂M inherits an induced orientation from M . The natural way of specifying this for which Stokes’ theorem
has a nice form is the outward pointing first convention. Namely, for each p ∈ ∂M , we define an orientation class for
Tp∂M by declaring a tuple of vectors (v1, . . . , vn−1) ∈ Tp∂M to be in this orientation class iff for each outward pointing
vector (hence, any outward pointing vector) w ∈ TpM , (w, v1, . . . , vn−1) defines a positively oriented basis in TpM . One
could similarly make a definition by using the inward pointing first convention but we do not need this.

Of course, we must check that these actually define an orientation.
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Corollary A.4.9. LetM be an orientable manifold with boundary. Then ∂M inherits a natural orientation by the outward
pointing first convention. Namely, for each p ∈ ∂M , we define an orientation class for Tp∂M by declaring a tuple
of vectors (v1, . . . , vn) ∈ Tp∂M to be in this orientation class iff for each outward pointing vector (hence, any outward
pointing vector) w ∈ TpM , (w, v1, . . . , vn) defines a positively oriented basis in TpM .

Proof. This is straightforward using the definitions. �



Appendix B
Transversality and Regular Value Theorems

Here is the basic concept of transversality.

Definition. Let K, L and N be manifolds with corners and let f : K → N and g : L→ N be smooth maps. Then we say
that f is transversal to g, denoted by f t g, if whenever we have f(k) = g(l) = p, we have f∗TkK + g∗TlL = TpN . We
can also say that f and g are transverse.

Remark. If f(K) ∩ g(L) = Ø, then transversality holds vacuously. Basically, the idea is that the two maps intersect as
generically as possible.

Remark. The only way, it seems, to get good results for transversality, at least with little effort, is to assume neatness
in some places. Essentially, the issue is that the regular value theorem, as we know how to prove it, is insensitive to the
corners or boundaries. Basically, the argument one wants to use relies upon not having extra structure floating around
on M . It is possible to compensate for this by imposing additional constraints on the map f to get an analogous result
for manifolds with boundary. A neat submanifold is assumed to only have corner points of depth k match up with the
corner points of depth k in the ambient manifold, and this assumption eliminates the extra data needed to make certain
arguments go. Another issue is that the regular value theorem only makes sense in the category DIFF and ifM has corners
then ∂M is not smooth.

Before we begin with the regular value theorem, let us introduce an auxiliary lemma and use it to prove a proposition.

Lemma B.0.1. Let M be a smooth manifold without boundary and let g : M → R be smooth. Suppose g has regular
value 0 and g−1(0) 6= Ø. Then g−1([0,∞)) is a submanifold with boundary g−1(0) and dimension equal to that of M . In
particular, the submanifold charts for g−1(R+) can be chosen in such a way that g−1(R+) sits as Hm ⊂ Rm without
further straightening—these submanifold charts would exhibit g−1(R+) as a neat submanifold in a different context.

Proof. Since 0 is a regular value of g, g−1(0) is a codimension one submanifold of M by the usual constant rank theorem.
We have that g−1((0,∞)) is an open submanifold being open in M . We only need to check that there is a smooth
structure on this and that we have submanifold charts. Really the only issue is with the boundary. Each p ∈ g−1(0) admits
a submanifold chart for g−1(0) and we must show we can make this a submanifold chart for g−1(R+).

A submanifold chart exists for each p ∈ g−1(0), say (x, U), such that U ∩ g−1(0) = x−1(Rm−1 × {0}). We want
to show that g−1((0, ε)) ∩ U sits in this chart as Hm. With respect to the given chart, since g| g−1(0) is constant and
g−1(0) ⊂ Rm−1 × {0}, g has trivial derivatives in the directions lying in the Rm−1 × {0} subspace. Hence, in these
coordinates, for each p ∈ g−1(0), g∗p = (0, . . . , 0, v) for some v 6= 0, v ∈ R—and so in any chart, v > 0 or v < 0 since by
the IVT it will otherwise be 0 somewhere—since 0 is a regular value, forcing v 6= 0. Therefore suppose in our chart v > 0.
Then our coordinates, each q ∈ x(U), q = (q1, . . . , qm), with qm > 0 has g(q) > 0. Hence, U ∩ g−1(R+) ⊂ x−1(Hm) as
desired. This is a submanifold chart because the boundary of g−1(0) already sits neatly in the chart and we do not need
to do any more straightening. �

Lemma B.0.2. Let M have boundary but no corners and let f : M → N be smooth, dimM = m, dimN = n. No point
q ∈ ∂N can be a regular value for both f and f | ∂M unless f−1(q) = Ø. In particular, q can only be a regular value for
f | ∂M .

Proof. We have seen in the first subsection of the annoying part of the appendix that f−1(q) ⊂ ∂M is forced if q is a
regular value for f . Now, if p ∈ f−1(q) ⊂ ∂M , then since in coordinates about p, after extending f to an open nbhd
where it remains maximal rank, f looks like a projection and f | f−1(q) ≡ p, Ker f∗p ⊂ Tpf−1(q), where we are identifying
Tpf

−1(q) with its image i∗pTpf−1(q). But then by the usual regular value theorem, W = (f | ∂M)−1(q) = f−1(q) is a
submanifold of dimension m−1−n, and each p ∈W , Ker f | ∂M∗p = (T∂M )pf−1(q), where this notation means the image
of TpW in Tp∂M .

83
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The usual regular value theorem for manifolds M ′ with ∂M ′ = Ø is proved by using (c) of the constant rank theorem
and observing these yield submanifold charts. Just because N has boundary points or corner points does not mean the
usual argument fails. Indeed, after performing a diffeomorphism of the domain chart we get a submanifold chart forW and
we see that W has no boundary. We have to throw away the possibility that f : M ′ → N can have regular value q ∈ ∂N
with f−1(q) 6= Ø, but this was argued in the appendix—roughly, when ∂M ′ = Ø, if f has max rank locally at a point
p ∈M ′, then (c) of the constant rank theorem carries through and careful analysis shows that we must have f−1(q) = Ø.

Now, on the other hand, f∗p surjects TpM → TqN and so has kernel dimension m−n, so there is a vector v ∈ TpM for
which f∗p(v) = 0 but v /∈ Ker f | ∂M∗p. It cannot be that v ∈ Tp∂M ⊂ TpM since then v ∈ Ker f | ∂M∗p and therefore v
is an outward or inward pointing vector. Working in coordinates (x, U) and (y, V ), after extending, there is a coordinate
system for x(U) by (c) of the constant rank theorem such that f looks like a projection Rm → Rn, say projecting onto
the first m − n coordinates. We casually identify vectors for these Euclidean spaces with vectors in the naive sense. Let
w be the image of the vector v in this coordinate system. In these coordinates, f∗ is the block diagonal matrix that is
Im−n×m−n in the upper-left corner and 0 everywhere else. Hence, for f∗ to have vanishing derivative in the direction of w,
w must be a linear combination of the last n coordinates of Rm and therefore, in particular, f(rw) = 0 for all sufficiently
small r ∈ R.
Claim 17. It is not hard to see that for small enough r with one of either r ≥ 0 or r ≤ 0, rw remains in the image of
x(U) under the diffeomorphism taking us to the coordinates in which f is a projection.

One can verify the claim by noting that in the original coordinate (x, U), x(U) ⊂ x̃(U) where x̃(U) is the domain of the
extension, a vector pointing into or out of x(U) viewed as a subset of Rm will still do so after we perform a diffeomorphism
of x̃(U)—the diffeomorphism must take half-balls inside (resp. outside) the boundary of x(U) to half-balls inside (resp.
outside) its image. By outside, we mean its complement.

Hence, f−1(0) must contain points not lying in ∂M and this is a contradiction. �

Remark. We can get a feel for what’s going on here by the following corollary, which essentially states that what goes
wrong is dimensional when q ∈ ∂N is a critical point of f but not the restriction f | ∂M .

Corollary B.0.3. If q ∈ ∂N is a regular value for f , then for each p ∈ f−1(q), Ker f∗p ⊂ Tp∂M .

Proof. Suppose Ker f∗p * Tp∂M and let V = Ker f∗p∩Tp∂M . Since q is a regular value for f , f∗p has rank n = dimN and
dim Ker f∗p = m−n and dimV ≤ m−n−1. Working in a boundary chart, one deduces V = Ker(f | ∂M )∗p ⊂ Tp∂M ⊂ TpM .
By the rank-nullity theorem, dimV + rank(f | ∂M )∗p = m− 1 and therefore

rank(f | ∂M )∗p = m− 1− dimV ≥ m− 1−m+ n+ 1 = n

but also rank(f | ∂M )∗p ≤ n since dimTqN = n so in fact

rank(f | ∂M )∗p = n

so q is a regular value for f | ∂M . This contradicts the above lemma. �

Theorem B.0.4 (Regular Value Theorem). Let M and N be smooth manifolds with boundary but no corners of
dimension m and n, respectively and let f : M → N be smooth. If q ∈ N is a regular value of both f and f | ∂M , then
f−1(q) is a neat submanifold of M of codimension n (i.e., dim f−1(q) = m− n).

Remark. For q ∈ N to be a regular value of f means that for all p ∈ f−1(q), rank(dfp) = dimN , and this forces
dimN ≤ dimM . We must throw out the vacuous case in this theorem which is why we additionally stipulated that
f−1(q) 6= Ø.

For our assumptions, it will turn out that for q /∈ ∂N , dimN ≤ dimM − 1 if ∂N ∩ f−1(q) 6= Ø and dimN ≤ dimM if
∂N ∩ f−1(q) = Ø. For q ∈ ∂N it will turn out we only need dimN ≤ dimM because f−1(q) ⊂ ∂M in this case and it is
furthermore not possible for q to be a regular value of both f and f | ∂M . This follows from the preceding lemma.

Proof. We have seen in the first subsection of the annoying part of the appendix that f−1(q) ⊂ ∂M is forced whenever
q ∈ ∂N , so we first suppose that q ∈ ∂N and suppose it is a regular value of f | ∂M and thus not f . Then (f | ∂M)−1(q) =
f−1(q) is a submanifold of ∂M and hence M by the usual regular value theorem, the proof of which only relies on the
domain manifold not having boundary (see a similar comment in a lemma above).

Now suppose q ∈ ∂N is a critical point of f and thus not f | ∂M . Fixing any coordinate system (y, V ) about q and
(x, U) about p where, say, WLOG x(p) = 0 and y(q) = 0. After extending from the domain x(U) ⊂ Hm to Ũ ⊂ Rm

while keeping f maximal rank, and performing a diffeomorphism of the domain Ũ , call it say x̃—we may assume it is a
diffeomorphism of the entire domain by shrinking things where necessary—f looks like a projection Rm → Rn onto the
last m− n coordinates. Strictly speaking, the extension f̃ is an extension of yfx−1 to have domain Ũ , and then the final
function in question is f̃ x̃−1. WLOG assume that p = 0 in these coordinates so that f̃(p) = f̃(0) = 0. Then f̃−1(0) is a
submanifold of codimension n by the usual regular value theorem.
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Claim 18. x̃f̃−1(0)∩ x̃x(U) = x̃xf−1y−1(0) = x̃xf−1(q) and x̃x is an honest chart that gives a submanifold chart f−1(q)
about p.

Now, x̃f̃−1(0) = x̃(Ũ)∩ (0×Rm−n) since f̃ x̃−1 is a projection, so x̃f̃−1(0)∩ x̃x(U) = x̃x(U)∩ (0×Rm−n) and the RHS is
just the preimage of 0 after restricting to x̃x(U) so these are equal. Hence, x̃x(U ∩ f−1(q)) ⊂ 0×Rm−n and in particular
x̃x(U ∩ f−1(q)) = x̃x(U) ∩ 0 ×Rm−n so that U ∩ f−1(q) = x−1x̃−1(0 ×Rm−n) which shows that, if it is a chart, then
it is a submanifold chart. For this last part, observe that points with last coordinate positive are sent to points with last
coordinate positive, so U still gets mapped to a half space and so by restriction we then get a chart.

Now suppose q /∈ ∂N . We begin by supposing p ∈ f−1(q) is not in ∂M for this hypothesis. Then f−1(q) is a submanifold
in a nbhd of p. This is because, in coordinates, we may write this locally as a projection from an open subset of Rm onto Rn,
say killing off the first m−n coordinates, with no other words needed. Hence, if p = (a1, . . . , am) in this coordinate system,
then this is clearly a submanifold chart for f−1(q) about p since all points of the form (x1, . . . , xm−n, am−n+1, . . . , am)
are sent to the image of p under f in these coordinates. This takes care of the points not in the boundary of M . Next, we
must consider points in the boundary of M and verify neatness as well.

Now consider the case p ∈ ∂M ∩ f−1(q). Pick charts (x, U0) and (y, V0) such that x(p) = 0 and y(q) = 0 and set

x(U0) = U y(V0) = V.

We have a smooth map U → Rm with U open in Hm the upper half-space which we may extend to an open subset
Ũ ⊂ Rm and get f̃ : Ũ → Rn. Since max rank is an open condition, we may suppose this extension has max rank. It
follows that f̃−1(0) is a submanifold of Rm of codimension n (i.e., of dimension m − n). WLOG suppose U is an open
unit coordinate ball in Hn and Ũ is the completion of it to a full open unit coordinate ball in Rm—we can arrange for
this by shrinking; the point is that we want f̃ to agree with f on the ∂Hm ⊂ Rm.

Let π : f̃−1(0)→ R be the projection onto the m-th coordinate and recall that this coordinate for any boundary chart
is the outward/inward pointing direction. This has regular value 0—i.e., f̃−1(0) has non-trivial tangent vectors in the
xm-direction. Suppose this was not the case. Then the tangent space to f̃−1(0) at 0 (i.e., x(p)) would lie completely in
some collection of n of the direction ∂

∂xi where i 6= m and so f̃−1(0) lies in a subset of the first m− 1 coordinates. But for
these coordinates, one easily verifies that (f | ∂M)−1(0) = ( f̃

∣∣∣ ∂Hm)−1(0) and so as a consequence of how we constructed

Ũ and U (see above) we have that (working in coordinates) (f | ∂Hm)−1(0) = f̃−1(0) ∩ ∂Hm (i.e., those points with
xm = 0). Since q is a regular value for f | ∂M , this submanifold must have dimension m− n− 1, but if 0 is not a regular
value of the m-th coordinate projection map, then in fact T0(f | ∂M)−1(0) ⊂ T0∂Hm and therefore is a submanifold of
dimension m− n, which is a contradiction.

Now, f−1(0) = π−1(R+) and by the Lemma, π−1(R+) is a submanifold of f̃−1(0) ⊂ Ũ contained in U with boundary
π−1(0)—that is, f̃−1(0)∩U = f−1(0). Thus, f−1(0) admits reasonable submanifold charts in f̃−1(0) and has codimension
0 therein. We also know that f−1(0) is a submanifold of U since U is a submanifold of Ũ for the obvious reasons (consider
how we constructed U and Ũ). It remains to show that it is in addition neat.

The only trouble arises for points in π−1(0), so let (α,Uα) be a submanifold chart for π−1(0) in f̃−1(0). Then (after
rearranging) Uα ∩ π−1(0) = α−1(0 × Rm−n−1 × {0}). Since i : f̃−1(0) → Ũ is an embedding between manifolds with-
out boundary, (d) of the constant rank theorem guarantees that there is a chart (β, Vβ) such that (after rearranging)
βiα−1(a1, . . . , am−n) = (0, . . . , 0, a1, . . . , am−n). The reasoning of the preceding Lemma shows us that π−1(R+) must sit
as the collection of points in the image having the form (0, . . . , 0, a1, . . . , am−n−1, v) where either v ≥ 0 for all such ai or
v ≤ 0 for all such ai. �

Theorem B.0.5. Let Mm and Nn be smooth manifolds with boundary of dimension m and n, respectively. Let A ⊂ N
be a k-dimensional submanifold without boundary. If f : M → N is smooth and f t A and f | ∂M t A, then f−1(A) is a
neat submanifold of codimension n− k (i.e., dimension m− n+ k) with ∂f−1(A) = f−1(∂A).

Remark. If A has no boundary, A is not automatically neat because of the example of the parabola kissing the disk.

Proof. Either ∂A = Ø or A∩ ∂N = ∂A. First consider the interior points of A. These are points which, by definition, also
lie in the interior of N . In particular, A \ ∂A is a smooth boundary-less manifold and N \ ∂N is too. Since A∩ ∂N = ∂A,
we may choose our submanifold chart about for each q ∈ A \ ∂A ∩ Im(f) to be an interior chart of N and, perhaps by
shrinking, we may suppose our submanifold chart (y,W ) about q has image a product nbhd y(W ) = U ×V ⊂ Rk×Rn−k

such that y(A ∩W ) = U × 0. Pick coordinates, (x, Z) about p ∈ f−1(q) in M with Z so small that f(Z) ⊂ W , so we
don’t have to worry about intersecting things. To avoid breaking into cases, suppose x(Z) ⊂ Hm is open but we do not
specify whether (x, Z) is a boundary chart or not. Transversality of f to A then becomes transversality of y ◦ f ◦ x−1 to
U × 0 and transversality of f | ∂M to A then similarly becomes transversality of y ◦ f ◦ x−1

∣∣ (Z ∩ ∂M) to U × 0. The first
of these is equivalent to the assertion that the composite
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g : Hm ⊃ x(Z) f◦x−1

−−−−→W
y−→ U × V pr−→ V ⊂ Rn−k

has regular value 0 and the latter that g| ∂Hm has regular value 0. Transversality of f | ∂M toA then becomes transversality
of y ◦ f ◦ x−1

∣∣ (Z ∩ ∂M) to U × 0.
This shows that g−1(0) is a submanifold of W having codimension n− k (i.e., dimension m− n+ k) as a consequence

of the regular value theorem proved above. In other words, x(f−1(y−1(U ×{0}))) = x(f−1(A∩W )) is a submanifold of Z.
But x is a diffeomorphism from Z onto x(Z), so f−1(A∩W ) must
be a submanifold of M . Now suppose q ∈ ∂A and so by neatness f(M)

A
0of A, q ∈ A ∩ ∂N . Since A is neat, we may replace our target

chart (y,W ) by a neat submanifold chart for q ∈ A∩∂N . Then the
same argument above works, replacing V by an open V ⊂ Hn−k

intersecting the boundary. �
Corollary B.0.6. Let Mm have boundary and no corners and let K,L ⊂M be neat submanifolds of dimensions k and `,
respectively. If K t L and ∂K t L, then K ∩L is a neat submanifold of M of dimension k+ `−m. In fact, in this setup,
∂K t L is equivalent to K t ∂L and K ∩ L is a neat submanifold of both K and L of dimension k + `−m.
Remark. Since K and L are submanifolds, dimK,dimL ≤ m (k, ` ≤ m) and since they are transverse, dimK+ dimL ≥
dimM (k+ ` ≥ m) because for all p ∈ K∩L, TpK+TpL = TpM . When K and L both have boundary, then this inequality
tightens to k + `− 1 ≥ m because we assumed ∂K t L.
Proof. The last statement follows from showing it for one submanifold by symmetry. Let f : K →M be the neat embedding
of K into M . Since f t L and f | ∂K t L, it follows by the the preceding that f−1(L) is a neat submanifold of K of
dimension k −m+ ` = k + `−m (i.e., of codimension m− `). We want to show that the neat embedding f restricts to a
neat embedding f : K ∩ L→M .

The result now follows from the following claim, whose proof is exemplary of the utility of thinking locally.
Claim 19. If A ⊂ B ⊂ C and B is neat in C and A is neat in B, then A is neat in C (neatness forces dimA ≥ 1).
Say dimA = i, dimB = j and dimC = k. We make some reductions. Pick a neat submanifold chart for a ∈ ∂B ∩ ∂a in
C, call it (y, V ). Using this chart, we may reduce to the Euclidean case where we suppose, in particular, that C = Hk,
B = 0 ×Hj and A ⊂ B is neat—we may make this assumption by shrinking to a subset diffeomorphic to the open unit
half-ball in Hk via our chart and then using the evident radial diffeomorphism. We have this reduced to the case that
A ⊂ 0k−j ×Hj ⊂ Hk with A neat in 0×Hj .

Suppose WLOG 0 ∈ A is our new a. Pick a neat submanifold chart (x, U) for A about 0 in 0×Hj and suppose U is the
open unit half-ball in Hj . Then x : U → Hj is a diffeomorphism for which x(U ∩A) = x(U)∩0j−i×Hi ⊂ Hj . We can now
extend this to a chart for Hk having domain the open unit half-ball B1 as follows. For a = (a1, . . . , ak−j , ak−j+1, . . . , ak) ∈
B1, we define a chart (y,B1) by a 7→ (a1, . . . , ak−j , x(ak−j+1, . . . , ak)). Since y = (pr, x) on its domain, where pr is the
projection onto the first k − j coordinates, it is clearly a diffeomorphism. The inverse is y−1 = (pr, x−1) which is likewise
smooth. Thus, this is a chart and moreover y(V ∩A) = y(U ∩A) = x(U ∩A) = x(U) ∩ 0k−i ×Hi ⊂ Hk as desired. �
Lemma B.0.7. If p : E → B is an orientable vector bundle of rank n ≥ 1 and i : X → B is an embedding, then the
induced bundle i∗p : i∗E → X formed by the pullback is orientable.
Proof. Since i is an embedding, one easily verifies that there is bundle isomorphism i∗E ∼= p−1(X) = E|X. This is verified
topologically by universal properties and one then checks that the homeomorphism given is in fact a bundle isomorphism
by recalling how the vector space structure is defined on the fibers of i∗E.

We therefore give each fiber p−1(x) the orientation µx is had originally. Fix a trivializing open nbhd U in B of a point
x ∈ X. Then U∩X is a trivializing open nbhd in X. Moreover, one quickly verifies that p−1(X) ⊃ p−1(U∩X) ↪→ p−1(U) ∼=
U ×Rn is therefore orientation preserving or orientation reversing everywhere, and so i∗E ∼= p−1(X) is orientable in the
obvious way. �

It once again helps to know the definition of orientability of a vector bundle over M .
Theorem B.0.8. Fix n ≥ 1. Let N ⊂ M is be a submanifold of an orientable manifold with corners M and suppose
dimN = dimM − 1 (i.e., a hypersurface). Then N is orientable iff the normal bundle of N is trivial.
Remark. M being orientable is surely needed since the Möbius band M is not orientable and ∂(M × [0, 1)) ∼= M is not
orientable, where dim ∂M = dim(M × [0, 1))− 1.
Proof. (⇐) Suppose the normal bundle of N is trivializable. It follows that TM |N ∼= TN ⊕R. Since M is orientable,
TM |N = TN ⊕R is orientable, we claim, and this follows from the preceding lemma. The other lemma now shows that
TN must be orientable and hence N is orientable. (⇒) Is N is orientable, then TN is orientable. Hence, 0 → TN →
TN ⊕ νN → νN → 0 is a SES of vector bundles and the middle one is orientable once again because M is orientable and
we have an isomorphism TM |N ∼= TN ⊕R. Hence, νN must be orientable. But the only orientable line bundle is trivial,
so we conclude. �



Appendix C
Bundles, Normal Bundles, Tubular Neighborhoods

C.1 Bundle Potpourri

Proposition C.1.1. Let B be a paracompact Hausdorff space and p : E → B be a vector bundle. Then E admits a metric
(i.e., inner product).

Proof. Define E∗ ⊗ E∗ as before and define S2E∗ as before. Construct local sections ω : Uα → S2E∗
∣∣
Uα

. ω(x) =∑
ij ωij(x)(`i(x)⊗`j(x)) (in general). Set ω(x) =

∑
i `i(x)⊗`i(x). Then ω is positive definite. Partition of unity {λi}. Con-

vex linear combination (adds to 1, not negative)
∑
λiωi for positive definite ωi. Since this is a convex linear combination

of positive definite forms, the resulting function is positive definite. �

Remark. Paracompact Hausdorff is equivalent to the statement that every open cover admits a subordinate partition of
unity.

Lemma C.1.2. Let p : E → B be a vector bundle of (as we always implicitly assume) finite rank. Then the dual bundle
E∨ exists and there is a natural isomorphism of bundles E∨∨ ∼= E. Moreover, E∨ ∼= Hom(E,R).

Proof. E∨ is constructed as in the vector/fiber bundle construction lemma. To show that E∨∨ ∼= E naturally, we simply let
E∨∨p

∼= Ep be the natural double duality isomorphism for FDVSs. On trivializations, this is basically just U×R∨∨ → U×R.
For the next part, pick a trivialization U for E. Then Hom(E,R) on U has trivialization given essentially by doing

ϕ−1∗—that is, on fibers it is Hom(Ep,R)→ Hom(Rn,R). �

Theorem C.1.3. Let f : E′ → E be a morphism of smooth vector bundles over M . The function p 7→ dim Ker fp is locally
constant iff there is a covering of M by open sets Ui such that E′|Ui admits a trivializing frame containing a subset whose
specialization in each fiber over each point p ∈ Ui is a basis of Ker fp (i.e., a subset of the collection of specified local
sections on Ui are at each point a basis for the kernel).

Proof. (⇐) This is obvious. (⇒) WLOG we may assume the Ui are path-connected. Admitting a trivializing frame is the
same as saying the Ui are trivializing, we remark. Since we have assumed local constant-ness, we may assume that for all
p ∈ Ui, dim Ker fp = d. Let {s′i} and {sj} be trivializing frames with 1 ≤ i ≤ n′ and 1 ≤ j ≤ n so that r = n′ − d is the
common rank of the maps fp on Ui. We can write

f(s′j) =
∑
i

aijsi

since the si are a local frame where aij : Ui → R are smooth functions. For each p ∈ Ui, since fp has rank r (i.e., for
all p ∈ Ui, rank fp = r). It follows from standard linear algebra that an r × r submatrix of (aij(p)) has full rank (i.e.,
is invertible), call it A(p) where A is the function which is this particular submatrix at all points. Since rank is a lower
semi-continuous function, the set of points q ∈ Ui for which rankA(q) > r − 1 is open. Hence, we can cover Ui by open
sets for which some submatrix satisfies this property—say we cover Ui by Uα for which a submatrix Aα is invertible and
let Iα and Jα be the sets of indices picking out Aα in (aij).

Fix α and restrict attention to Uα. WLOG suppose that the upper left r×r matrix of (aij) is Aα, perhaps by rearranging
indices. Since (aij) has rank r on Uα, it is easy to see that the first r columns of (aij) span the image of (aij) at each
point—basically this is because a linear dependency among the full column vector would imply a linear dependency for
Aα which is impossible because Aα is invertible. Hence, for each j > r and p ∈ Uα, there is a unique linear combination
in E′p

f(s′j)(p) =
r∑

k=1
ckj f(s′k)(p) =

r∑
k=1

n′∑
i=1

ckjaik(p)si(p).

87
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Of course, also, by linear independence of the si everywhere, we must have that

aij(p)si(p) =
r∑

k=1
ckjaik(p)si(p)

or in other words

aij(p) =
r∑

k=1
aik(p)ckj .

This gives a system of n′ equations for fixed j by varying i. Since (aij)1≤i,j≤r is invertible everywhere, Cramer’s Rule
allows us to solve for each ckj uniquely such that all of these n′ equations are satisfied. In particular, Cramer’s rule tells
us that each ckj is a rational function of the a′ijs with denominator the determinant polynomial which is non-vanishing
by assumption. So these are all smooth.

Hence, we get d sections

vj = s′j+r −
r∑

k=1
ck,j+rs

′
k

with 1 ≤ j ≤ d such that vj(p) ∈ Ker(f |p) for all p ∈ Uα. One sees this since we just showed for j > r that f(s′j) =∑r
k=1 ckjf(s′k) and f is linear on each fiber so this means that f(s′j) − f(

∑r
k=1 ckjs

′
k) = 0 and so s′j −

∑r
k=1 ckjs

′
k is in

the kernel of f at each point but s′j −
∑r
k=1 ckjs

′
k 6= 0 by linear independence of the s′i.

By inspection, the d vectors vj are linearly independent essentially because if j 6= j′ then vj has a factor of s′j+r whereas
vj′ has a factor of sj′+r. Hence, dimension considerations force v1, . . . , vd to span Ker f |p at each point p ∈ Uα.

Finally, consider the n′ sections s′1, . . . , s′r, v1, . . . , vd. By construction, for each p ∈ Uα, f(s′1(p)), . . . , f(s′r(p)) are a
basis for the image of f |p whereas v1(p), . . . , vd(p) are a basis for its kernel. Hence, together they form a basis for E′p by
dimension considerations and the Rank-Nullity theorem. �

Corollary C.1.4. Let f : E → E′ be a bundle surjection over B, then p 7→ Ker fp is locally constant iff Ker f is a
subbundle of E.

Proof. (⇐) Trivial. (⇒) We have local trivializing frames by the preceding theorem. �

Corollary C.1.5. If f : E → E′ is a bundle surjection then Ker f is a subbundle of E.

Reminder. Recall that a subbundle of a vector bundle p : E → B is a subspace E′ ⊂ E such that for all p ∈ B

(a) E′p ⊂ Ep is equipped with the natural vector subspace structure coming from Ep;
(b) E′p ⊂ Ep has rank constant k (at least, say, on each connected component of E if we really want to include that

possibility).

We also demand that p : E′ → B has the structure over a vector bundle over B. If we forget to say smooth before
subbundle, we will probably mean a smooth subbundle, which is a subbundle that is also a submanifold of E.

Lemma C.1.6. Let p′ : E′ → B and p : E → B be smooth vector bundles over B of rank n′ and n respectively. If there
is a smooth bundle morphism i : E′ → E which is injective on fibers (a bundle monomorphism), then i(E′) is a smooth
subbundle of E. In particular, i is a closed embedding and immersion.

We shall do this by showing that there are local trivializations determined by frames such that n′ of the local sections lie
entirely in E′ entirely and constitute a frame for E′—we then extend this to a local frame for E.

Proof. i is obviously injective. We will first show that i is a closed immersion. Let U be a common trivialization of E′ and
E perhaps by shrinking things enough. We may also suppose U is path-connected. Restricting to U , we may suppose that
the bundles in question are both trivial. Henceforth we assume the bundles over B are trivial.

Pick trivializing frames {s′k} and {sj}. There is an n × n′ matrix (ajk) such that ips′k(p) =
∑
j ajk(p)sj(p) where

ajk : B → R are smooth. This has rank n′ at all points i is injective on all fibers. It is a standard linear algebra fact that
at each point p ∈ B, an n′ × n′ submatrix of (ajk(p)) is invertible. Since rank is lower semi-continuous, this is an open
condition. Hence, we can once again pass to smaller (connected) neighborhood, say V ⊂ U on which the same n′ × n′
submatrix of (ajk) is invertible at all points. Hence, we might as well assume that the bundles are trivial and, furthermore,
that upper left n′ × n′ submatrix of (ajk) is everywhere invertible on B (perhaps after rearranging indices).

Notation. Denote is′k the function i(s′k) for each 1 ≤ k ≤ n′.

Denote this submatrix by A(p) at each point p ∈ B.



C.1 Bundle Potpourri 89

Observation. The n × n matrix (call is M) of smooth functions representing Σ = (is′1, . . . , is′n′ , sn′+1, . . . , sn) in the
basis of the sj ’s has upper left n′ × n′ submatrix A. Furthermore the upper right n′ × (n− n′) submatrix is 0, the lower
right (n− n′)× (n− n′) submatrix is the identity matrix.

These observations imply that the matrix M is invertible at all points p ∈ B—for instance, expanding the determinant
along the last column each time will reduce us to computing detA so that detM = ±detA. It follows that M(p) is a
basis for the vector space over p for each p ∈ B. In particular, Σ comprises a trivializing frame.

The bundle morphism i in the bundle charts determined by {s′k} and Σ is then

(p, (v1, . . . , vn′)) 7→ (p, (v1, . . . , vn′ , 0, . . . , 0).

It is easy to see from this description that i is an immersion and an embedding. To see that Im(i) is closed, let v ∈ E\Im(i)
and say it lies over the fiber over p ∈ B. In coordinates, this looks like v ∈ V ×Rn \Rn′ × 0 and from this description it
is clear that the complement is open so that Im(i) is closed. �

Lemma C.1.7. Let E → B be a vector bundle of rank n and let E′ ⊂ E be a fiberwise subset having constant dimension
n′. Then E′ is a subbundle of rank n′ over B iff there is a covering {Ui}i∈I of B by trivializing open sets such that over
each Ui there exists a vector bundle E′′i and bundle isomorphisms ϕi : E′|Ui ⊕ E′′i ∼= E|Ui satisfying that the composite
E′|Ui → E′|Ui ⊕ E′′i ∼= E|Ui is the inclusion map over Ui.

Remark. The idea is take local frames for E′ and E and apply linear algebra to see that at a point p there is a basis for
the fiber Ep that contains the frame for E′ evaluated at p. Then we use calculus to show this holds in fact holds locally.

Proof. (⇒) We can construct frames for both bundles {s′i} and {sj} over a small enough trivializing nbhd U . Fix p ∈ U .
Then some subcollection of the sj ’s append to {s′i} to construct a linearly independent set at p, WLOG say sn′+1, . . . , sn.
The n× n′ matrix (ajk) of smooth functions satisfying s′k =

∑
ajksj has rank n′ everywhere and therefore has an n′ × n′

invertible submatrix at p, which we may suppose after rearranging indices is the block (ajk)1≤j,k≤n′ . This is an open
condition so let p ∈ V ⊂ U be open where this block is invertible. On V it follows that the matrix of coefficients for
{s′1, . . . , s′n′ , sn′+1, . . . , sn} in terms of the {sj} has upper left n′ × n′ block (ajk)1≤j,k≤n′ (perhaps after rearranging),
upper right n′ × (n − n′) block 0 and lower right (n − n′) × (n − n′) block the identity matrix. Hence, this matrix is
invertible and so is invertible locally on p ∈ V ′ ⊂ V ⊂ U and so furnishes a frame.

This construction gives us a trivialization for which E′|V ′ ∼= V ′×Rn′×0 ⊂ V ′×Rn ∼= E|V ′. Let E′′ = V ′×0×Rn−n′ .
That E′|V ′ ⊕ E′′ ∼= E|V ′ in the desired manner follows by

E′|V ′ ⊕ E′′|V ′ ∼= (X ×Rn′)⊕ (X ×Rn−n′) ∼= X × (Rn ⊕Rn−n′) ∼= X ×Rn ∼= E|V ′

where in the first isomorphism we used the local frame {s′1, . . . , s′n′} on E′ over V ′ to construct the isomorphism,
noting that E′′|V ′ = X × Rn−n′ , and in the last isomorphism we used the inverse of the trivialization afforded by
{s′1, . . . , s′n′ , sn′+1, . . . , sn}. This obviously respects the inclusion in the sense that the composite E′|V ′ → E′|V ⊕E′′|V ′ ∼=
E|V ′ is the inclusion.

(⇐) The conditions here imply that E′ has the structure of a smooth vector bundle since smoothness is local and it is
clearly subbundle from the condition here as well. �

Corollary C.1.8. If E′ ⊂ E is a subbundle of p : E → B where E′ has rank n′ and E has rank n, then there are bundle
charts of E covering B such that ϕi : (p−1(Ui), p−1(Ui) ∩ E′) ∼= (Ui ×Rn, Ui ×Rn′ × 0).

Proof. We constructed these charts above. �

Corollary C.1.9. Let E′ ⊂ E be a subbundle of rank n′ of the vector bundle p : E → B of rank n. Then the
quotient bundle E/E′ → B exists.

Proof. Using the charts above, we may fix and consistently use the obvious isomorphism Rn/Rn′ × 0 ∼= Rn−n′ sending
a vector to the element defined by its last n − n′ coordinates. Define E/E′ to be fiberwise the quotient Eb/E′b. Pick
bundle charts Ui for E such that p−1(Ui) ∩ E′ maps under the trivialization to Ui ×Rn′ × 0 and let q : E/E′ → B be
the obvious projection. We topologize q−1(Ui) by declaring the isomorphism of sets q−1(Ui) ∼= Ui × Rn−n′ induced by
p−1(Ui) ∼= Ui ×Rn → Ui ×Rn/Rn′ ∼= Ui ×Rn−n′ by the universal property of the quotient to be a homeomorphism. By
giving Ui the inherited smooth structure, we can pull back the smooths structure on Ui×Rn−n′ to give q−1(Ui) a smooth
structure. We generate topologies/take maximal atlases everywhere. �

Corollary C.1.10. Every subbundle of rank k of a real bundle p : E → B of rank n over a paracompact Hausdorff space
B admits a complement. In particular, if E1 ⊂ E is a subbundle, then E/E1 ∼= E⊥1 (non-canonically, I think) for any
choice of metric on E. In particular, E ∼= E1 ⊕ E⊥1 and E/E1 ∼= E⊥1 .
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Proof. Let E1 ⊂ E be a subbundle over B. Fix a metric g and let E⊥1 be its fiberwise orthogonal complement. One can
check that E⊥1 is a subbundle and that E ∼= E1⊕E⊥1 . Denote q : E/E1 → B and q1 : E⊥1 → B the bundle projections (the
latter being the restriction of p to E⊥1 and the former being defined in essentially the same manner). Note further that we
can give the bundle q1 : E⊥1 → B the same trivializations as q and as p. For E/E1, the trivializations are defined as above.

There is a fiberwise isomorphism E1 ⊕ E⊥1 → E by sending vectors to their sum. Note that this sends the obvious
subbundle E1 ⊕ 0 to the subbundle E1 diffeomorphically, clearly. To see that this is smooth, note that in coordinates this
looks like U ×Rk ×Rn−k → U ×Rn sending (p, v, w) 7→ (p, v + w) and this is certainly smooth. To get this description,
we just have to observe that local frames for E1 and E⊥1 yield a local frame for their direct sum as well as for E. Since
this is smooth and bijective, it is a diffeomorphism.

The last thing to check is that E1 ⊕ E⊥1 /E1 ∼= E⊥1 , since it surely must be that E1 ⊕ E⊥1 /E1 ∼= E/E1 because the
isomorphism given above preserves the copies of E1. Define E1 ⊕ E⊥1 → E⊥1 by sending (p, v, w) 7→ (p, w). This descends
to the desired fiberwise quotient as a function. The description of the quotient given above immediately shows that it is
smooth with little effort. �

Theorem C.1.11. Over paracompact Hausdorff spaces, all short exact sequences of bundles split, but as usual the splitting
is not natural. In particular, in the smooth category, the splitting is additionally smooth.

Proof. We just need access to partitions of unity. Let 0 → A
i−→ B

p−→ C → 0 be a short exact sequence of bundles (i.e.,
fiberwise short exact). We construct a section s : B → A of i : A→ B. Pick a local trivialization of A and extend this to a
local trivialization of B in such a way that the trivialization has A sit as Rk × 0 in Rn —this exists as we have seen. The
section is obvious then. Doing this locally everywhere by a partition of unity argument, we must show that the resulting
thing is a global left inverse. One can do this with careful analysis.

Now we must show that this implies that B splits. This follows by showing that A⊕B/A ∼= B, which can be done. �

Remark. Alternatively, equip the bundle B with a Riemannian metric by a partition of unity argument and take the
orthogonal complement of A in B. The argument fails in the holomorphic category because we need not have a holomorphic
partition of unity.

Warning. Kernels are only guaranteed to exist in the category of vector bundles when we take the kernel of an epimor-
phism. See Hirsch’s book on page 93.

Definition. A (linear) sphere bundle (resp. (linear) disk bundle) is a fiber bundle in which every fiber is (home-
omorphic to) the standard metric (i.e., unit) sphere (resp. metric disk) in Euclidean space having structure group the
orthogonal group.

Reminder. This means that there is a covering with homeomorphisms p−1(U) ∼= U × F .

Lemma C.1.12. A (smooth) vector bundle (of rank n) E → B is the same thing as a fiber bundle F → E → B with
structure group GLn(R) and a (smooth) GLn(R)-equivariant isomorphism F ∼= Rn for all p ∈ B.

If B is paracompact Hausdorff, then a (smooth) vector bundle (of rank n) E → B is additionally the same thing as a
(smooth) vector bundle with structure group O(n) which is the same thing as a fiber bundle F → E → B with structure
group On(R) and a (smooth) On(R)-equivariant isomorphism F ∼= Rn.

Proof. For the first part, the inclusion ⊂ is clear from the trivializations. For ⊃, make F into a vector space by pulling back
the vector space structure on Rn. We can then define new trivializations by composing with the isomorphism F ∼= Rn:
ψj : q−1(Ui) ∼= Ui×F ∼= Ui×Rn. Define a vector space structure on Ep by fixing a trivialization about p and pulling back
the vector space structure from any trivialization. The choice of trivialization does not matter up to isomorphism of vector
spaces. To see this, begin by letting p ∈ Ui∩Uj . Then the transition functions relate the homeomorphisms/diffeomorphisms
ψj : Ep ∼= Rn and ψi : Ep ∼= Rn by a linear isomorphism, since F ∼= Rn is GLn(R)-equivariant. The claim, then, is that
the two induced structures on Ep are isomorphic, and this is clear because pulling back this structure means that the two
structures will themselves be related by an element of GLn(R). Thus, for the trivialization ψi : q−1(Ui) ∼= Ui ×Rn, we
have for p ∈ Ui ∩ Uj and Ep the structure coming from the index j that ψi|Ep is still linear since it becomes linear after
post-composition with tji(p) = tij(p)−1 ∈ GLn(R), which is a linear isomorphism and so forces ψi|Ep to be.

For second part, give the vector bundle a (smooth) metric and on each trivialization let ei1, . . . , ein : Ui → Ui × Rn

be a (smooth) orthonormal frame for the metric. Let the transition functions now be defined by letting t′ij(p) be the
change of basis matrix taking (ej1(p), . . . , ejn(p)) 7→ (ei1(p), . . . , ein(p)). This is clearly smooth and the resulting vector is
still isomorphic to the one with the old tij via the identity map. The last part is analogous to the above. �

Proposition C.1.13. Over a paracompact Hausdorff base space, a real vector bundle of rank n having structure group
O(n) determines and is determined by linear sphere bundles and linear disk bundles. That is, these notions are “the same.”
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Proof. Strictly speaking, this follows by the equivalence of categories BunRn

O(n) ' PrinO(n) ' BunS
n−1

O(n) and similarly for
linear disk bundles. �

Lemma C.1.14. Let V and W be vector bundles over X. Then Hom(V,W ) ∼= V ∗⊗W and if V and W have common rank
n, then the subset Iso(V,W ) is a fiber bundle over X with typical fiber GLn(R) and Γ(Iso(V,W )) ∼= {bundle isos V ∼= W}.

Proof. A section X → Iso(V,W ) is a choice of isomorphism Vp → Wp for all p ∈ X. We must show that this determines
an isomorphism of bundles. In a nbhd of U ⊂ X, this is a section U → U × GLn(R)) and is therefore determined by
fU : U → GLn(R). Such a map determines at each p ∈ U a map Rn → Rn and so an assignment U ×Rn → U ×Rn

given by (p, v) 7→ (p, fUv) which is therefore as continuous or smooth as fU is. We worked locally and these all glue. �

Lemma C.1.15. Let V and W have the same rank. Then Iso(V,W ) is an open subset of Hom(V,W )

Proof. In the trivializations, this looks something like U ×Rn2 and the isos are the matrices of full rank which is an open
condition. �

C.2 Some Further Recollections on Bundles

Lemma C.2.1. Let f, g : M → R be functions from a manifold into R and let 0 ≤ k ≤ ∞. If f1 + · · ·+ fn = h is Ck and
f1, . . . , fn−1 are Ck, then fn is Ck.

Proof. fn = h− (f1 + · · ·+ fn−1) and so must be Ck since h and the sum f1 + · · ·+ fn−1 are. �

Proposition C.2.2. Let p : E → B and p′ : E′ → B be vector bundles of rank n and let f : E → E′ be a smooth map that
is a linear isomorphism on each fiber. f is then a bundle isomorphism—that is, it is a diffeomorphism over B.

Proof. In bundle coordinates, f looks like a map U ×Rn → U ×Rn by (p, v) 7→ (p, fp(v)) for fp the bundle coordinate
version of the relevant linear isomorphism. Define f−1 by (p,v) 7→ (p, f−1

p (v)). Let A : U → GLn(R) be such that
A(p)v = fp(v) so that f is (p,v) 7→ (p,A(p)v).

Claim 20. The action (p,v) 7→ A(p)v, U × Rn → Rn, is smooth. Therefore the adjoint of A is smooth into GLn(R),
which is equivalent to saying that A is smooth into Rn2 and hence equivalent to saying that the component functions of
A are smooth.

For convenience, we will write A for A(p). Since GLn(R) is an open subset of Rn2 , being the preimage under det
of R \ {0}, smoothness into GLn(R) is equivalent to smoothness into Rn2 . Recall that we are in bundle coordinates
U ×Rn → U ×Rn—WLOG suppose U is the domain of a chart on B perhaps by shrinking if necessary. Observe that
smoothness of (p,v) 7→ (p,A(p)v) means that the assignment (p,v) 7→ A(p)v, U ×Rn → Rn, is smooth. This is because
finite products exist in the category of manifolds. In particular, fix v0 = (δij). Then U × {v0} → Rn is smooth since
U ×{v0} is a submanifold of U ×Rn. This map is then (p,v0) 7→ (A1i, . . . , Ani) and so for this to be smooth in Rn, each
component must be smooth. Now the map A : U → GLn(R) is simply the map p 7→ (Aij(p)) and by the above observation
that GLn(R) is open in Rn2 , this is smooth because each component is smooth.

Claim 21. The inversion (−)−1 : GLn(R)→ GLn(R) is smooth.

The inverse of matrix has entries rational functions which in the (i, j) spot has numerator a polynomial in the various
relevant entries for the relevant minor and has numerator the determinant of the matrix. Since det : GLn(R) → R is
smooth and non-vanishing, the denominator is a smooth and non-vanishing function, so everything checks out.

Putting this together, the function defined in bundle coordinates as (p,v) 7→ (p,A−1(p)v) is smooth, it is well-defined
since we have defined it in bundle coordinates locally, and it is clearly inverse to the given map. �

Lemma C.2.3. Let p : E → B be a smooth rank n vector bundle. Let R be the trivial rank 1 bundle over B. Then the
bundle maps m : R ⊕ E → E and +: E ⊕ E → E are smooth, where this is the Whitney sum.

Proof. These are the Whitney sums of the bundles. Let U be a trivializing nbhd for E, which we can assume exists
by shrinking if necessary any trivializing nbhd. The resulting trivialization of R × E is then simply the one sending
(p, r, v) 7→ (p, r,Φp(v)) where Φ: p−1(U)→ U×Rn is the trivializing diffeomorphism. The first map in coordinates is given
by U×R×Rn → U×Rn sending (p, r, v) 7→ (p, rv). This is basically a diagram chase since for p ∈ B mp(r, vp) = rvp ∈ Ep
since the trivializations respect vector space operations. This map is further in coordinates Rm ×R ×Rn → Rm ×Rn

by (p, r, v) 7→ (p, rv). The multiplication map R×Rn → Rn is clearly smooth. For the second map, one argues as before
and notes that addition Rn ×Rn → Rn is clearly smooth. �
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Lemma C.2.4 (Lee, 10.19). Let p : E → B be a smooth vector bundle of rank n and let U ⊂ B be an open neighborhood.
Denote ẽi : U → U ×Rn the i-th standard section p 7→ (p, ei). For any smooth local frame {s1, . . . , sn} on U , there exists
a diffeomorphism—in fact trivialization—Ψ: p−1(U)→ U ×Rn such that Ψ−1 ◦ ẽi = si. Hence, smooth sections over an
open set U determine a smooth bundle trivialization and conversely.

Proof. We will define Ψ−1 and show it is fiberwise linear and a diffeomorphism, justifying the inverse notation. Define
Ψ−1(p, (v1, . . . , vn)) =

∑
i visi(p) and note that this is certainly fiberwise linear! To show this is smooth, we only need

to check that the operation of summing is smooth on p−1(U). This is true since for any V ⊂ U a trivializing open
nbhd with Φ the trivialization, Φ is a diffeomorphism linear on each fiber and so commutes with the sum and hence∑
i v
isi(p) = Φ−1Φ(

∑
i v
isi(p)) = Φ−1(

∑
i Φ(visi(p))) and the fiberwise sum on U×Rn is smooth as part of the definition

of a smooth vector bundle from the above. Thus, if Ψ−1 is smooth, then Ψ is a smooth local trivialization and clearly we
have Ψ−1 ◦ ẽi = si.

It is clear that Ψ−1 is a bijection since the si form a frame, so to show it is a diffeomorphism, it suffices to show it is a local
diffeomorphism. Let V ⊂ U be a trivializing open nbhd as above. If we can show that Φ◦ Ψ−1

∣∣V ×Rn is a diffeomorphism
of V ×Rn with itself, then since Φ is a diffeomorphism, we will have that Ψ−1 is a diffeomorphism V ×Rn → p−1(V ).
Now, Φ ◦ si is smooth as a composite of smooth functions. Hence, in coordinates Φ(si(p)) = (p, (σi1(p), . . . , σin(p))) and
the σi must be smooth in p for this function to be smooth. Thus,

Φ ◦Ψ−1(p, (v1, . . . , vn)) = Φ(
∑
i

visi(p)) = (p, (
∑
i

viσ
i
1(p), . . . ,

∑
i

viσ
i
n(p))) =

∑
i

Φ(visi(p))

which is smooth as the sum operation is smooth as soon as we know that the sum operation is smooth and we do know
this (essentially the last equality). What’s happening here is that the smooth matrix (σij)i,j is at each point p the matrix
(σij(p))i,j which transforms something in the ordered basis (s1(p), . . . , sn(p)) for Ep to something in the standard basis
for Rn. In other words, this is a change of basis matrix and it is therefore invertible. Thus, Φ ◦ Ψ−1(p, (v1, . . . , vn)) =
(σij(p))(v1, . . . , vn)t the matrix multiplication—this is smooth because the matrix multiplication just gives polynomials in
smooth functions. It follows that the inverse is given by (Φ ◦Ψ−1)−1(p, (w1, . . . , wn)) = (σij(p))−1(w1, . . . , wn)t and since
(σij) is everywhere invertible, its determinant is always non-zero and smooth, so the inverse matrix is a smooth function
being a rational function of smooth functions where the denominator never vanishes. �

Remark. Nothing we used above relied on using Rn for the typical fiber. We could just as well have consider complex
vector bundles with typical fiber Cn.

Corollary C.2.5. If an open nbhd U ⊂ B admits a smooth local frame for p : E → B a smooth vector bundle of rank n,
then U is a trivializing open nbhd.

Corollary C.2.6. A smooth local trivialization is equivalent to a smooth local frame by sending v ∈ Ep to (v1, . . . , vn)
where

∑
i visi(p).

Proof. This just deconstructs what the construction above did. �

Corollary C.2.7. Let π : E → B and π′ : E′ → B be smooth vector bundles of rank n and n′ respectively with say
dimB = m. Let f : E → E′ any fiberwise linear function (not assumed to be continuous or anything). Then f is smooth
iff each point p ∈ B is contained in the domain of a smooth local frame F such that f sends each section in F to a
smooth function.

Proof. The direction (⇒) is trivial since f is fiberwise linear, so let s1, . . . , sn be smooth sections of the first in a nbhd of
a point that form a frame and let σi = f ◦ si and suppose the σi are smooth. Then in the trivialization constructed from
the smooth local frame F , we know this is U ×Rn → (π′)−1(U) by

(p, (v1, . . . , vn)) 7→
∑
i

visi(p) 7→
∑
i

viσi(p).

Note that we have used the fact that f is fiberwise linear to pull the coefficients out at the last step—this is evidently an
indispensable assumption.

Let s′i be local frame for E′ on this same nbhd (perhaps by shrinking). Since the σi are smooth, σi =
∑n′

k=1 ciks
′
k where

the cik are smooth real-valued functions. Thus, this can be written

(p, (v1, . . . , vn)) 7→
∑
i

n′∑
k=1

vicik(p)s′k(p) =
n′∑
k=1

(
n∑
i=1

vicik(p)
)
s′k(p)

Hence, in the local trivializations afforded to us by these frames as we constructed above, the assignment is
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(p, (v1, . . . , vn)) 7→ (p, (
n∑
i=1

vici1(p), . . . ,
n∑
i=1

vicin′(p))).

This is smooth because each of the components are smooth. Indeed, using a chart for U , this is basically just

((x1, . . . , xm), (v1, . . . , vn)) 7→ ((x1, . . . , xm), (
n∑
i=1

vici1(x1, . . . , xn), . . . ,
n∑
i=1

vicin′(x1, . . . , xn)))

All mixed partial derivatives with respect to each coordinate x1, . . . , xn, v1, . . . , vn clearly exist and are always smooth,
clearly. �

Corollary C.2.8. Let π : E → B be a smooth vector bundle over B and f : E → R a map that is linear on each fiber.
Then f is smooth iff f sends some smooth local frame in a neighborhood of every point to smooth functions B → R.

Proof. f is the composite E → R×B → R where the last map is the projection and is therefore smooth and the first map
sends v ∈ Ep to (f(v), π(p)) which is smooth precisely if f is smooth (since π is assumed to be smooth). This reduces us
to the case above for the map (f, π) where it suffices to show that (f, π) satisfies the conclusions of the preceding corollary
and surely it does. �

C.3 Normal Bundles & Tubular Neighborhoods

C.3.1 Normal Bundles

Reminder. Recall that we have seen that E′/E ∼= E⊥.

Definition. Let f : M → N be an immersion. Denote νf = (f∗TN)/TM the normal bundle of the immersion f .
Here, the quotient by TM occurs via the identification of TM with its image in TN . When f is an embedding of M into
N , we denote this by νM .

Remark. Recall that f∗TN = {(p, v) ∈M × TN : f(p) = πN (v)}.

Lemma C.3.1. If N is a Riemannian manifold, then νf may be taken to be the subbundle of

f∗TN = {(p, v) ∈M × TN : f(p) = πN (v)}

consisting of all pairs (p, v) where v ∈ TpM⊥ (identifying TpM with its image).

Proof. Should be similar to the proof that E′/E ∼= E⊥. �

Theorem C.3.2. Let f : M → N be an immersion. Then f∗TN ∼= TM ⊕ νf .

Proof. Use a metric. Define TM⊕νf → f∗TN by sending (p, v, w) 7→ (p, v+w). This is smooth and a fiberwise isomorphism
so it is a diffeomorphism. �

Remark. Everything above ought to hold for manifolds with boundary.

C.3.2 Exponential Map and Shrinking

Taken from Riemannian Geometry class notes. All manifolds are without boundary.

Reminder. Recall that for a Riemannian manifold M with dimM = n, we call γp,v the geodesic having γ̇(0) = v
and γ(0) = p. In coordinates, the geodesic equation is γ̈`(t) + Γ`ij(γ(t))γ̇i(t)γ̇j(t) = 0 for 1 ≤ ` ≤ n, where Γ`ij =
1
2g

`k(gik,j + gjk,i − gij,k). More concisely, this is Dtγ̇(t) = 0, where Dt is the covariant derivative along γ.

Proposition C.3.3 (Naturality of geodesics). Let M and M̃ be two Riemannian manifolds and ϕ : M → M̃ a
Riemannian isometry. If p ∈ M and γ is a geodesic on M such that γ(0) = p and γ̇(0) = v ∈ TpM , then γ̃ := ϕ ◦ γ is a
geodesic on M̃ such that γ̃(0) = ϕ(p) and ˙̃γ(0) = ϕ∗(v).
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Remark. Note that the geodesic equation Dtγ̇(t) = 0 is a non-linear differential equation.

Lemma C.3.4. There exists a unique vector field G on TM whose integral curves are of the form t 7→ (γ(t), γ̇(t)) where
γ is a geodesic. The flow of G is called the geodesic flow.

Proof. The geodesic equations are in local coordinates ẍ` + Γ`ij ẋiẋj = 0. We reduce this to a first order equa-
tion by introducing the variable yk = ẋk. Then in bundle coordinates for TU , a solution to the geoedesic equation
t 7→ (x1(t), . . . , xn(t), ẋ1(t), . . . , ẋn(t)) satisfies the system of first order equations{

ẋk = yk 1 ≤ k ≤ n,
ẏk = −Γkijyiyj 1 ≤ k ≤ n.

where, here, this is in terms of the coordinates afforded by the trivializing frame (x1, . . . , xn,
∂

∂x1 , . . . ,
∂

∂xn
). By standard

results, there is a flow for this (the centered equations just above) pinned down by the usual specification. We recall that
the flow is obtained by piecing together the integral curves, and it is unique by uniqueness of integral curves as usual—in
particular, the integral curves are geodesics where the geodesic through (p, v) is precisely γp,v. �

Corollary C.3.5 (Local Existence and Uniqueness). Let p0 ∈ M and u0 ∈ Tp0M . Then there exists ε0 > 0 and an
open neighborhood U0 ⊂ TM of (p0, u0) with the following properties:

1. For any (p, u) ∈ U0, there exists a unique geodesic γp,u : (−ε, ε)→M such that γp,u(0) = p and γ̇p,u(0) = u.
2. The map γ·,·(·) : U0 × (−ε0, ε0)→M defined by ((p, u), t) 7→ γp,u(t), is smooth.

Proof. This follows by consideration of the properties that flows have. �

Corollary C.3.6. Fix s ∈ R. If γp,sv(1) exists, then γp,v(s) exists and γp,tv(1) = γp,v(s). In particular, γp,sv = γp,v(s ·−).

Proof. If s = 0, then we can check by hand that this is true. So suppose s 6= 0. In local coordinates, one checks that
γp,v(s · −) is the solution to the IVP for

γ̈`(t) + Γ`ij(γ(t))γ̇i(t)γ̇j(t) = 0 1 ≤ ` ≤ n

subject to the initial conditions γ̇(0) = sv and γ(0) = p. This is because we can divide through by the common factor of
s2. Hence, uniqueness forces our hand. �

Set
Op

def= {v ∈ TpM : γp,v(t) is defined for all t ∈ [0, 1]} ⊂ TpM.

Notice that by the preceding, there exists δ > 0 such that BTpMδ (0p) ⊂ Op (an open ball). It will turn out that Op is open
and that O =

⋃
p∈M Op are both open.

Definition. For p ∈M , define the exponential map at p as expp : Op →M by v 7→ γp,v(1).

Remarks.

1. For p fixed, the map expp is C∞.
2. For t ∈ R and v ∈ TpM such that tv ∈ Op, we have expp(tv) = γp,tv(1) = γp,v(t).

Proposition C.3.7. Let dimM = n. The differential map d expp(0p) is the identity where we understand T0TpM ∼= Rn

and TpM ∼= Rn.

Proof. Pick v ∈ TpM . Since γp,tv(1) = γp,v(t), we have

d expp(0p)(v) = d

dt

∣∣∣
t=0

expp(tv) = d

dt

∣∣∣
t=0

γp,v(t) = γ̇p,v(t)
∣∣∣
t=0

= v.

Corollary C.3.8. On a neighborhood of 0p ∈ TpM , the exponential map expp is a diffeomorphism onto its image in M .

Proof. This follows from the inverse function theorem since d expp(0p) : T0pOp → TM is an isomorphism. �

Lemma C.3.9. exp is smooth on an open subset of O. In particular, O is open in TM , Op is open in TpM , and exp is
smooth on O.
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Proof. Suppose dimM = n. Let G denote the geodesic flow, which we assume is maximal, as always—let A denote the
maximal flow domain, which we know is an open subset of R×TM . ByCorollary 38, TM1 = {(p, v) ∈ TM : (1, p, v) ∈ A}
is open in TM . In particular, if (p, v) ∈ TM1, then (p, v) ∈ TMt for all t ∈ [0, 1] since one constructs the maximal
flow domain as the union of the maximal integral curves (see way above for this). We can write therefore write the
exponential function on its maximal domain of definition as the composite TM1

(1,id)−−−→ A
G−→ TM

π−→ M . All functions
in sight are smooth and TM1 is open in TM . Now observe that TM1 = O and hence that TM1,p = TM1 ∩ TpM =
{(p, v) ∈ TpM : (1, p, v) ∈ A} = Op is open in TpM in the subspace topology—the subspace topology on TpM is equivalent
to the topology it inherits from being diffeomorphic with Rn. One observes easily now that O = TM1 and so is open as
well. �

Corollary C.3.10. Consider the map E : O →M ×M given by (p, v) 7→ (p, expp(v)). Then for each p ∈M ,

dE((p, 0p)) : T(p,0p)TM → T(p,p)(M ×M)

is nonsingular.

Proof. Let (x, U) be chart about p inM . Note that any basis ∂

∂dxi

∣∣∣∣
(p,0p)

has for 1 ≤ i ≤ m ∂

∂dxi

∣∣∣∣
(p,0p)

= ∂

∂xi

∣∣∣∣
p

essentially

by definition. Equipping the codomain with the basis induced by the chart x×x, we see that the matrix of dE((p, 0p)) must

have the form
(

idm×m 0m×m
X Y

)
as the projection is independent of ∂j for j ≥ m+1. On the other hand, form+1 ≤ i ≤ 2m,

we already know that d expp(0p) is the identity by the above. Hence, Y = idm×m. Hence, in coordinates, we must have

dE((p, 0p)) =
(

idm×m 0m×m
X idm×m

)
which is upper triangular and therefore invertible. Hence, for each p ∈M , dE((p, 0p)) is non-singular. �

Theorem C.3.11 (Naturality exponential map). Let M and M̃ be two Riemannian manifolds, Φ : M → M̃ be a
Riemannian isometry and p a point in M . Denote by expM and expM̃ the exponential maps of M and M̃ , respectively.
Then

expM̃Φ(p) ◦Φ∗ = Φ ◦ expMp .

Theorem C.3.12. Let M and M̃ be two Riemannian manifolds, and Φ1, Φ2 : M → M̃ be two Riemannian isometries. If
there exists p ∈M such that Φ1(p) = Φ2(p) and dΦ1(p) = dΦ2(p), then Φ1 ≡ Φ2.

Proof. Exercise. (Hint: Prove that the set where the two isometries agree is both open and closed.)





Appendix D
Algebraic Topology

D.1 Products and Pairings in Homology and Cohomology

Warning. Milnor and Stasheff make at least two non-standard sign conventions.

(i) For ψ ∈ Hn(X) and σ ∈ Hn+1(X), their connecting homomorphism δ in the LES in cohomology is characterized by
the stipulation that

δψ(σ) = (−1)n+1ψ(∂σ).

In the usual account of algebraic topology, the connecting homomorphism following relation holds

δψ(σ) = ψ(∂σ).

(ii) Let ` ≤ k. Milnor and Stasheff define the cap product Ck(X)⊗ C`(X)→ Ck−`(X) by

σ _ ψ = (−1)`(k−`)ψ(σ| [vk−`, . . . , vk]) σ| [v0, . . . , vk−`].

The more standard definition is
σ _ ψ = ψ(σ| [v0, . . . , v`]) σ| [v`, . . . , vk].

D.1.1 Cup and Cap Products

Definition (Excisive Triad). A triad is a triple (X;A,B) where A,B ⊂ X and A ∪B = X. Given a homology (resp.
cohomology) theory E∗ (resp. E∗), we say that a triad (X;A,B) is excisive for E if the inclusion (A,A ∩ B) → (X,B)
induces an isomorphism on all homology (resp. cohomology) groups for E.

Theorem D.1.1. (X;A,B) is excisive iff (X;B,A) is excisive.

Proof. This is 7.13 in Switzer. �

Remark. The excision theorem in algebraic topology says roughly that when A,B ⊂ X such that Int(A) ∪ Int(B) = X,
then (X;A,B) is excisive for all homology and cohomology theories. This is further refined for CW-complexes as follows.
If X is a CW-complex and A,B ⊂ X are subcomplexes such that (X;A,B) is a triad, then this triad is excisive for all
homology and cohomology theories.

Definition (Cup Product). Given ϕ ∈ Ck(X;R) and ψ ∈ C`(X;R), define ϕ ^ ψ ∈ Ck+`(X;R) by

(ϕ ^ ψ)(σ) = ϕ(σ| [v0, . . . , vk])ψ(σ| [vk, . . . , vk+`]).

This is a bilinear pairing that descends to a bilinear pairing

Hk(X;R)⊗R H`(X;R) ^−→ Hk+`(X;R).

The same formula yields relative versions

97
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Hk(X;R)⊗R H`(X,A;R) ^−→ HK=`(X,A;R)
Hk(X,A;R)⊗R H`(X;R) ^−→ HK=`(X,A;R)

Hk(X,A;R)⊗R H`(X,A;R) ^−→ HK=`(X,A;R)

This is called the cup product.

Proposition D.1.2. When A,B ⊂ X are open subsets or when A,B ⊂ X are subcomplexes of the CW-complex X, there
is a a cup product

Hk(X,A;R)⊗R H`(X,B;R) ^−→ Hk+`(X,A ∪B;R).

Proof. This goes by showing that the inclusion of C∗(X,A∪B;R) into the subcomplex of C∗(X;R) consisting of cochains
that vanish on sums of chains in A and B is a cochain homotopy equivalence. �

Theorem D.1.3. Fix any ring R.

(a) For the differential δ of C∗(X,A;R) and for ϕ ∈ Ck(X,A;R) and ψ ∈ C`(X,A;R),

δ(ϕ ^ ψ) = δϕ ^ ψ + (−1)kϕ ^ δψ.

(b) The cup product turns H∗(X,A;R) =
⊕

iH
i(X,A;R) into an associative, graded commutative, unital, R-algebra. If

|α| = k and |β| = `, then α ^ β = (−1)k`β ^ α. This is called the cohomology ring.
(c) Given f : (X,A)→ (Y,B), the induced maps on relative cohomology f∗ satisfies

f∗(α ^ β) = f∗α ^ f∗β.

That is, f∗ is a ring-homomorphism.

Definition (Cap Product). Fix ` ≤ k, spaces A ⊂ X and a ring R. Define a bilinear pairing

Ck(X;R)⊗R C`(X;R) _−→ Ck−`(X;R)

by
σ _ ϕ = ϕ(σ| [v0, . . . , v`]) σ| [v`, . . . , vk].

This descends to a bilinear pairing on cohomology

_ : Hk(X;R)⊗R H`(X;R)→ Hk−`(X;R).

The same formula yields relative versions

Hk(X,A;R)⊗R H`(X;R) _−→ Hk−`(X,A;R)
Hk(X,A;R)⊗R H`(X,A;R) _−→ Hk−`(X,A;R)

Theorem D.1.4. Fix any ring R.

(a) Given σ ∈ Ck(X,A;R) and ϕ ∈ C`(X,A;R) with ` ≤ k,

∂(σ _ ϕ) = (−1)`(∂σ _ ϕ− σ _ δϕ).

(Using Milnor and Stasheff’s conventions, this has a somewhat nicer form.)
(b) Given f : (X,A)→ (Y,B),

f∗(α) _ ϕ = f∗(α _ f∗(ϕ))).

Theorem D.1.5. Fix ` ≤ k. Given α ∈ Ck+`(X,A;R), ϕ ∈ Ck(X,A;R) and ψ ∈ C`(X,A;R),

ψ(α _ ϕ) = (ϕ ∪ ψ)(α).

This holds on the level of cohomology as well.

D.1.2 Cohomology and Homology Cross Products

Definition (Cohomology Cross Product). Define a bilinear pairing
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Hn(X;R)⊗R Hn(Y ;R) ×−→ Hn+m(X × Y ;R)

called the cross product by
ϕ⊗ ψ 7→ ϕ× ψ def= pr∗X(ϕ) ^ pr∗Y (ψ).

If A ⊂ X is open (or a subcomplex) and B ⊂ Y is open (or a subcomplex), there is a more general cross product

Hn(X,A;R)⊗R Hn(Y,B;R) ×−→ Hn+m(X × Y,A× Y ∪X ×B;R),

where pr∗X(ϕ) ∈ Hn(X × Y,A× Y ;R) and pr∗Y (ψ) ∈ Hm(X × Y,X ×B;R).

Proposition D.1.6. If R is a commutative ring, then

H∗(X)⊗R H∗(Y ) def=
⊕
n

⊗
i+j=n

Hi(X)⊗R Hj(Y )

acquires the structure of a graded R-algebra where multiplication is defined on decomposable tensors by (the cup product
is being suppressed)

(a⊗ b)(c⊗ d) = (−1)|b||c|ac⊗ bd.

In this case, the cross product is a homomorphism of R-algebras. This is an isomorphism of R-algebras when R is a
commutative ring and H∗(Y ) is a finitely generated free R-module by the Künneth theorem.

D.1.3 Duality and Orientability

Notation. For A ⊂M , let H∗(M | A;R) = H∗(M,M \A;R). When A = {p}, we denote this by H∗(M | p;R).

Convention. We will understand “manifold” to mean a manifold without boundary here. All n-manifolds will have n ≥ 1.

Lemma D.1.7. For an n-manifold M and each p ∈ M , H∗(M | p;R) is concentrated in degree with n with Hn(M |
p;R) ∼= R.

Proof. Choose a coordinate system (x, U) about p with x : U → Rn a homeomorphism. WLOG x(p) = 0 perhaps by
shifting.

Since M \ {p} and U are open and M \ {p} ∪ U = M , we have an excision isomorphism

H(U | {p} ;R) = H∗(U,U \ {p} ;R) = H∗(U,M \ {p} ∩ U ;R)
∼=−→ H∗(M,M \ {p} ;R) = H∗(M | p;R)

induced by the evident inclusion of pairs (U,M \ {p} ∩ U) → (M,M \ {p}). There is also a homeomorphism of pairs
(U,U \ {p}) ∼= (Rn,Rn \ {0}). By the LES in homology for the pair (Rn,Rn \ {0}), we see that,

H∗(Rn | 0;R) ∼= H∗−1(Rn \ {0} ;R) for ∗ ≥ 1.

There is a natural homotopy equivalence Rn \ {0} → Sn−1 given by v 7→ v/‖v‖. Hence,

H∗(Rn | 0;R) ∼= H∗−1(Rn \ {0} ;R) ∼= H∗−1(Sn−1;R) for ∗ ≥ 1.

When ∗ = 0, H0(Rn | 0) can be computed by hand to be 0 and so H0(M | p;R) = 0. �

Lemma D.1.8. Let M be an n-manifold. If p ∈M and x : U ∼= Rn is a coordinate nbhd of p in M , then

H∗(M | B;R) ∼= H∗(M | p;R)

where B ⊂ U is any open subset contained in U mapping under x to an open ball of finite radius. Furthermore, this
isomorphism is induced by the map of pairs (M,M \B)→ (M,M \ {p}). In particular, Hn(M | B;R) ∼= R.

Proof. Perhaps by shifting, we may suppose WLOG that x(p) = 0. Note that M \ {p} deformation retracts onto M \B.
Indeed, it suffices to show that Rn \ {0} deformation retracts onto Rn \ B(0, r), where B is the open ball centered at 0
of some finite radius r. This map is obtained by

H(x, t) =

x ‖x‖ ≥ r,
(1− t)x− rx

‖x‖
t ‖x‖ ≤ r.
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This is clearly well-defined and it is continuous by the pasting lemma. In particular, this shows that (M,M \ B) →
(M,M \{p}) is a homotopy equivalence of pairs. Another way to see this is that what we have just shown is H∗(M \B)→
H∗(M \ {p}) is an isomorphism so it follows by naturality of the LES in homology and the five lemma applied to the
inclusion (M,M \B)→ (M,M \ {p}) that H∗(M | B)→ H∗(M | p) is an isomorphism. �

Definition. Let M be an n-manifold and R be a ring. We suppress coefficients.

(a) An R-fundamental class of M at a subspace X is an element µ ∈ Hn(M | X) such that for each x ∈ X, the map

Hn(M | X)→ Hn(M | x)

sends µ to a generator of Hn(M | x).
(b) An R-orientation µ of M is an assignment p 7→ µp ∈ Hn(M | p) which we require to satisfy the following condition.

For each p ∈M , there is a coordinate nbhd (x, U) of p with x(U) ∼= Rn and an open subset B ⊂ U such that x(B) is
an open ball of finite radius under x and a choice of generator µB ∈ Hn(M | B) such that for every q ∈ B, the natural
map Hn(M | B)→ Hn(M | q) maps µB 7→ µq.

(c) M is R-orientable if such an assignment as above exists.
(d) When R = Z, we say M is orientable if such an assignment as above exists.

Theorem D.1.9. Let M be a closed n-manifold and R be a ring. We suppress R coefficients.

(a) If M is R-orientable, then the map Hn(M)→ Hn(M | p) ∼= R is an isomorphism for p ∈M .
(b) If M is not R-orientable, then the map Hn(M) → Hn(M | p) ∼= R is not an isomorphism but it is injective and has

image {r ∈ R : 2r = 0}.
(c) Hi(M) = 0 for i > n.
(d) The torsion subgroup of Hn−1(M ; Z) is trivial if M is orientable and is Z/2 if M is non-orientable.
(e) If M ′ is any non-compact manifold of dimension n, the Hn(M ;R) = 0.

Reminder. Recall that the characteristic of a ring R, denoted char(R), is defined to be minimum integer n ≥ 1 such
that

1 + · · ·+ 1︸ ︷︷ ︸
n times

= 0

if it exists, and if such an integer does not exist, it is defined to be 1.

Corollary D.1.10. Fix a ring R with char(R) > 2 or char(R) = 0. If M is a closed manifold with Hn(M ;R) ∼= R, then
M is orientable.

Proof. If M is not orientable, then Hn(M) → Hn(M | p) ∼= R is injective with image the set of r ∈ R with 2r = 0. Our
assumptions preclude this, however, since R 6= 0 and 2r = 0 if and only if r = 0. �

Corollary D.1.11. Every closed n-manifold is Z/2-orientable.

Proof. Since 2 · 1 = 1 + 1 = 0 and 2 · 0 = 0 + 0 = 0 in Z/2, if M is not Z/2-orientable, then the map Hn(M ; Z/2) →
Hn(M | p; Z/2) ∼= Z/2 is injective and has image all of Z/2 and so is an isomorphism, but this contradicts the assumption
that M is not Z/2-orientable. �

Theorem D.1.12 (Brown). All topological manifolds with boundary have collars—that is, all topological manifolds with
boundary admit an open embedding ∂M × [0, 1)→M which restricts to the inclusion of ∂M into M at t = 0.

Corollary D.1.13. If M is a topological manifold with boundary, then M \∂M = Int(M)→M is a homotopy equivalence
and (M,∂M) is a good pair in the sense of Hatcher.

Definition. Let M be a compact n-manifold with boundary and R be a ring. We suppress coefficients.

(a) An R-orientation µ of M is defined to be an orientation of IntM .
(b) M is R-orientable if IntM is R-orientable.
(c) When R = Z, we say M is orientable if IntM is orientable.

Proposition D.1.14. If M is a manifold with boundary, then an R-orientation of M determines an R-orientation of
∂M .
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Proof. We drop coefficients throughout the proof.
Pick a coordinate nbhd U of a point p on the boundary of M and suppose U is contained in a collar nbhd of the

boundary. Suppose moreover that U maps to an open half ball in Hn and that U is contained in the domain of larger
chart. Let ∂U = U ∩ ∂M . Let N = IntM , let V = U \ ∂U and let q ∈ V .

Note that H∗(N | q) ∼= H∗(M | q) from the LES in homology and the five lemma since N →M and N \ {q} →M \ {q}
are homotopy equivalences as a consequence of the collar theorem. Similarly (M \ V ) \ {p} → M \ U is a homotopy
equivalence.

We then have the following chain of isomorphisms

Hn(N | q) ∼= Hn(M | q) ∼= Hn(M,M \ V )
∂−→∼= Hn−1(M \ V, (M \ V ) \ {p}) ∼= Hn−1(∂M | p)
∼= Hn−1(∂M | ∂U)

The penultimate isomorphism is excision of N \ V . The connecting homomorphism ∂ arises from the LES of the triple
(M,M \ V,M \ U) and is an isomorphism since H∗(M,M \ U) ∼= H∗(M,M) = 0 since M \ U → M is a homotopy
equivalence—indeed, one can simply construct this by showing that the complement of an open hall ball in Hn is homotopy
equivalent to Hn.

This map sends a local orientation to a local orientation and all isomorphisms in sight are natural so they descend to
restrictions between local generators. �

Corollary D.1.15. If M is a compact n-manifold with boundary and R-orientable, then there is a unique class µM ∈
Hn(M,∂M) mapping to the fundamental class of Hn−1(∂M).

Proof. Since Int(M) is not compact and homotopy equivalent to M , the LES of the pair (M,∂M) satisfies that
Hn(M,∂M) → Hn−1(∂M) is injective. Let C0 be a collar of the boundary of the form ∂M × [0, 1) and let C be the
image of ∂M × [0, 1/2) in M . Setting N = M \ C, N is compact, closed and a deformation retract of IntM . Hence,

H∗(IntM | N) ∼= H∗(M | IntM) = Hn(M,∂M).

The R-orientation of IntM maps the fundamental class µIntM for IntM to an element of Hn(IntM | N). This is itself a
fundamental class for the subspace N . Indeed, this follows from the following commutative diagram of inclusions of pairs

(IntM, IntM \M) (IntM, IntM \N)

(IntM, IntM \ {x}) (IntM, IntM \ {x})

Let µM be the image of µIntM int Hn(M,∂M). Naturality of the chain of isomorphisms above now implies that ∂µM gives
a generator of Hn−1(∂M | x) for all x ∈ ∂M furnishing an orientation. �

D.2 The Steenrod Algebra, Graded Modules and Graded Rings

Convention. We fix a prime p throughout, but indicate the special cases of p = 2.

Definitions. For a monoid M , an M-graded ring is a ring R with R ∼=
⊕

m∈M Rm as abelian groups and Rm · Rm′ ⊂
Rm·m′ . When we say a graded ring, we mean Z-graded, and we henceforth restrict to these and we will understand
certain Z-graded modules and rings to be trivial in negative degrees.

A graded left module over a graded ring R is a left R-moduleM such that as abelian groupsM =
⊕

n∈ZMn and Ri ·
Mj ⊂Mi+j . A graded right module is defined similarly withMi·Rj ⊂Mi+j . A homomorphism of graded R-modules
M and N is an R-linear map f : M → N that respects the grading in the sense that f =

⊕
i fi where fi : Mi → Ni.

If M is a graded right R-module and N is a graded left R-module, we define M ⊗R N to be the graded abelian group
with underlying abelian group M ⊗R N the usual tensor product and with grading defined by letting (M ⊗R N)k be the
subgroup (not submodule, of course) generated by elements m⊗ n with dimm+ dimn = k.

If R is a graded ring and n ∈ Z, let R(n) be graded the R-module which in degree k is given by R(n)k = Rn+k. A
free graded module over a graded ring is any direct sum of the form⊕

i∈I
R(ni).
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Suppose R is a commutative graded ring. This simply means R is a graded ring and additionally the multiplication
is commutative. A graded R-algebra over a commutative graded ring R is an R-algebra A—that is, a ring A that has
an R-module structure for which the ring multiplication is R-bilinear—where we additionally require the multiplication
map A ⊗R A → A to be a morphism of graded R-modules. We always assume algebras are associative. We say A is a
commutative graded R-algebra if for x ∈ Ai, y ∈ Aj , xy = (−1)ijyx. In fact, the map T : A ⊗ A → A ⊗ A generated
by sending ai ⊗ aj 7→ (−1)ijaj ⊗ ai for ai ∈ Ai and aj ∈ Aj is R-bilinear so descends to a map A⊗R A→ A⊗R A.

Continuing to suppose R is a commutative graded ring, if A and B are graded R-algebras, then A ⊗R B acquires a
graded R-algebra structure by defining µA,B : (A ⊗Z B) ⊗Z (A ⊗Z B) → A ⊗Z B by (µA ⊗ µB) ◦ (1 ⊗ T ⊗ 1), so that
(a1 ⊗ b1)(a2 ⊗ b2) = (−1)dim a2·dim b1(a1a2 ⊗ b1b2).

Continuing to suppose R is a commutative graded ring, let M be an ordinary R-module (not graded). Then we may
define its graded tensor algebra Γ(M) to be Γ(M) =

⊕
n≥0M

⊗Rn with M⊗R0 = R, and where “juxtaposition” defines
the product structure and where addition is obvious. The R-algebra structure follows since the tensor product “bilinearizes”
the r-action.

Definition. Suppose first that p > 2. The Steenrod algebra A = Ap is Z/p-algebra

Ap = (Z/p)[β, P 0, P 1, P 2, . . .]/I

where I is the ideal closed under Z/p-multiplication generated by P 0 − 1, β2, and the Adem relations

P aP b =
∑
j

(−1)a+j
(

(p− 1)(b− j)− 1
a− pj

)
P a+b−jP j a < pb

P aβP b =
∑
j

(−1)a+j
(

(p− 1)(b− j)
a− pj

)
βP a+b−jP j a ≤ pb

the binomial coefficients necessarily being taken mod p.
Here β is theBockstein homomorphism and the P a terms are call the Steenrod reduced p-th powers. The relation

P 0 = 1 is conceptually useful because it’s nice to sum from 0.
When p = 2, the Steenrod algebra has a somewhat more tractable description as the Z/2-algebra

A2 = (Z/2)[Sq0, Sq1, Sq2, Sq3, . . .]/I

where I is the ideal closed under Z/2-multiplication generated by Sq0 − 1 and the Adem relations

SqaSqb =
∑
j

(
b− j − 1
a− 2j

)
Sqa+b−jSqj a < 2b

the binomial coefficients necessarily being taken mod 2.
The Steenrod algebra Ap is naturally graded. For p = 2, degSqi = 2i. For p > 2, deg β = 1 and degP i = 2i(p− 1).

Theorem D.2.1. Let H∗ denote the cohomology functor H∗(−,−; Z/p) : Top(2) → AbN on pairs of spaces to graded
abelian groups. Then, in fact, H∗ : Top(2) → gModAp lands in graded modules over the Steenrod Algebra.

Theorem D.2.2. Let p = 2 and let H∗ = H∗(−,−; Zp). Then the Steenrod squares Sqi satisfy the following list of
properties on cohomology.

(1) Sqi : H∗(−,−; Z2) → H∗+i(−,−; Z2) is a natural transformation of cohomology theories, meaning Sqi : Hn → Hn+i

is natural and Sqi commutes with the connecting homomorphism in the LES in cohomology. This implies, for instance,
that Sqi(α+ β) = Sqi(α) + Sqi(β).

(2) If i > j, then Sqi(x) = 0 for all x ∈ Hj(K,L; Z2).
(3) Sqi(x) = x2 for all x ∈ Hi(K,L; Z2).
(4) Sq0 = id.
(5) Sq1 is the Bockstein homomorphism arising from the connecting homomorphism induced by hitting the SES

0→ Z2 → Z4 → Z2 → 0

with the cochain complex function C∗(K,L;−) and then noting that a SES of cochain complexes gives rise to a long
exact sequence in cohomology.

(6) Cartan formula: Sqi(xy) =
∑
j(Sqjx)(Sqi−jy).

(7) Adem relations: For a < 2b, SqaSqb =
∑
j

(
b−j−1
a−2j

)
Sqa+b−jSqj, the binomial coefficient is taken mod 2.
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Fix p > 2 and let H∗ = H∗(−,−; Zp). Then β and the Steenrod reduced p-th powers satisfy the following list of properties
on cohomology.

(1) P i : H∗(−,−; Zp)→ H∗+i(−,−; Zp) is a natural transformation of cohomology theories, meaning P i : Hn → Hn+i is
natural and P i commutes with the connecting homomorphism in the LES in cohomology. This implies, for instance,
that P i(α+ β) = P i(α) + P i(β).

(2) If 2i > j, then P i(x) = 0 for all x ∈ Hj(K,L; Zp).
(3) P i(x) = xp for all x ∈ H2i(K,L; Zp).
(4) P 0 = id.
(5) β is the Bockstein homomorphism arising from the connecting homomorphism induced by the SES

0→ Zp → Zp2 → Zp → 0

with the cochain complex function C∗(K,L;−) and then noting that a SES of cochain complexes gives rise to a long
exact sequence in cohomology.

(6) Cartan formula: P i(xy) =
∑
j(P jx)(P i−jy).

(7) Adem relations:

P aP b =
∑
j

(−1)a+j
(

(p− 1)(b− j)− 1
a− pj

)
P a+b−jP j a < pb

P aβP b =
∑
j

(−1)a+j
(

(p− 1)(b− j)
a− pj

)
βP a+b−jP j a ≤ pb.

the binomial coefficients being taken mod p.

Remark. Since the P is are coomology natural transformations, it will follow that they commute with the suspension
isomorphisms for reduced suspension on well-pointed spaces. This is essentially because of the way reduced and unreduced
co/homology theories are related.

Definition. Fix p > 2. The admissible monomials in the Steenrod algebra Ap are the monomials of the form

βε1P i1βε2P i2 · · ·βεnP in

for n ∈ N, where εi = 0 or 1 and where ij ≥ εj+1 +pij+1 for all j. In other words, the admissible monomials are the ones
to which we cannot apply the Adem relations. In general, any monomial is of this form, and we may give lexicographic
ordering to such monomials by associating to them the N-length tuples of integers (ε1 + pi1, ε2 + pi2, . . .). We define the
excess of an admissible monomial by

∑
j(2ij − 2pij+1 − εj+1) (the reason why is buried in Hatcher’s book where he

defines this).
Fix p = 2. The admissible monomials in the Steenrod algebra A2 are the monomials Sqi1Sqi2 · · ·Sqin−1Sqin for

n ∈ N, where ij ≥ 2ij+1 for all j. In other words, the admissible monomials are the ones to which we cannot apply the
Adem relations. It is convenient to write such monomials as SqI where I = (i1, . . . , in). In general, any monomial is of this
form, and we may give lexicographic ordering to such monomials by associating to them the N-length tuples of integers
(i1, i2, i3, . . .). We define the excess of an admissible monomial by

∑
j(ij − 2ij+1). For the Steenrod squares, we can write

this as e(I).

Theorem D.2.3. All monomials can be written as a sum of admissible monomials.

Proof. Use the lexicographic ordering and apply the Adem relations. �

Theorem D.2.4. The mod p Steenrod algebra is equivalently the collection of all stable cohomology operations on H∗ (or,
equivalently, HF∗p(HFp), if you know about spectra).





Appendix E
Point-Set Results

E.1 Miscellany

Theorem E.1.1 (May, Thm 7.4.1). Let p : E → B be a map and U be a numerable open cover of B. Then p is a
Hurewicz fibration iff p : p−1(U)→ U is a Hurewicz fibration for all U ∈ U .

Proof. Omitted. There are two typos in May’s proof. uj should be uj =
∑j
i=1 γTi(β)/

∑q
i=1 γTi(β) and s(e, β) should be

s(e, β)(0) = e.

Corollary E.1.2. Every numerable fiber bundle is a Hurewicz fibration.

Proof. For an element U of a numerable open cover by trivializing open sets, it suffices to show in the coordinates of the
trivialization that U × F → U is a Hurewicz fibration. Of course, the dashed lift in the following diagram

X U × F

X × I U

i0

(f,g)

H

always exists and can be taken to be the map (H, g ◦ prX). Hence, the previous theorem allows us to conclude. �

Theorem E.1.3. Every fiber bundle E → B is a Serre fibration.

Proof. Omitted.

Theorem E.1.4 (Lee, A.57). A proper continuous map to a locally compact Hausdorff space is a closed map.

Proof. We show that for f : X → Y continuous and proper and C ⊂ X closed, f(C)c is open. Since Y is LCH, each
y ∈ f(C)c has an open nbhd V containing y that is precompact (open set whose closure is compact). So K = f−1(V ) is
compact as f is proper and so C ∩K is a closed subset of the compact space K and so is compact in K and, hence, also
X. Hence, f(C ∩K) = f(C) ∩ V is compact. Since Y is Hausdorff, it is also closed. Hence, V \ (f(C) ∩ V ) = V \ f(C) is
an open nbhd of y not intersecting f(C). �

E.2 Submanifolds are Locally Closed

Definition. Say a subspace A ⊂ X is locally closed if it A is a closed subspace of an open subspace V of X.

Lemma E.2.1. Let A ⊂ X. TFAE:
(a) A is locally closed.
(b) Each p ∈ A has an open nbhd U ⊂ X such that A ∩ U is closed in U .
(c) A is open in its closure A.

Proof. (a)⇒ (b) A ⊂ V ⊂ X. The nbhd if V since V ∩A = A is closed in V .
(b) ⇒ (c) Let Up be a nbhd of p ∈ A asserted to exist. Then ClUp(Up ∩ A) = U ∩ ClX(A) since if x ∈ ClUp(Up ∩ A),

then every nbhd of x in U contains points of A and therefore since Up is open x ∈ A, which is the non-trivial inclusion.
Since Up ∩A is closed in Up, it follows that Up ∩A = Up ∩A and so Up ∩A is a nbhd of p in the subspace topology on A.
Since p was arbitrary, A ⊂ A is open in the subspace topology.

(c)⇒ (a) Since A ⊂ A is open in the subspace topology, there is an open subspace U of X such that U ∩A = A. �
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Theorem E.2.2. Submanifolds are locally closed.

Proof. Let Nn ⊂ Mm be a submanifold. By (b) above, this is a local problem, so fix p ∈ N . Then there is a chart
(x, U) of M about p which, for convenience, we assume x : U → Rm is a diffeomorphism onto an open subspace of some
Rm−k ×Rk

+ ⊂ Rm and we assume x(U) is an open ball, as well as a straightening diffeomorphism ϕ : V → Rm where we
may as well assume x(U) ⊂ V , where V is open in Rm. Then ϕx(U ∩N) = ϕx(U) ∩ 0×Rn−` ×R`

+ ⊂ Rm. But this is
closed in ϕx(U) since its complement is

ϕx(U) ∩ ϕx(U ∩N)c = ϕx(U) ∩ (ϕx(U) ∩ 0×Rn−` ×R`
+ ⊂ Rm)c = ϕx(U) ∩ (0×Rn−` ×R`

+)c

and 0×Rn−` ×R`
+ is closed so its complement is open, and therefore the intersection is an open subset in ϕx(U). This

shows that U is an open nbhd of p ∈ N for which N ∩ U is closed in U . We conclude by (b). �

Remark. The preceding theorem allows us to throw away the closed hypothesis in many assertions in the literature. It
can be useful to pair this with the corollary of the following theorem. Note that we phrase it differently from Kosinski,
however, because it seems that his statement is not quite correct.

E.3 Tubular Neighborhood Trick

In order to prove the following theorem in the smooth case, we need the following auxiliary lemma.

Lemma E.3.1. If f : M → N is a local diffeomorphism and C ⊂M is a submanifold for which f |C is a homeomorphism
onto its image, then f(C) is a submanifold of N and hence f |C is a diffeomorphism onto its image.

Proof. This is an exercise in definitions. Since f |C is a homeomorphism onto its image, it is a topological embedding. We
therefore only need to verify that it is an immersion, and this follows because the property of being an immersion is local
and f is locally a diffeomorphism. �

The following theorem is taken from Daniel Tausk’s notes, Lemma 8.12, where it is proved carefully. The hypotheses made
there are the ones when I arrived at while thinking about this.

Theorem E.3.2 (Tubular Neighborhood Trick). If f : X → Y is a local homeomorphism where Y is hereditarily
paracompact and Hausdorff and f is a homeomorphism on a subspace C ⊂ X, then f is a homeomorphism on a nbhd U
of C.

This can be upgraded to DIFF as follows. If f : X → Y is a local diffeomorphism which is a homeomorphism on a
submanifold C ⊂ X, then f is a diffeomorphism on a nbhd U of C.

Since closed subspaces of a paracompact Hausdorff spaces are themselves paracompact, the proof admits minor modifica-
tions showing the following.

Corollary E.3.3. If f : X → Y is a local homeomorphism where Y is paracompact Hausdorff and f is a homeomorphism
on a subspace C ⊂ X such that f(C) is closed in Y , then f is a homeomorphism on a nbhd U of C.

Remark. We have already shown that manifolds are hereditarily paracompact.

Proof (of Theorem). First, let us agree on some ad hoc terminology. For an open subset V of X, we will call the map f |V
a chart for f if f |V is a homeomorphism onto its image. We will let C ′ = f(C). Now, the trickiest part of this is showing
that a nbhd of f(C) of the correct form exists. Lang, as usual, does not explain this well, or even really try to explain
this.

Claim 22. For each point of x ∈ C and nbhd U in X of x, there is a nbhd V ⊂ U of x such that f(V ∩C) = f(V )∩ f(C).

Since U ∩C is open in C, f(U ∩C) is open in f(S). Hence, there is an open subset A ⊂ Y such that f(U ∩S) = A∩ f(S).
Let V = U ∩ f−1(A). Then V is an open nbhd of x contained in U and trivially we have f(V ′ ∩ C) ⊂ f(V ′) ∩ f(C). On
the other hand,

f(V ) ∩ f(C) ⊂ A ∩ f(C) = f(U ∩ C) = f(V ∩ C).

For the last equality, observe that V ⊂ U so V ∩ C ⊂ U ∩ C, while on the other hand, U ∩ C ⊂ f−1(A) (basically just
apply f−1 to f(U ∩ C) = A ∩ f(C)) so that by intersecting both sides of U ∩ C ⊂ f−1(A) with U and C, we obtain
U ∩ C ⊂ U ∩ f−1(A) ∩ C = V ∩ C and so f(U ∩ C) ⊂ f(V ∩ C) and therefore have equality.

Note that a local homeomorphism that is injective is a homeomorphism. Therefore it suffices to find an open set Z ⊂ X
containing C such that f |Z is injective. For each x ∈ C, let

https://web.archive.org/web/20210427204043/https://www.ime.usp.br/~tausk/texts/goodlem.pdf
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fx = f |U ′x : U ′x → V ′x

be a local homeomorphism. By the claim, we may assume WLOG that f(U ′x ∩C) = V ′x ∩C. Let Y0 =
⋃
x∈C V

′
x. Then this

is open and paracompact Hausdorff since Y is hereditarily paracompact and Hausdorff. Therefore {V ′x} admits a locally
finite open refinement, say {Vi}i∈I (the family {Vi}i∈I is locally finite in Y0).

For each index i, choose x ∈ C ∩ Vi such that Vi ⊂ V ′x and set

Ui = f−1
x (Vi) = (f |U ′x)−1(Vi) ⊂ U ′x,

which is open since Y0 is open and therefore its open subsets are open in Y . Then

fi = f |Ui : Ui → Vi

is a local homeomorphism and
f(Ui ∩ C) = Vi ∩ f(C).

This latter thing follows because fx is a homeomorphism and therefore

f−1
x (Vi ∩ f(C)) = f−1

x (Vi ∩ fx(C)) = f−1
x (Vi) ∩ f−1

x f(C) = Ui ∩ C.

Since paracompact Hausdorff spaces are normal, the shrinking lemma guarantees a locally finite open refinement of the
Vi on the same index set, say {Wi} with Wi ⊂ Vi such that ClY0(Wi) ⊂ Vi ⊂ V ′x. For each i ∈ I, let

Zi = f−1
i (Wi).

Then Zi ⊂ Ui ⊂ U ′x is open in X and, by abuse of notation, fi = f |Zi : Zi →Wi is a homeomorphism. Once again, since
fx is a homeomorphism, we have that

f(Zi ∩ C) = Wi ∩ f(C).

Now we claim that
C ⊂

⋃
i∈I

Zi.

Indeed, for x ∈ C, there exists i ∈ I such that f(x) ∈ Wi and therefore f(x) ∈ Wi ∩ f(C) = f(Zi ∩ C); it follows that
there exists y ∈ Zi ∩ C with f(y) = f(x) but since f |C is injective, x = y, proving the claim.

For each x ∈ C, let
Ix = {i ∈ I : f(x) ∈ ClY0(Wi)} .

Since the closed cover {ClY0(Wi)} is locally finite as W i ⊂ Vi and {Vi} is locally finite in Y0 so #(Ix) < ∞. Moreover,
Ix 6= Ø from the above.

Keep x ∈ C. If i ∈ Ix, then from what we have shown,

f(x) ∈ ClY0(Wi) ∩ f(C) ⊂ Vi ∩ f(C) = f(Ui ∩ C),

and so since f |C is injective, x ∈ Ui and, in particular

x ∈
⋂
i∈Ix

Ui,

and this holds for all x ∈ C.
Let us find an open nbhd Gx of f(x) in Y0 with the following properties:

(a) for each i ∈ I, Gx ∩Wi 6= Ø iff i ∈ Ix;
(b) Gx ⊂ f(

⋂
i∈Ix Ui).

Such a set Gx can be defined by
Gx = (Y0 \

⋃
i∈I\Ix

ClY0(Wi))︸ ︷︷ ︸
(a)

∩ f(
⋂
i∈Ix

Ui)︸ ︷︷ ︸
(b)

.

We claim that Gx is open in Y0 (and hence Y ). Since f is an open map and #(Ix) < ∞, f(
⋂
i∈Ix Ui) will be open

in Y0 and hence Y . Since {ClY0(Wi)} is locally finite and the union of any collection of locally finite sets is closed,
Y0 \

⋃
i∈I\Ix ClY0(Wi) is open in Y0 and hence Y—therefore Gx is open in Y0 and hence Y . Note that for any locally finite

collection of sets, the closure operator distributes over the union, which is where the penultimate assertion comes from.
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Let G =
⋃
x∈S Gx and let Z = f−1(G) ∩

⋃
i∈I Zi. Then G is open in Y0 and hence Y and therefore Z is open in X.

Moreover, S ⊂ Z since C ⊂
⋃
i∈I Zi and clearly f |Z : Z → G. Since Z is open and f is a local homeomorphism, f |Z is a

local homeomorphism. It therefore suffices to show it is injective to complete the proof.
Let x, y ∈ Z with f(x) = f(y). Pick indices i, j ∈ I with x ∈ Zi and y ∈ Zj . Now, f(x) = f(y) ∈ Gz for some z ∈ C

so f(x) ∈ Gz ∩Wi and f(y) ∈ Gz ∩Wj and therefore i, j ∈ Iz by property (a). Property (b) implies Gz ⊂ f(Ui ∩ Uj)
and therefore there exists p ∈ Ui ∩Uj with f(x) = f(p) = f(y). But since f is injective on Ui and on Uj individually, f is
injective on Ui ∩ Uj . Therefore x = p = y.

Observe that everything we did above made no explicit mention of whether we worked in TOP or DIFF. Indeed, because
smoothness is a local property, everything still goes through in the smooth. �



Appendix F
Inverse and Implicit Function Theorems

F.1 Some Basic Calculus

Reminders. Let m,n ∈ N and let E ⊆ Rn be an open subset.

(a) We say that a function f : E → Rn is differentiable at x ∈ E if there exists a linear transformation A : Rn → Rm

such that
lim
h→0

|f(x+ h)− f(x)−Ah|
|h|

= 0

in the usual ε-δ sense where h ∈ Rn. Equivalently, we say that f is differentiable at a ∈ E if there exists a linear
transformation A : Rn → Rm such that

lim
x→0

|f(x)− f(a)−A(x− a)|
|x− a|

= 0.

We call the linear transformation A the (total) derivative of f at x and often simply denote it by f ′(x) or Df(x). It

is unique. This relation can be rewritten as f(x+ h)− f(x) = f ′(x)h+ r(h) where limh→0
|r(h)|
|h|

= 0.

(b) Let f : Rn ⊇ E → Rm. Then with respect to any basis Bm = {u1, . . . , um} of Rm, we can write f(x) =
(f1(x), . . . , fm(x)) where fi : E → R are the component functions on ui for i = 1, . . . ,m. Let Bn = {e1, . . . , en} be
any basis of Rn. Suppose in addition that E is open and f is differentiable at x ∈ E. Then then the matrix of Df(x)
viewed as a linear transformation from Rn with basis Bn to Rm with basis Bm is simply the following m× n (rows
× columns) matrix of partial derivaties, called the Jacobian matrix:

(Df(x)) =

 (D1f1)(x) · · · (Dnf1)(x)
· · · · · · · · ·

(D1fm)(x) · · · (Dnfm)(x)

 .

We can recover the multivariable chain rule from this. Note however that even if a function has such a matrix, it may
not be differentiable. It is not enough for a function to have all partial derivatives at a point for the derivative to exist.
(c) We put a norm on the space of linear transformations by ‖A‖ def= sup{‖Ax‖ : ‖x‖ ≤ 1} where ‖x‖ =

√∑
x2
i is the

usual norm on a Euclidean space. For scalar vector spaces, there is an equivalent norm on the corresponding space of
matrices called the Frobenius norm defined by ‖(aij)‖ =

√∑
a2
ij .

(d) Given two normed linear spaces V and W over a field F, let B(V,W ) denote the space bounded and hence
continuous linear transformations V → W ; if V and W are finite dimensional, then B(V,W ) = L(V,W ). Suppose a
f : E ⊆ Rn → Rm is continuously differentiable on an open set E ⊆ Rn. Then Df : E → B(Rn,Rm) = L(Rn,Rm) is
continuous on E as it is a matrix of continuous functions. In fact, if {e1, . . . , en} and {u1, . . . , um} are standard bases
and if Df(x) = (aij), y =

∑n
i=1 ciei, then (Df(x))y =

∑m
i=1(

∑n
j=1 aijcj)ui (an m × n matrix) so by the Schwarz

inequality, ‖(Df(x))y‖2 =
∑
i(
∑
j aijcj)2 ≤

∑
i(
∑
j a

2
ij ·
∑
j c

2
j ) =

∑
i,j a

2
i,j‖y‖2 so that for the linear transformation

norm, ‖Df(x)‖ ≤ ‖
√∑

a2
ij‖. If f is continuously differentiable, then the aij are actually continuous functions. Thus,

if ε > 0 there exists a δ > 0 such that if ‖x− y‖ < δ, then ‖Df(x)−Df(y)‖ = ‖(aij(x)− aij(y))‖ < ε. Just take the
smallest δ working appropriately for each aij. This shows that, in fact, Df : E → B(Rn,Rm) is continuous.
(e) If a function f is defined in an open subset E ⊆ R2 and D1f , D21f and D2f exist everywhere in E and D21f
is continuous at (a, b) ∈ E, then D12f exists at (a, b) and we have equality of the mixed partials: (D12f)(a, b) =
(D21f)(a, b). Therefore D21f = D12f if f ∈ C2(E).

109
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(f) If f : E ⊆ Rn → Rm is differentiable on an open convex set E ⊆ Rn and there existsM ≥ 0 such that ‖Df(x)‖ ≤M
for all x ∈ E, then ‖f(b)− f(a)‖ ≤M‖b− a‖ for all a, b ∈ E. To see this, first suppose n = 1 and let z = f(b)− f(a)
and let ϕ(t) = z ·f(t). Then ϕ is real valued and differentiable on (a, b), therefore ϕ(b)−ϕ(a) = (b−a)z ·f ′(x) while on
the other hand ϕ(b)−ϕ(a) = ‖z‖2. The Schwarz inequality then says that ‖z‖2 = (b−a)‖z ·f ′(x)‖ ≤ (b−a)‖z‖‖f ′(x)‖.
In the general case, let γ(t) = (1− t)a+ tb and let g(t) = f(γ(t)) and use this case to derive the result.

Lemma F.1.1 (Contraction Lemma). Let (X, d) be a non-empty metric space and let Ø 6= A ⊆ X equipped with the
metric it inherits from X. Let ϕ : A→ X be a contraction map.

(a) If ϕ has a fixed point, then it is unique.
(b) Suppose in addition that X is complete and A = X. Then there exists a unique fixed point for ϕ.

Proof. (a) Uniqueness is trivial. Indeed, suppose ϕ has a fixed point x ∈ A and suppose y ∈ A is another. Then
d(x, y) = d(ϕ(x), ϕ(y)) ≤ cd(x, y) for some 0 ≤ c < 1. This can only happen when c = 0 or d(x, y) = 0 and this latter case
implies that x = y for a metric space has d(x, y) = 0 iff x = y. But if c = 0, then d(ϕ(x), ϕ(y)) = 0 for all x, y ∈ A and
therefore ϕ is the constant map, and in this case, only one point satisfies ϕ(x) = x, again. Thus, uniqueness is proved.

(b) Now suppose A = X and that X is complete. Uniqueness of the alleged fixed point is due to (a), we prove existence.
Fix any x0 ∈ X and define a sequence (xn) recursively by letting xn = ϕ(xn−1). Then d(xn+1, xn) = d(ϕ(xn), ϕ(xn−1)) ≤
cd(xn, xn−1) and by induction d(xn+1, xn) ≤ cnd(x1, x0). Thus, ifm > n, then d(xn, xm) ≤

∑m
i=n+1 d(xi, xi−1) ≤ (cn+· · ·+

cm−1)d(x1, x0) = cn(
∑m−n−1
k=0 ck)d(x1, x0) and the geometric series has sum 1/(1−c) so this is ≤ cn[(1−c)−1d(x1, x0)]→ 0

as n → ∞. So this is a Cauchy sequence in X, and so (xn) converges in X, say xn → x. But then since ϕ is continuous,
it is sequentially continuous, and so ϕ(x) = limn→∞ ϕ(xn) = limn→∞ xn+1 = x. Thus there exists a fixed point of the
contraction map ϕ, namely x, and this fixed point is unique. �

F.2 Inverse Function Theorem

Remark. In order to distinguish between the usual norm on the set of bounded linear maps between two normed linear
spaces and the usual Euclidean norm on Rd, we shall denote the latter by |·|. Moreover, for ease of reading, we shall use
boldface notation to indicate that certain elements should be understood as vectors or taking values in Rd for d > 1.

Theorem F.2.1. Suppose f is a C1-mapping of an open set E ⊆ Rd into Rd and suppose there exists a ∈ E such that
Df(a) is invertible. Then:

(a) There exist open sets U, V ⊆ Rn (which we may take to be connected) such that a ∈ U , f(a) ∈ V , f |U is a
homeomorphism onto V and Df(x) is invertible for all x ∈ U .
(b) If g : V → U is the inverse of f |U (this exists by (a)), then g ∈ C1(V ).
(c) If, in addition, f is Ck for some k ∈ N ∪ {∞}, then so too is g : V → U .

Writing the equation y = f(x) in component form, we arrive at the following interpretation of the conclusion of the
theorem: The system of n equations

yi = fi(x1, . . . , xd) (1 ≤ i ≤ n)

can be solved for x1, . . . , xd in terms of y1, . . . , yd if we restrict x and y to small enough nbhds of a ∈ E and f(a) ∈ Im f .
In addition, the solutions are unique and continuously differentiable on these nbhds.

Proof. (a) For ease of notation, let A = Df(a). Since Df(a) is invertible. Thus, let λ = 1
2‖A

−1‖−1. Since Df is continuous
at a, there exists an open ball U ⊆ E centered at a such that for all x ∈ U ,

‖Df(x)−Df(a)‖ < λ = 1
2‖Df(a)−1‖−1.

Then
‖Df(x)−Df(a)‖‖(Df(a))−1‖ < 1

2 < 1

which implies that Df(x) is invertible for all x ∈ U . (If we didn’t know this, we could consider determinants).
Now we “linearize” this with a sort of modified Newton’s approximation1, allowing us to use the contraction lemma.

For each y ∈ Rd, associate a function ϕy : E → Rd defined for x ∈ E by

1 Newton’s method to find a zero of a differentiable f : I → R is to let x0 ∈ dom f , let x1 = x0−f(x0)/f ′(x0) and let x2 = x1−f(x1)/f ′(x1)
etc. and hope this converges.
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ϕy(x) def= x +A−1(y− f(x)) = x +Df(a)−1(y− f(x)).

Note that x is a fixed point of ϕy iff y = f(x) because A is a one-to-one linear transformation.
Now, since

Dϕy(x) = I − (Df(a))−1Df(x) = A−1(A−Df(x)),

it follows that for all x ∈ U ,
‖Dϕy(x)‖ < ‖A−1‖‖A−Df(x)‖ < λ‖A−1‖ < 1

2 .

By (f) of the reminders, this means that

|ϕy(x1)− ϕy(x2)| ≤ 1
2 |x1 − x2| . (∗)

Hence, for every y ∈ Rd, ϕy is a contraction mapping. Therefore, by (a) of the contraction lemma, if ϕy has a fixed point
in U , then f(x) = y is the unique fixed point of ϕy. Observe that this holds with the choice of y = f(x) for each x ∈ U ;
since we can do this for every x ∈ U , it follows that f is one-to-one on U .

Put V = f [U ]. We shall show that every y ∈ V has an open nbhd contained in V , thereby proving V is open. Towards
this end, fix y0 ∈ V ; then y0 = f(x0) for some x0 ∈ U . Let B = B(x0, r) be an open ball with center at x0 and radius
r > 0 such that B ⊆ U . We assert that y ∈ V whenever |y− y0| < λr = r

2‖A
−1‖−1.

Fix y with |y− y0| < λr and put ϕy(x) = x +A−1(y− f(x)) as above. Then

|ϕ(x0)− x0| =
∣∣A−1(y− y0)

∣∣ < ‖A−1‖λr = r

2 .

Notice that (∗) holds by continuity of ϕ for x,y ∈ B ⊆ U ; hence, by the triangle inequality, for x ∈ B,

|ϕy(x)− x0| ≤ |ϕy(x)− ϕ(x0)|+ |ϕy(x0) + x0|

<
1
2 |x− x0|+

r

2 ≤ r.

Thus, ϕy(x) ∈ B.
Therefore ϕy is a contraction of B into B; B being a closed subset of a complete space, B is complete. By the contraction

lemma, ϕy has a fixed point x ∈ B and for this x, f(x) = y; thus y ∈ f [B] ⊆ f [B] ⊆ f [U ] = V . Analogously, given any
open subset O ⊆ U , f [O] ⊆ V is open in V , so f is an open map and therefore a homeomorphism onto V . This is (a).

(b) Let g = ( f |U)−1 so that g : V = f [U ]→ U . Pick y,y+k ∈ V with k 6= 0 and write g(y) = x and g(y+k) = x+h.
Then h 6= 0 since f is a homeomorphism. Let ϕy be as before. Then

ϕy(x + h)− ϕ(x) = h +A−1[f(x)− f(x + h)] = h−A−1k.

As we saw, for all x1,x2 ∈ U , |ϕy(x1)− ϕy(x2)| ≤ 1
2 |x1 − x2|, so

∣∣h−A−1k
∣∣ ≤ 1

2 |h| and therefore by the reverse triangle
inequality, ∣∣|h| − ∣∣A−1k

∣∣∣∣ ≤ 1
2 |h| so that 1

2 |h| ≤
∣∣A−1k

∣∣ ≤ 3
2 |h|

and from this we obtain
|h| ≤ 2‖A−1‖ |k| = λ−1 |k| . (∗∗)

Now, let T = (Df(x))−1. Since

g(y + k)− g(y)− Tk = h− Tk = −T [f(x + h)− f(x)−Df(x)h],

(∗∗) implies that
|g(y + k)− g(y)− Tk|

|k| ≤ ‖T‖
λ

|f(x + h)− f(x)−Df(x)h|
|h| .

As k → 0, (∗∗) shows that h → 0. The RHS of the above inequality thus tends to 0. Hence, by the squeeze theorem, so
too does the LHS. Hence, Dg(y) = T ; but T = (Df(x))−1 = (Df(g(y)))−1. Thus, for all y ∈ V ,

Dg(y) = [Df(g(y))]−1.

Since x 7→ Df(x) is continuous, the matrix components ofDf(x) are continuous. Since inversion in L(Rd,Rd) is continuous
with respect to the operator norm, it must be that g is continuously differentiable.
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(c) Notice that every function A ∈ GL(d,R) is infinitely differentiable. In fact, the inversion map ı : GL(d,R) →
GL(d,R) is C∞, viewing GL(d,R) ⊆ Rd2—for instance, GL(d,R) is a Lie group. Let ι denote this inversion. Therefore
Dg = ι ◦ Df ◦ g, so this now follows from the chain rule that g is Ck. Indeed, observe that Dx(Dg(x)) = (DDf(g)xι) ◦
Dg(x)(Df) ◦Dxg. �

Remark. It follows from (c) that a C1-diffeomorphism which is Ck is in fact a Ck-diffeomorphism. This follows because
D(g(y)) = ι ◦Df ◦ g(y) and then the chain-rule plus induction yields this for us.

The extension to differentiable manifolds goes as follows:

Theorem F.2.2. Let M and N be smooth n-manifolds and suppose f : M → N is Ck and for some p ∈ N , Dfp : TpM →
TqN is invertible where q = f(p). Then there exist open sets U ⊆ M and V ⊆ N such that f : U → V is a Ck-
diffeomorphism.

Proof. Let (U1, ϕ) and (V1, ψ) be charts about p and q respectively and thereby consider f in its coordinate presentation:
F = ψ−1 ◦ f ◦ ϕ. Then F is Ck. Let x ∈ U1 such that ϕ(x) = p and notice that DF is invertible at x since each of
the functions in the composite is: DxF = Dq(ψ−1) ◦ Dpf ◦ Dxϕ. By the inverse function theorem in Rn, we have sets
U0 ⊆ U1 and V0 ⊆ V1 such that F : U0 → V0 is a Ck-diffemomorphism. Put U = ϕ[U1] and V = ψ[V1]. Since ϕ and ψ are
diffeomorphisms, U and V are open and we have f = ψ ◦ F ◦ ϕ−1 : U ⊆M → V ⊆ N is a Ck-diffeomorphism. �

Corollary F.2.3. Suppose U ⊆ Rn is open and f : U → Rn is continuously differentiable with Df(x) invertible for each
x ∈ U . Then f is an open map and therefore f [U ] is open in Rn. If in addition f is injective and smooth, then f : U → f [U ]
is a diffeomorphism.

Proof. For each a ∈ U , we can find an open nbhd of a in U upon which the restriction of f is a diffeomorphism (hence,
open) by the inverse function theorem. This works for every point so first assertion follows since, after all, we may therefore
write f [U ] as a union of open sets. If f is injective, the inverse f−1 exists and on a nbhd of each of its points f(a) ∈ f [U ],
it is equal to the inverse given by the inverse function theorem by uniqueness of inverses, and therefore f−1 is smooth and
injective as desired. �

F.3 Implicit Function Theorem

Theorem F.3.1. Let f : E → Rk be a Cm function on an open subset E ⊆ Rn×Rk. Let (x,y) = (x1, . . . , xn, y1, . . . , yk)
denote standard coordinates on E and suppose that for some (a,b) ∈ U , the k × k matrix(

∂f i

∂yi
(a,b)

)
is invertible. Then there exist open nbhds (x,y) ∈ V0 ⊆ Rn and y ∈W0 ⊆ Rk and a Ck function g : V0 →W0 such that

(a) f(x,g(x)) = f(a,b) for all x ∈ V0.
(b) f−1[{f(a,b)}] ∩ (V0 ×W0) is the graph of g—that is, f(x,y) = f(a,b) for (x,y) ∈ V0 ×W0 iff y = g(x).
(c) g is Ck and has derivative given by

Dg(b) = −
(
∂f i

∂yj
(a,b)

)−1(
∂f i

∂xj
(a,b)

)
.

Proof. Consider the function Ψ : U → Rn×k defined by Ψ(x,y) = (x, f(x,y)). Then

DΨ(a,b) =

 In 0(
∂f i

∂xj
(a,b)

) (
∂f i

∂yj
(a,b)

)
which is invertible because it is block lower triangular and the blocks on the main diagonal are nonsingular. Thus, by the
inverse function theorem, there exist open connected nbhds (a,b) ∈ U0 and (a, f(a,b)) ∈ Y0 such that Ψ : U0 → Y0 is a
Cm-diffeomorphism. WLOG suppose U0 = V ×W . Henceforth, we only consider Ψ on U0.

Write Ψ−1(x,y) = (A(x,y), B(x,y)) for some Cm component functions A and B. Then

(x,y) = Ψ(Ψ−1(x,y)) = Ψ(A(x,y), B(x,y)) = (A(x,y), f(A(x,y), B(x,y))) . (∗)

It therefore follows that A(x,y) = x, so Ψ−1 has the form Ψ−1(x,y) = (x, B(x,y)).
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Put W = W0 and V0 = {x ∈ V ⊆ Rn : (x, f(a,b)) ∈ Y0}. Define g : V0 →W0 by g(x) = B(x, f(a,b)). Then (∗) implies
that for all x ∈ V0,

f(a,b) = f (x, B (x, f(a,b))) = f(x,g(x)).

Hence, the graph of g is contained in f−1[{f(a,b)}]. Conversely, suppose (x,y) ∈ V0 ×W0 and f(x,y) = f(a,b). Then
Ψ(x,y) = ((x, f(x,y))) = (x, f(a,b)), so

(x,y) = Ψ−1 (x, f(a,b)) = (x, B(x, f(a,b))) = (x,g(x)),

implying that y = g(x), as desired.
Finally, to compute Dg(b), put Φ(x) = (x,g(x)). Then for x ∈ V0 and k ∈ Rn,

Φ′(x)k = (g′(x)k,k).

As we know, f(Φ(x)) = f(a,b) for x ∈ V0. The chain rule shows therefore that

(Df(Φ(x))) (DΦ(x)) = 0.

When x = a, Φ(x) = (a,b) and Df(Φ(x)) = Df(a,b). Thus,

[Df(a,b)][DΦ(a)] = 0.

Then for every k ∈ Rn,(
∂f i

∂yj
(a,b)

)
[Dg(b)]k +

(
∂f i

∂xj
(a,b)

)
k = [Df(a,b)](Dg(b)k,k) = [Df(a,b)][DΦ(b)]k = 0.

Thus, (
∂f i

∂yj
(a,b)

)
[Dg(b)] +

(
∂f i

∂xj
(a,b)

)
= 0 (∗∗)

which is equivalent to our assertion about Dg(b). �
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