
Penneys Math 8110, Higher Linear Algebra Categories

Category theory is an elegant and powerful language for studying various branches of
mathematics. Often proofs can be formalized to apply in many different situations, and
many definitions apply to many different mathematical structures simultaneously. Deep
connections between different areas of mathematics can be seen from the existence of functors
(maps) between categories.

2.1. Categories.

Definition 2.1.1. A category has a collection of objects, and between any two objects, a set
of morphisms. We write c ∈ C to denote an object of a category C, and we write C(a → b)
or Hom(a→ b) for the set of morphisms from a to b, and we write End(a) := Hom(a→ a).
There is a composition law for morphisms: if f ∈ C(a → b) and g ∈ C(b → c), there is a
morphism g ◦ f ∈ C(a → c). This composition must be associative, and every object c ∈ C
has an identity morphism idc ∈ C(c→ c).
An isomorphism is an invertible morphism. We say two objects a, b are isomorphic if there

is an isomorphism a → b. We always assume that C is locally small, i.e., the isomorphism
classes of our category form a set, unless stated otherwise.

Example 2.1.2. Typical examples of categories one works with are:

• Set, the category of sets and functions (which is not locally small),
• Top, the category of topological spaces and continuous maps (which is not locally
small),
• Vec, the category of finite dimensional complex vector spaces and linear maps, and
• Hilb, the category of finite dimensional Hilbert spaces and linear maps.
• Rep(G), the category of finite dimensional complex representations of a finite group
G. In more detail, objects are pairs (V, π) where V ∈ Vec and π : G→ End(V ) is a
homomorphism. The morphisms are G-equivariant maps, i.e., T : (V, π)→ (W, ρ) is
a linear map T : V → W such that Tπg = ρgT for all g ∈ G.

• Rep†(G), the category of finite dimensional Hilbert space unitary representations of
a finite group G.
• Rep(A), the category of all finite dimensional complex representations of a finite
dimensional unital algebra A.
• Rep†(A), the category of all finite dimensional Hilbert space representations of a
unitary algebra A.

Example 2.1.3. Let M be a monoid. The delooping BM is the category with one object ⋆
and End(⋆) := M , where the composition law is multiplication in M and id⋆ is the unit of
M . In this sense, one should think of a category as a monoid with more than one object.

Definition 2.1.4. A map of categories is called a functor. A functor F : A → B assigns an
object F (a) ∈ B to each a ∈ A and a morphism F (f) : F (a)→ F (b) to each f ∈ A(a→ b).
We require that F preserves identities and the composition law.

Example 2.1.5. A common type of functor is a forgetful functor which forgets extra
structure. For example, there are organic forgetful functors Top → Set, Vec → Set, and
Hilb→ Vec.
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Example 2.1.6. (Small) Categories and functors form a category (which is not locally small)
Catτ≤1. The reason for this subscript will become clear in the next chapter.

We call a category C pointed if it comes equipped with a choice of distinguished object
c ∈ C. A functor between pointed categories (C, c) → (D, d) is a functor F : C → D such
that F (c) = d. We denote the category of pointed (small) categories by Cat∗τ≤1.

Example 2.1.7. Consider the category Mon of monoids and monoid homomorphisms. De-
looping gives a functor B : Mon→ Cat∗τ≤1, where a monoid M is mapped to (BM, ⋆).

Now for (C, c) ∈ Cat∗τ≤1, we can define the loops of C at c by Ω(C, c) := EndC(c), which
gives us a monoid. One can check that Ω : Cat∗τ≤1 → Mon is a functor such that Ω◦B = idMon.

Definition 2.1.8. The functors from A → B themselves form another category. Given two
functors F,G : A → B, a natural transformation ρ : F ⇒ G is an assignment of a map
ρa ∈ B(F (a) → G(a)) for every a ∈ A such that the following diagram commutes for every
f ∈ A(a→ b).

F (a) F (b)

G(a) G(b)

ρa

F (f)

ρb

G(f)

Given three functors F,G,H : A → B, composition of natural transformations ρ : F ⇒ G
and σ : G ⇒ H is given by (σ · ρ)a := σa ◦B ρa. It is straightforward to show σ · ρ satisfies
the above commutative square.

We denote the category of functors A → B and natural transformations by Fun(A → B).

Exercise 2.1.9. Prove that if F1, F2 : A → B and G1, G2 : B → C are functors and
ρ : F1 ⇒ F2 and σ : G1 ⇒ G2 are natural transformations, find another composite σ ◦ ρ :
G1 ◦ F1 ⇒ G2 ◦ F2.

Definition 2.1.10. An equivalence between categories C → D consists of a functor F : C →
D, a functor G : D → C, and natural isomorphisms F ◦G ∼= idD and G ◦ F ∼= idC.

Example 2.1.11. The forgetful functor Hilb→ Vec is an equivalence.

Exercise 2.1.12. Show that there is an equivalence of categories Fun(BG→ Hilb) ∼= Rep†(G)
where G is a finite group and BG is its delooping from Example 2.1.3.

Definition 2.1.13. A functor F : C → D is called:

• faithful if the function C(a→ b)→ D(F (a)→ F (b)) is injective,
• full if the function C(a→ b)→ D(F (a)→ F (b)) is surjective,
• essentially surjective if every object d ∈ D is isomorphic to an object of the form
F (c) for some c ∈ C.

Exercise 2.1.14. Prove that a functor F : C → D can be augmented to an equivalence if
and only if F is fully faithful and essentially surjective.

The following exercise is essential to universal properties in the sections below.
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2.2. Linear categories and linear functors.

Definition 2.2.1. We call a category C linear if it is enriched in finite dimensional complex
vector spaces. This means that C(a → b) is a finite dimensional complex vector space for
each a, b ∈ C, and pre- and post-composition by any composable morphism in C is a linear
operation. In other words, the composition operation

− ◦C − : C(b→ c)⊗ C(a→ b) −→ C(a→ c) given by g ⊗ f 7→ g ◦ f
is a linear map.

A functor F : C → D between linear categories is called linear if it is linear on hom spaces,
i.e., for all f, g ∈ C(a→ b) and λ ∈ C, F (λf + g) = λF (f) + F (g).

Two linear categories C,D are equivalent if there is an equivalence consisting of linear
functors F : C → D and G : D → C.

Unless stated otherwise, all categories and functors in this section are linear.

Example 2.2.2. Let A be a unital finite dimensional complex algebra. The category BA,
called the delooping of A, has one object ⋆ and End(⋆) := A. In this sense, one should think
of a linear category as an algebra with more than one object.

Example 2.2.3. Both Vec and Hilb are linear categories. Moreover, the forgetful functor
Hilb→ Vec is an equivalence of linear categories.

Example 2.2.4. Let S be a set. The category Vec(S) has objects finite dimensional S-graded
complex vector spaces V =

⊕
s∈S Vs and grading-preserving linear maps, i.e., if T : V → W ,

then T (Vs) ⊂ Ws.

Example 2.2.5. Let G be a finite group. Both Rep(G) and Rep†(G) are linear categories.

Example 2.2.6. When C,D are linear categories, Fun(C → D) is also a linear category,
except the spaces Hom(F ⇒ G) of natural transformations may be infinite dimensional.

Example 2.2.7. Let d ∈ C. The category TLJ(d) has objects n ∈ N = {0, 1, 2, . . . }
and TLJ(m → n) consists of complex linear combinations of Kauffman diagrams with m
boundary points on the bottom and n boundary points on the top. For example, the basis
for TLJ(d)(4→ 2) is given by{

, , , ,
}
.

Composition is given by the usual stacking of diagrams and bubble popping relation. TODO:
more details here!

2.3. Unitary categories and linking algebras. For this section, C is a linear category.
A dagger category is basically a complex ∗-algebra with more than one object.

Definition 2.3.1. A dagger structure on a linear category C is a collection of anti-linear
maps † : C(a→ b)→ C(b→ a) for all a, b ∈ C such that:

• For all f ∈ C(a→ b) and g ∈ C(b→ c), (g ◦ f)† = f † ◦ g†, and
• For all f ∈ C(a→ b), f †† = f .

Observe these conditions implies id†
a = ida for all a ∈ C.

A dagger category is a linear category C equipped with a dagger structure. We write C♮
be the underlying linear category of C where we have forgotten the dagger structure.
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Definition 2.3.2. A morphism u : a→ b in a dagger category is called:

• an isometry if u†u = ida,
• a coisometry if uu† = idb,
• a unitary if u is both an isometry and a cosiometry.

Definition 2.3.3. A †-functor C → D is a †-preserving linear functor, i.e., for f ∈ C(a→ b),
F(f †) = F(f)†.
Two †-categories C,D are equivalent if there is an equivalence consisting of †-functors

F : C → D and G : D → C and unitary natural isomorphisms F ◦G ∼= idD and G ◦ F ∼= idC.

Exercise 2.3.4. Prove that a †-functor F : C → D can be augmented to an equivalence if
and only if F is fully faithful and unitarily essentially surjective, i.e., for every d ∈ D, there
is a c ∈ C and a unitary isomorphism u : F (c)→ d.

Definition 2.3.5. Given a category C and objects a, b ∈ C, the linking algebra L(a, b) is

L(a, b) :=

(
C(a→ a) C(b→ a)
C(a→ b) C(b→ b)

)
whose multiplication is given by matrix multiplication and composition in C. More generally,
given a1, . . . , an ∈ C, we can define the linking algebra L(a1, . . . , an).

We now generalize the definition of unitary algebra (finite dimensional C∗-algebra) to a
category.

Definition 2.3.6. A unitary category is a dagger category C such that every linking algebra
L(a1, . . . , an) is a unitary algebra.
A unitary category is called finite if there is a global bound on the dimensions of the centers

of all linking algebras. That is, there is a K > 0 such that dim(Z(L(a1, . . . , an))) < K for
all a1, . . . , an ∈ C.

Example 2.3.7. If A is a unitary algebra, its delooping BA is a finite unitary category.

Example 2.3.8. Let S be a set. The category Hilb(S) of finite dimensional S-graded Hilbert
spaces and grading-preserving maps is a unitary category.

Example 2.3.9. For G a finite group, Rep†(G) is a unitary category.

Remark 2.3.10. We will see later on that when C,D are unitary categories with C finite,
the category Fun†(C → D) of †-functors and natural transformations is a unitary category
where the dagger of η : F ⇒ G is given by η†c := (ηc)

† for all c ∈ C. If C is not finite, we must
restrict to uniformly bounded natural transformations to obtain a dagger category again, but
the hom spaces Hom(F ⇒ G) will no longer be finite dimensional.

Definition 2.3.11 (Polar decomposition). Suppose C is a unitary category and f ∈ C(a→
b). Then considering f as an off-diagonal morphism in the linking algebra L(a, b), we may
decompose f = u|f | where |f | ∈ C(a → a) is the unique positive square root of f †f and
u ∈ C(a→ b) is the unique partial isometry such that u†u = supp(|f |).

Lemma 2.3.12. Suppose C is a unitary category. For f ∈ C(a → b), the following are
equivalent.

(1) f has a left inverse.
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(2) f †f is invertible.
(3) In the polar decomposition f = u|f |, u is an isometry.

Dually, f has a right inverse if and only if ff † is invertible if and only if u is a coisometry.

Proof. Consider the unitary linking algebra L(a, b), which comes equipped with a canonical
projection

p =

(
ida 0
0 0

)
∈
(
C(a→ a) C(b→ a)
C(a→ b) C(b→ b)

)
= L(a, b).

We may identify the morphisms f, u, |f | in C respectively with the operators(
0 0
f 0

)
,

(
0 0
u 0

)
, and

(
|f | 0
0 0

)
in L(a, b). We can reduce to the case L(a, b) = Mj(C), as the case for a general unitary

algebra follows immediately by considering tuples in
⊕k

i=1 Mji(C).
Now write j = n +m where n = dim(pCj) and m = dim((1 − p)Cj). We identify f, u as

operators Cn ∼= pCj → (1−p)Cj ∼= Cm, which arem×nmatrices, and similarly |f | ∈Mn(C).
We can thus think of f = u|f | as the polar decomposition of an operator in Mm×n(C). The
result is now a corollary from the last chapter. □

Corollary 2.3.13. Suppose C is a unitary category. Objects a, b ∈ C are isomorphic if and
only if they are unitarily isomorphic.

Proof. Suppose f : a → b is an isomorphism. Let f = u|f | be the polar decomposition.
Since f is left invertible, u†u = ida by Lemma 2.3.12. But since f is also right invertible,
uu† = idb by Lemma 2.3.12. Hence u : a→ b is the desired unitary isomorphism. □

Using Exercise 2.3.4, we get the following immediate corollary.

Corollary 2.3.14. Suppose C,D are unitary categories. A †-functor F : C → D is an
equivalence if and only the underlying linear functor of F is an equivalence. That is, essential
surjectivity of F implies unitary essential surjectivity.

2.4. Direct sums. In this section, unless stated otherwise, C denotes a linear category.
Later in the section, C will be a unitary category.

Definition 2.4.1. Given objects a, b ∈ C, an object a ⊕ b ∈ C equipped with morphisms
ιa : a→ a⊕ b, ιb : b→ a⊕ b, πa : a⊕ b→ a, and πb : a⊕ b→ b is called the direct sum of a
and b if

(⊕1) πa ◦ ιa = ida and πb ◦ ιb = idb, and
(⊕2) ιa ◦ πa + ιb ◦ πb = ida⊕b

The direct sum is canonical in the sense that the space of direct sums is contractible, as was
the case for Hilb.
Observe there is a canonical isomorphism of algebras

EndC(a⊕ b) ∼= L(a, b) =

(
C(a→ a) C(b→ a)
C(a→ b) C(b→ b)

)
. (2.4.2)
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This map and its inverse are given by

f 7→
(
πa ◦ f ◦ ιa πa ◦ f ◦ ιb
πb ◦ f ◦ ιa πb ◦ f ◦ ιb

)
∑

i,j∈{a,b}

ιi ◦ gij ◦ πj ← [
(
gaa gab
gba gbb

)
We say C admits direct sums if a⊕ b exists for all a, b ∈ C, and there is a zero object 0 ∈ C
which is simultaneously initial and terminal in C. This means for every c ∈ C, there are
unique morphisms 0→ c and c→ 0.

Exercise 2.4.3. Show that any two initial objects in C are uniquely isomorphic. Then do
the same for two terminal objects.

Exercise 2.4.4. Suppose that (a ⊕ b, ιa, ιb, πa, πb) is the direct sum of a and b. Show that
(a⊕ b, ιa, ιb) is the coproduct of a and b, and (a⊕ b, πa, πb) is the product of a and b.

Exercise 2.4.5. Show that direct sums are preserved by all linear functors between linear
categories. That is, if F : C → D is a linear functor and (a ⊕ b, ιa, ιb, πa, πb) witnesses the
direct sum of a, b ∈ C, then (F (a⊕ b), F (ιa), F (ιb), F (πa), F (πb)) witnesses the direct sum of
F (a), F (b) ∈ D, i.e., there is a canonical isomorphism F (a⊕ b) ∼= F (a)⊕ F (b).

Exercise 2.4.6. Suppose C,D are linear categories such that D admits direct sums. Show
that Fun(C → D) admits direct sums.

Construction 2.4.7. Given a linear category C, the additive envelope of C is the linear
category Add(C) whose objects are formal tuples (ai)

n
i=1 for a1, . . . , an ∈ C, n ≥ 0, and whose

morphism sets are given by matrices of operators:

Add(C)
(
(bj)

n
j=1 → (ai)

m
i=1

)
:= {(xij)|xij ∈ C(bj → ai)} (2.4.8)

where composition is given by (xij) ◦ (yjk) := (
∑

j xij ◦ yjk). By convention, 0 is the only
morphism to or from the empty tuple.

Observe that c 7→ (c) for c ∈ C and x 7→ (x) for x ∈ C(a → b) is a fully faithful linear
functor C ↪→ Add(C).

Lemma 2.4.9. Add(C) admits finite direct sums.

Proof. Consider objects c1 = (aj)
m
j=1 and c2 = (aj)

n
j=m+1 in Add(C). We define their direct

sum c1 ⊕ c2 as the tuple (aj)
n
j=1, and we define ι1 : (aj)

m
j=1 → (aj)

n
j=1 and ι2 : (aj)

n
j=m+1 →

(aj)
n
j=1 by

(ι1)ij =

{
δi=j idai if i, j ≤ m

0 i > m
(ι2)ij =

{
δi=j idai if i, j > m

0 i ≤ m

and π1 : (aj)
n
j=1 → (aj)

m
j=1 and π2 : (aj)

n
j=1 → (aj)

n
j=m+1 by

(π1)ij =

{
δi=j idai if i, j ≤ m

0 j > m
(π2)ij =

{
δi=j idai if i, j > m

0 j ≤ m.

The rest of the verification is left to the reader. □
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The additive envelope Add(C) with the canonical inclusion C ↪→ Add(C) satisfies the fol-
lowing universal property.

Proposition 2.4.10. For every linear category D which admits finite direct sums, pre-
composition with the canonical inclusion C ↪→ Add(C) gives an equivalence

ι∗ : Fun(Add(C)→ D)
∼=−→ Fun(C → D).

Proof. Suppose F : C → D is a linear functor. We define a linear functor Add(F ) : Add(C)→
D by setting Add(F )((aj)

n
j=1) :=

⊕n
j=1 F (aj) and Add(F )(xij) =

∑
i,j ιi ◦ F (xij) ◦ πj where

(ιj, πj)
n
j=1 witness the direct sum of the F (aj) in D. Clearly F equals the composite of the

canonical inclusion followed by Add(F ). Hence ι∗ is essentially surjective.
Suppose now that α : F ⇒ G is a natural transformation between functors C → D. Since

(aj)
n
j=1 ∈ Add(C) is the direct sum of the (aj) ∈ Add(C), we get a natural transformation

Add(α) : Add(F )⇒ Add(G) by defining

Add(α)(aj) :=
∑
j

ιGj ◦ αaj ◦ πF
j :

n⊕
j=1

F (aj)→
n⊕

j=1

G(aj). (2.4.11)

Since, Add(α)(a) = αa : F (a)→ G(a) for all a ∈ C, ι∗(Add(α)) = α, so ι∗ is full.
If β : Add(F )⇒ Add(G) with ι∗(β) = 0, then β(a) : F (a)→ G(a) is zero for all a ∈ C. By

naturality, (2.4.11) still holds replacing Add(α) with β and αaj with β(aj). Thus β = 0 and
ι∗ is faithful. □

Remark 2.4.12. Unpacking the universal property in Proposition 2.4.10 above, essential
surjectivity of ι∗ means that for any F : C → D, there is a linear functor Add(F ) : Add(C)→
D and a natural isomorphism η : F ⇒ Add(F ) ◦ ι.

C Add(C)

D.

ι

F
Add(F )

η
(2.4.13)

That ι∗ is fully faithful means that whenever (Add(F )i, ηi) for i = 1, 2 both satisfy (2.4.13)
above, there is a unique natural transformation α : Add(F )1 ⇒ α(F )2 such that

C Add(C)

D

ι

F
Add(F )2

η2

=

C Add(C)

D

ι

F
Add(F )1

η1

Add(F )2

α .

Corollary 2.4.14. If C admits all finite direct sums, then C is equivalent to Add(C).

Proof. This is a formal consequence of the universal property. First, since

ι∗ : Fun(Add(C)→ C)
∼=−→ Fun(C → C)
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is an equivalence, there is a functor Add(idC) : Add(C) → C such that Add(idC) ◦ ι ∼= idC.
Next, since

ι∗ : Fun(Add(C)→ Add(C))
∼=−→ Fun(C → Add(C))

is an equivalence and both idAdd(C) and ι ◦ F are objects on the right hand side, we see that

ι∗(ι ◦ F ) = ι ◦ F ◦ ι ∼= ι ◦ idC = ι = idAdd(C) ◦ι = ι∗(idAdd(C)).

Since ι∗ is an equivalence, we must have idAdd(C) ∼= ι ◦ F . □

Remark 2.4.15. We will see in the next chapter that using Proposition 2.4.10, we can
extend Add to a 2-functor from the 2-category of linear categories to the 2-category of linear
categories which admit direct sums. Indeed, given a linear functor F : C → D, we can post-
compose with the inclusion D ↪→ Add(D) and apply Proposition 2.4.10 to obtain a functor
Add(F ) : Add(C)→ Add(D).

We leave it to the reader to show that Add(idC) ∼= idAdd(C) and Add(F ) ◦ Add(G) ∼=
Add(F ◦G) for composable F,G.

Definition 2.4.16. Suppose C is a dagger category. Given a, b ∈ C, an a⊕ b ∈ C equipped
with isometries va : a→ a⊕ b and vb : b→ a⊕ b is called the orthogonal direct sum of a and
b if va ◦ v†a + vb ◦ v†b = ida⊕b, i.e., (a⊕ b, va, vb, v

†
a, v

†
b) is the direct sum of a and b.

Observe that the projections va ◦ v†a, vb ◦ v
†
b are mutually orthogonal, and the canonical

isomorphism from (2.4.2) is a †-isomorphism.
We say C admits orthogonal direct sums if this orthogonal a⊕ b exists for all a, b ∈ C, as

does a zero object.

There is a similar uniqueness statement for orthogonal direct sums.

Exercise 2.4.17. Suppose C,D are dagger categories. Show that orthogonal direct sums
are preserved by all †-functors.

Exercise 2.4.18. Show that if C is a dagger category that admits orthogonal direct sums,
then C is unitary if and only if every endomorphism algebra is unitary.

The following operator algebraic proof of the next proposition was worked out with Quan
Chen, Brett Hungar, and Sean Sanford.

Proposition 2.4.19. A unitary category C admits all direct sums if and only if it admits
all orthogonal direct sums.

Proof. The reverse direction is clear.
Let (a⊕ b, ιa, ιb, πa, πb) be the data of a direct sum of a and b, i.e., πaιa = ida, πbιb = idb,

and ιaπa + ιbπb = ida⊕b. (Note this implies πaιb = 0 and πbιa = 0). By polar decomposition,

we can write ιa = va|ιa|, where |ιa| =
√
ι†aιa : a → a is a positive invertible operator and

va = ιa|ιa|−1 : a→ a⊕b is an isometry by Lemma 2.3.12. Similarly, we can write π†
b = vb|π†

b |,
where vb = π†

b |π
†
b |−1 : b→ a⊕ b is an isometry. Observe that v†bva = |π†

b |−1πbιa|ιa|−1 = 0, so

q := vav
†
a + vbv

†
b is an orthogonal projection.
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It remains to prove that q = ida⊕b. Noting that πbιa = 0, we can write

q = vav
†
a + vbv

†
b = ida⊕b(vav

†
a + vbv

†
b) ida⊕b

= (ιaπa + ιbπb)(ιa(ι
†
aιa)

−1ι†a + π†
b(πbπ

†
b)

−1πb)(ιaπa + ιbπb)

= ιaπa + ιbπb︸ ︷︷ ︸
ida⊕b

+ ιa(ι
†
aιa)

−1ι†aιbπb + ιaπaπ
†
b(πbπ

†
b)

−1πb︸ ︷︷ ︸
=:n

.

Since n := q − ida⊕b is self-adjoint and n2 = 0, n = 0. □

Construction 2.4.20. When C is a dagger category, we define Add†(C) as the orthogonal
direct sum completion, which is the category Add(C) with the additional dagger structure

(xij)
† := (x†

ji). The reader may verify that Add†(C) is again a dagger category which admits
finite orthogonal direct sums and satisfies a universal property for †-functors similar to
Proposition 2.4.10 into dagger categories which admit orthogonal direct sums.

Exercise 2.4.21. Prove that when C is unitary, so is Add†(C).

Remark 2.4.22. By construction, Add†(C)♮ = Add(C♮).

Remark 2.4.23. Here is a second completely formal categorical proof of Proposition 2.4.19
noticed by Giovanni Ferrer and David Green. If C admits direct sums, then the inclusion
C ↪→ Add(C) is an equivalence, so it is fully faithful and essentially surjective. Thus when C
is unitary, the canonical inclusion C ↪→ Add†(C) is a fully faithful dagger functor whose un-
derlying linear functor is essentially surjective. Thus C is equivalent to Add†(C) by Corollary
2.3.14 and thus admits orthogonal direct sums by Exercise 2.4.17.

We conclude this section by defining the direct sum of two linear categories.

Definition 2.4.24. Given two linear categories C,D, we define the category C ⊕ D whose
objects are formal direct sums c⊕ d with c ∈ C and d ∈ D and whose morphisms are given
by

Hom(c1 ⊕ d1 → c2 ⊕ d2) := C(c1 → c2)⊕D(d1 → d2)

where the direct sum on the right hand side is the direct sum of vector spaces.
When C,D are dagger, so is C ⊕ D with dagger given by (f ⊕ g)† = f † ⊕ g†.

Example 2.4.25. For algebras A,B, every representation of A⊕B decomposes canonically
as a direct sum of representations, giving a canonical equivalence Rep(A ⊕ B) ∼= Rep(A) ⊕
Rep(B).

Example 2.4.26. Vec(S) ∼= Vec⊕|S|.

Exercise 2.4.27. Show that if C,D admit all direct sums, are idempotent complete, or are
Cauchy complete, then so is C ⊕ D respectively. Then prove the dagger/unitary version.

2.5. Multiplicity spaces. Let C be a linear category which admits direct sums and let
c ∈ C. We now define a functor −⊗ c : Vec→ C, which we can think of as a categorification
of the scalar product of C on Vec. Really, the object V ⊗ c is a fancy version of the direct

sum
⊕dim(V )

j=1 c which allows us to define a morphism f ⊗ idc : V ⊗ c→ W ⊗ c for every linear
map f : V → W .
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Construction 2.5.1. First, define C ⊗ c := c. For a (finite dimensional) vector space
V ∈ Vec, choose an ordered basis {v1, . . . , vn}, which we may identify as a collection of maps
C→ V given by 1 7→ vi. Define V ⊗ c :=

⊕n
j=1 c with maps ιVj , π

V
j for j = 1, . . . , n.

IfW ∈ Vec with an ordered basis {w1, . . . , wm} and f : V → W , recall that [f ] ∈Mm×n(C)
is the matrix such that the following diagram commutes:

(V, {vj}nj=1) (W, {wi}mi=1)

Cn Cm

f

[·] [·]

[f ]

Letting W ⊗ c =
⊕m

i=1 c with maps ιWi , πW
i for i = 1, . . . ,m, we define the map f ⊗ idc :

V ⊗ c→ W ⊗ c as
∑m

i=1

∑n
j=1 ι

W
i ([f ]ij idC)π

V
j .

Exercise 2.5.2. Prove that (f ⊗ idc)◦ (g⊗ idc) = (f ◦g)⊗ idc whenever f, g are composable.

Since it is clear that idV ⊗ idc = idV⊗c by construction, we can conclude that − ⊗ c :
Vec → C is a functor. However, we relied on choosing ordered bases for each vector space
V ∈ Vec. If we had chosen different bases, say {v′1, . . . , v′n} for V and {w′

1, . . . , w
′
m} for

W giving a different coordinate map [f ]′ ∈ Mm×n(C), there are unique invertible matrices
βV , βW making the following diagram commute.

(V, {v′j}nj=1) (W, {w′
i}mi=1)

(V, {vj}nj=1) (W, {wi}mi=1)

Cn Cm

Cn Cm

f

[·]′

[·]′
f

idV

[·]

idW

[f ]′

βV

[f ]

[·]
βW

Hence β = {βV }V ∈Vec gives a canonical natural isomorphism − ⊗ c ⇒ − ⊗′ c. Moreover,
these canonical natural isomorphisms compose properly, meaning that there is a contractible
choice of functor −⊗ c : Vec→ C.
Definition 2.5.3. Given V ∈ Vec and c ∈ C, we call V the multiplicity space for the object
V ⊗ c ∈ C.

Given a, b ∈ C and g : a→ b, we can amplify g : a→ b to a map
⊕n

j=1 g :
⊕n

j=1 a→
⊕n

j=1 b

given by
∑n

j=1 ι
b
j ◦ g ◦ πa

j . This means for every vector space V and choice of ordered basis,
we get a canonical map idV ⊗g : V ⊗ a→ V ⊗ b.

Exercise 2.5.4. Show that idV ⊗g is natural in V , i.e., for all linear maps f : V → W , the
following diagram commutes.

V ⊗ a W ⊗ a

V ⊗ b W ⊗ b

f⊗ida

idV ⊗g idW ⊗g

f⊗idb

10



Deduce that defining f ⊗ g by either of the above composites is well-defined, and that the
maps idV ⊗g : V ⊗ a→ V ⊗ b compile into a natural transformation −⊗ g : −⊗ a⇒ −⊗ b.

Exercise 2.5.5. Show that since
⊕n

j=1 h ◦
⊕n

j=1 g =
⊕n

j=1 h ◦ g for composable g : a → b
and h : b→ c, the composite

−⊗ a
−⊗g
=⇒ −⊗ b

−⊗h
=⇒ −⊗ c

is equal to −⊗ (h ◦ g).

We summarize the above discussion into the following corollary below, in which Vec × C
is the category whose objects are pairs (V, c) with V ∈ Vec and c ∈ C and whose morphims
are pairs of morphisms (f, g) with f in Vec and g in C.

Corollary 2.5.6. −⊗− : Vec× C → C is a functor.

Proof. We combine Exercises 2.5.2, 2.5.4, and 2.5.5. First, idV ⊗ idc = idV⊗c as − ⊗ c is a
functor. If f1 : U → V and f2 : V → W , and g1 : a→ b and g2 : b→ c, then

(f2 ⊗ g2) ◦ (f1 ⊗ g1) = (f2 ⊗ idc) ◦ (idV ◦g2) ◦ (f1 ⊗ idb) ◦ (idU ⊗g1) (Ex. 2.5.4)

= (f2 ⊗ idc) ◦ (f1 ⊗ idc) ◦ (idU ◦g2) ◦ (idU ⊗g1) (Ex. 2.5.4)

= ((f2 ◦ f1)⊗ idc) ◦ (idU ⊗(g2 ◦ g1)) (Ex. 2.5.2 and 2.5.5)

= (f2 ◦ f1)⊗ (g2 ◦ g1). (Ex. 2.5.4) □

This corollary is the categorification of a scalar product on a vector space to a Vec-product
on linear categories.

Now as linear functors preserve direct sums, each linear functor F : C → D comes equipped
with a canonical isomorphism

µV,c : F (V ⊗ c) −→ V ⊗ F (c) (2.5.7)

which is natural in both V ∈ Vec and c ∈ C. That is, for every f : V → W and g : a → b,
the following diagrams commute:

F (V ⊗ c) F (W ⊗ c)

V ⊗ F (c) W ⊗ F (c)

F (f⊗idc)

µV,c µW,c

f⊗idF (c)

F (V ⊗ a) F (V ⊗ b)

V ⊗ F (a) V ⊗ F (b)

F (idV ⊗f)

µV,a µV,b

idV ⊗F (f)

When C is unitary, every c ∈ C gives a dagger functor − ⊗ c : Hilb → C by choosing for
each H ∈ Hilb an ordered orthonormal basis and arguing as above. Analogs of the above
exercises show that − ⊗ − : Hilb × C → C is a dagger functor, where the product category
Hilb × C has the dagger (f, g)† := (f †, g†). Finally, as †-functors preserve orthogonal direct
sums, each †-functor F : C → D comes equipped with a canonical unitary isomorphism

µH,c : F (H ⊗ c) −→ H ⊗ F (c). (2.5.8)

2.6. Idempotent completion. In this section C is merely a category. Later in this section,
C will be a unitary category.
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Definition 2.6.1. An idempotent in C is a pair (c, e) where c ∈ C and e ∈ C(c→ c) such that
e ◦ e = e. A splitting for an idempotent (c, e) is an triple (a, r, s) where a ∈ C, r ∈ C(c→ a)
called a retract, and s ∈ C(a→ c) such that s ◦ r = e and r ◦ s = ida. A linear category C is
called idempotent complete if every idempotent admits a splitting.

Exercise 2.6.2. Suppose (a, ra, sa), (b, rb, sb) are two splittings of (c, e). Show that there is
a unique isomorphism f : a→ b which is compatible with (ra, sa) and (rb, sb).

Exercise 2.6.3. Suppose C,D are categories. Show that the property that the idempotent
(c, e) admits a splitting is preserved by all functors F : C → D. That is, if (a, r, s) splits
(c, e), prove that (F (a), F (r), F (s)) splits (F (c), F (e)).

Definition 2.6.4. Suppose C,D are categories. A linear functor F : C → D is called
dominant if for every d ∈ D, there is a c ∈ C, a retract r : F (c) → d, and a splitting
s : d→ F (c) such that s ◦ r = idd.

Proposition 2.6.5. Suppose C,D are categories with C idempotent complete. A fully faithful
linear functor F : C → D is an equivalence if and only if it is dominant.

Proof. It suffices to show dominant implies essentially surjective. Suppose F is dominant
and d ∈ D. Let c ∈ C and r : d→ F (c) and s : F (c)→ d such that s ◦ r = idd. Consider the
idempotent r◦s ∈ EndD(F (c)). Since F is full, there is an e ∈ EndC(c) such that F (e) = r◦s,
and since F is faithful, e is also an idempotent. Since C is idempotent complete, there is a
splitting (a, r′, s′) of (c, e). We claim that F (a) ∼= d. Indeed, since s′ ◦r′ = e and r′ ◦s′ = ida,
we see that the maps

F (a)
F (s′)−−−→ F (c)

r−→ d and d
s−→ F (c)

F (r′)−−−→ F (a)

are mutually inverse. □

Construction 2.6.6. The idempotent/Karoubi completion Idem(C) is the category whose
objects are pairs (c, e) where c ∈ C and e ∈ C(c → c) is an idempotent. The morphism
spaces are given by

C((a, e)→ (b, f)) := {x ∈ C(a→ b)|x = f ◦ x ◦ e} .
Observe that C((a, e)→ (b, f)) ⊆ C(a→ b) is a linear subspace, and if x ∈ C((a, e)→ (b, f)),
then x = x ◦ e = f ◦ x. Composition of morphisms is exactly composition in C, i.e., if
x ∈ C((a, e)→ (b, f)) and y ∈ C((b, f)→ (c, g)), then y ◦ x ∈ C((a, e)→ (c, g)).
There is a faithful inclusion functor C ↪→ Idem(C) given by c 7→ (c, idc).

Proposition 2.6.7. Idem(C) is idempotent complete.

Proof. If f : (c, e) → (c, e) is an idempotent, then f : c → c satisfies fe = ef = f and
f 2 = f . Thus (c, f) is another idempotent. We claim that r = f : (c, e) → (c, f) and
s = f : (c, f) → (c, e) splits ((c, e), f) as an idempotent. Indeed, rs = f 2 = f = id(c,f) and
sr = f 2 = f ∈ End(c, e). □

The pair Idem(C) and the inclusion ι : C ↪→ Idem(C) satisfy the following universal property.
We leave it to the reader to unpack this as in Remark 2.4.12.

Proposition 2.6.8. For every idempotent complete category D, pre-composition with the
canonical inclusion ι : C ↪→ Idem(C) gives an equivalence

ι∗ : Fun(Idem(C)→ D)
∼=−→ Fun(C → D).
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Proof. We define Idem(F )(c, e) = d where (d, r, s) is any splitting of the idempotent F (e) :
F (c) → F (c), where if e = idc, we of course pick the trivial splitting d = F (c), r = s = idc.
For x : (c1, e1) → (c2, e2) and splittings (dj, rj, sj) of F (ej) : F (cj) → F (cj) for j = 1, 2,
Idem(x) := r2F (x)s1 : d1 → d2. One checks that Idem(F ) is a well-defined functor such that
Idem(F ) ◦ ι = F .

Suppose now α : F ⇒ G between functors C → D. Suppose (c, e) is an idempotent,
and suppose (dF , rF , sF ) and (dG, rG, sG) are our chosen splittings of F (e) and G(e) respec-
tively. Since (c, e) ∈ Idem(C) splits e : (c, e) → (c, e) as an idempotent, we get a natural
transformation Idem(α) : Idem(F )⇒ Idem(G) by defining

Idem(α)(c,e) := rG ◦ αc ◦ sF : dF → dG. (2.6.9)

Since Idem(α)(c,idc) = αc, we have that ι∗(Idem(α)) = α, so ι∗ is full.
If β1, β2 : Idem(F ) ⇒ Idem(G) with ι∗(β1) = ι∗(β2), then β1

(c,idc)
= β2

(c,idc)
: F (c) → G(c)

for all c ∈ C. By naturality, (2.6.9) still holds replacing Idem(α) with βi and αc with βi
(c,idc)

for i = 1, 2. Thus β1 = β2 and ι∗ is faithful. □

We omit the proof of the next corollary, which is similar to proof of Corollary 2.4.14 via
the universal property.

Corollary 2.6.10. If C is idempotent complete, then C is equivalent to Idem(C).

Similar to Remark 2.4.15, we will see Proposition 2.6.8 above can be used to extend Idem
to a 2-functor.

Remark 2.6.11. Suppose C is a linear category. If (c, e) is an idempotent in C, then
1 − e ∈ End(c) is also idempotent. If (a, ra, sa) is a splitting for (c, e) and (b, rb, sb) is a
splitting for (c, 1− e), then we see that c is canonically the direct sum a⊕ b with the maps
ιa = sa, ιb = sb, πa = ra, and πb = rb.

Proposition 2.6.12. If C is a linear category that admits direct sums, then Idem(C) is also.

Proof. The relation x = f ◦x◦ e is preserved under linear combinations, so Idem(C) is linear.
Suppose c1 = (a, e) and c2 = (b, f) are objects in Idem(C). Using the matrix notation (2.4.2)
for morphisms between direct sums, it is easily verified that

c1 ⊕ c2 =

(
a⊕ b,

(
e 0
0 f

))
is an idempotent, and the maps

ι1 :=

(
e
0

)
: c1 → c1 ⊕ c2 ι2 :=

(
0
f

)
: c2 ⊕ c2 → c1

π1 :=
(
e 0

)
: c1 ⊕ c2 → c2 π2 :=

(
0 f

)
: c1 → c1 ⊕ c2

witness c1 ⊕ c2 as the direct sum. □

Definition 2.6.13. Suppose C is a dagger category. A(n) (orthogonal) projection in C is a
pair (c, p) where c ∈ C and p ∈ C(c → c) such that p ◦ p = p = p†. An orthogonal splitting
for a projection (c, p) is a pair (a, v) where a ∈ C, v ∈ C(a → c) is an isometry such that
v† ◦ v = ida and v ◦ v† = p. A dagger category C is called projection complete if every
projection admits an orthogonal splitting.
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Exercise 2.6.14. Suppose (a, va), (b, vb) are two orthogonal splittings of (c, p). Show that
there is a unique unitary isomorphism u : a→ b which is compatible with va, vb.

Exercise 2.6.15. Suppose C is a unitary category and p ∈ C(c → c) is an orthogonal
projection. Suppose (a, r, s) is a splitting of p as an idempotent, and let s = v|s| be the
polar decomposition of s. Prove that (a, v) is an orthogonal splitting of p.

The proof of the following proposition was worked out with David Reutter and Jan Steine-
brunner.

Proposition 2.6.16. A unitary category C is idempotent complete if and only if it is pro-
jection complete.

Proof. First, suppose C is idempotent complete and suppose p ∈ C(c → c) is a projection.
Suppose (a, r, s) is a splitting of p as an idempotent, i.e., r ◦ s = ida and s ◦ r = p. Observe
that p = r† ◦ s† and ida = s† ◦ r†, so s†s is invertible with inverse rr†.
Let s = v|s| be the polar decomposition of s. Since the linking algebra L(a, c) is unitary

and s has a left inverse, v = s|s|−1 is an isometry Lemma 2.3.12. Finally, we check

vv† = s|s|−2s† = s(s†s)−1s† = srr†s† = p.

Hence p splits as a projection.
Conversely, suppose C is projection complete and suppose e ∈ C(c→ c) is an idempotent.

Letting e = u|e| be the unique polar decomposition, since ker(u) = ker(e) and 1 − e is an
idempotent, e(1− e) = 0 = u(1− e), so u = ue. Moreover, since supp(e) = u†u, so eu†u = e.

As u†u is an orthogonal projection, suppose (a, v) be an orthogonal splitting of u†u, so
v†v = ida and vv† = u†u. We claim that (a, r := v†, s := ev) is a splitting of e. Indeed,

sr = evv† = eu†u = e

rs = v†ev = v†vv†ev = v†u†uev = v†u†uv = v†vv†v = ida . □

Exercise 2.6.17. Suppose C,D are dagger categories and F : C → D is a †-functor. Show
that if the projection (c, p) admits an orthogonal splitting, then so does (F (c), F (p)).

Definition 2.6.18. When C is a dagger category, we define Proj(C) as the projection com-
pletion. The reader may verify that Proj(C) is again a dagger category which is projection
complete and satisfies a universal property for †-functors into dagger categories similar to
Proposition 2.6.8 which are projection complete. Moreover, we can extend Proj to a dagger
functor.

Exercise 2.6.19. Prove that when C is unitary, so is Proj(C).

Corollary 2.6.20. If C is a unitary category, Proj(C)♮ ∼= Idem(C♮).

Proof. Since Proj(C) is projection complete, it is also idempotent complete by Proposition
2.6.16 and thus equivalent to Idem(C). Note that Idem(C) has no dagger structure, and is
thus equal to Idem(C♮). □

We omit the proof of the following corollary, which is similar to the proof of Proposition
2.6.12.

Corollary 2.6.21. If C is a unitary category that admits orthogonal direct sums, then Proj(C)
is also.
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2.7. Cauchy complete linear categories.

Definition 2.7.1. A linear category C is called Cauchy complete if it admits all finite direct
sums and it is idempotent complete.

Example 2.7.2. When S is a set, Vec(S) is Cauchy complete. If V =
⊕

s∈S Vs and W =⊕
s∈S Ws, then V ⊕W =

⊕
s∈S Vs ⊕Ws. If e : V → V is am idempotent, then e = (es)s∈S

and each es : Vs → Vs is an idempotent. Split each es and then take the direct sum to obtain
a splitting for e.

Construction 2.7.3. The Cauchy completion of a linear category C is ¢(C) := Idem(Add(C)).
Observe that c 7→ (c, idc) gives a faithful linear functor C ↪→ ¢(C).
Corollary 2.7.4. ¢(C) is Cauchy complete.

Proof. We know ¢(C) is idempotent complete by Proposition 2.6.7. By Proposition 2.6.12,
¢(C) also admits finite direct sums. □

Proposition 2.7.5. For every Cauchy complete linear category D, pre-composition with the
canonical inclusion C ↪→ ¢(C) gives an equivalence

Fun(¢(C)→ D)
∼=−→ Fun(C → D).

Proof. Define ¢(F ) := Idem(Add(F )). We omit the rest of the proof, which is similar to the
proofs of Propositions 2.4.10 and 2.6.8. □

Corollary 2.7.6. If C is Cauchy complete, then C is equivalent to ¢(C).
Similar to Remark 2.4.15, We will see Proposition (2.7.5) above can be used to extend ¢

to a functor.

Theorem 2.7.7. ¢(BC) ∼= Vec.

Proof. We saw that Add(BC) has objects finite tuples (⋆, . . . , ⋆); write [n] for the tuple of
length n. Observe that Hom([n]→ [m]) = Mm×n(C). Thus Add(BC) can be identified with
the subcategory of Vec whose objects are Cn for n ≥ 0, with the convention that C0 = 0.
This subcategory is clearly equivalent to Vec. Since Vec is already idempotent complete, the
result follows. □

Exercise 2.7.8. Find an example of a linear category C such that Add(Idem(C)) is not
equivalent to Idem(Add(C)).
Hint: Try BA for an algebra A without non-trivial idempotents with projective modules which
are not free, e.g., C(S2).

Definition 2.7.9. A dagger category C is called dagger Cauchy complete if it admits or-
thogonal direct sums and it is projection complete. When C is unitary, we will say unitarily
Cauchy complete.

Proposition 2.7.10. A unitary category is unitarily Cauchy complete if and only if it is
Cauchy complete.

Proof. Immediate from Propositions 2.4.19 and 2.6.16. □

Construction 2.7.11. The dagger Cauchy completion of a dagger category C is ¢†(C) :=
Proj(Add†(C)). Observe that c 7→ (c, idc) gives a faithful †-functor C ↪→ ¢†(C). There is a
similar universal property, and ¢† also extends to a dagger functor.
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We omit the proof of the following corollary, which is similar to the proof of Corollary
2.7.4 using Corollary 2.6.21.

Corollary 2.7.12. ¢†(C) is dagger Cauchy complete.

Theorem 2.7.13. ¢†(BC) ∼= Hilb.

Proof. As in the proof of Theorem 2.7.7, Add†(BC) has objects [n] for n ≥ 0, Hom([n] →
[m]) = Mm×n(C), and the dagger is conjugate transpose. We can thus identify Add†(BC)
with the dagger subcategory of Hilb whose objects are Cn, which is clearly equivalent to Hilb.
Since Hilb is already projection complete, we are finished. □

Corollary 2.7.14. If C is a unitary category, ¢†(C)♮ ∼= ¢(C♮).

Proof. Combine Remark 2.4.22 and Corollary 2.6.20 to obtain

¢†(C)♮ = Proj(Add†(C))♮ ∼=
(Cor. 2.6.20)

Idem(Add†(C)♮) ∼=
(Rem. 2.4.22)

Idem(Add†(C♮)) = ¢(C♮). □

2.8. Representable functors and the Yoneda embedding. For this section, C is a
linear category. Every c ∈ C gives two representable functors:

C(c→ −) : C → Vec and C(− → c) : Cop → Vec.

We will focus on functors of the second type in this section, and the functors of the first type
can be treated similarly.

Lemma 2.8.1 (Yoneda). Let F : Cop → Vec be a linear functor. For each c ∈ C, the map

よ(a, F ) : Hom(C(− → a)⇒ F ) −→ F (a)

ρ 7−→ ρa(ida)

is an isomorphism which is natural in both c and F when both are considered as bilinear
functors Cop × Fun(Cop → Vec)→ Vec.

Proof. Observe that ρa : C(a → a) → F (a) is a linear map which can be evaluated at ida,
so the above map is well-defined. Since ρ is natural, we see that for every other b ∈ C and
every f ∈ C(b→ a), the following square commutes.

C(a→ a) C(b→ a)

F (a) F (b)

−◦Cf

ρa ρb

F (f)

This means that F (f) ◦ ρa = ρb ◦ (− ◦ f). Evaluating at ida, we see ρb(f) = F (f)(ρa(ida)),
so ρb is completely determined by ρa(ida). Conversely, given an element x ∈ F (a), we can
define a natural transformation by ρb(f) := F (f)(x), establishing the isomorphism.

To see naturality in a, for all f ∈ C(b → a), we must show that the following diagram
commutes.

Hom(C(− → a)⇒ F ) Hom(C(− → b)⇒ F )

F (a) F (b)

−◦Fun(Cop→Vec)(f◦C−)

よ(a,F ) よ(b,F )

F (f)
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Given ρ : C(− → a)⇒ F , the map right and then down is

(ρ · (f ◦C −))b(idb) = ρb((f ◦C −)b(idb)) = ρb(f ◦ idb) = ρb(f),

which is exactly the map down and then right by the first part of the argument.
To see naturality in F , we must show the following diagram commutes for all σ : F ⇒ G.

Hom(C(− → a)⇒ F ) Hom(C(− → a)⇒ G)

F (a) G(a)

σ◦Fun(Cop→Vec)−

よ(a,F ) よ(a,G)

σa

Given ρ : C(− → a)⇒ F , the map right and then down is

(σ · ρ)a(ida) = σa(ρa(ida)),

which is exactly the map down and then right. □

Exercise 2.8.2. Write down the statement and the proof of the Yoneda Lemma 2.8.1 on
your own without any references. Repeat this as many times as necessary until you truly
understand it.

Corollary 2.8.3. The Yoneda embedding functor

よ : C ↪→ Fun(Cop → Vec)

c 7→ C(− → c)

is fully faithful.

Proof. The Yoneda Lemma 2.8.1 states that Hom(C(− → a) ⇒ C(− → b)) is canonically
isomorphic to C(a→ b). □

Exercise 2.8.4. Let S be a finite set. Show that the Yoneda embedding よ : Vec(S) ↪→
Fun(Vec(S)op → Vec) is an equivalence of linear categories.

Definition 2.8.5. A functor F : Cop → Vec is called representable if there is an a ∈ C and
a natural isomorphism α : F ⇒ C(− → a). We call (a, α) a representing pair for F .

Remark 2.8.6. Representing pairs for F form a contractible space (when they exist). In-
deed, given (a, α) and (b, β) for F , we get canonical natural isomorphisms

C(− ⇒ a)
α−1

=⇒ F
β

=⇒ C(− → b) and C(− ⇒ b)
β−1

=⇒ F
α

=⇒ C(− → a).

By the Yoneda embedding, these natural isomorphisms must come from C(a→ b), i.e., there
is an isomorphism f : a → b such that β ◦ α−1 is postcomposition with f . Plugging a into
the left hand side above, we see that f ∈ C(a→ b) is exactly equal to (βa ◦ α−1

a )(ida).
We conclude the object representing a representable functor is uniquely determined (up

to a contractible space).
17



2.9. Semisimplicity and 2-vector spaces. In this section, C is a Cauchy complete linear
category. We first discuss semisimplicity of finite dimensional complex algebras.

Recall that by the Artin-Wederburn Theorem, a finite dimensional complex semisimple
algebra is a direct sum of matrix algebras

A =
n⊕

j=1

Maj(C).

Lemma 2.9.1. Every corner of a semisimple algebra (eAe where e ∈ A is an idempotent)
is semisimple.

Proof. By taking direct sums, it suffices to consider the case of an idempotent e ∈ Mn(C).
Since eMn(C)e = End(eCn) ∼= Mrank(e)(C), the result follows. □

Exercise 2.9.2. Show that if A = Mn(C) acts on a finite dimensional vector space V , then
V ∼= e11V ⊗ Cn as A-representations where Mn(C) acts by left multiplication on Cn, e11 is
the matrix with a one in the (1, 1) entry and zeroes elsewhere, and e11V is a multiplicity
space. Deduce that Rep(Mn(C)) ∼= Vec.

Corollary 2.9.3. Suppose A is a finite dimensional complex semisimple algebra with n
simple summands. The category Rep(A) of finite dimensional complex A-representations is
equivalent to Vec⊕n.

Proof. Induct on n using Example 2.4.25 and Exercise 2.9.2. □

Definition 2.9.4. Let C be a Cauchy complete linear category. An object c ∈ C is called
simple if EndC(c) = C idc. Two simple objects a, b ∈ C are called distinct if C(a→ b) = (0)
and C(b→ a) = (0).

A Cauchy complete linear category C is called semisimple ([BW96, Adapted from Def. 2.10],
see also [Müg03]) if there is a set Irr(C) of pairwise distinct simple objects such that for any
a, b ∈ C, the composition map⊕

s∈Irr(C)

C(a→ s)⊗C C(s→ b) −→ C(a→ b) (2.9.5)

is an isomorphism. (The direct sum in (2.9.5) is the direct sum in Vec.)
If Irr(C) can be chosen to be finite, then C is called finite semisimple or a 2-vector space.

Example 2.9.6. For a set S, the category C = Vec(S) is semisimple with Irr(C) = {Cs|s ∈ S}.
In particular, Rep(A) is semisimple when A is a finite dimensional complex semisimple alge-
bra by Corollary 2.9.3.

Remark 2.9.7. Simplicity of objects is defined differently in an abelian category, where
kernels and cokernels are already assumed to exist. We include a short section on abelian
categories at the end of this chapter.

Lemma 2.9.8 (Schur). Suppose C is semisimple. Any two simple objects are either isomor-
phic or distinct.

Proof. It suffices to prove that if a ∈ C is simple, then there is exactly one c ∈ Irr(C)
isomorphic to a, and a is distinct from every other d ∈ Irr(C). Since composition gives an
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isomorphism ⊕
c∈Irr(C)

C(a→ c)⊗C C(c→ a) −→ C(a→ a) ∼= C,

we can conclude:

• there is exactly one c ∈ Irr(C) such that C(a→ c) ∼= C and C(c→ a) ∼= C,
• if f : a→ c and g : c→ a are non-zero, then g ◦ f ̸= 0, and
• for all other d ∈ Irr(C), C(a→ d) = 0 and C(d→ a) = 0.

Choose f : a → c and g : c → a such that g ◦ f = ida. Let λ ∈ C such that f ◦ g = λ idc.
Precompose both sides with g to obtain g = ida ◦g = g ◦ f ◦ g = λg, so λ = 1 and a ∼= c. □

Facts 2.9.9. We gather a list of elementary properties about a semisimple category C.
(EP1) Let c ∈ C. By (2.9.5), for each s ∈ Irr(C) there are finite sets {λs

i}ns
i=1 ⊂ C(s → c)

and {ρsi}ns
i=1 ⊂ C(c→ s) such that idc =

∑
s∈Irr(C)

∑ns

i=1 λ
s
i ◦ ρsi .

(EP2) Since the simples in Irr(C) are pairwise distinct, the morphisms es :=
∑ns

i=1 λ
s
i ◦ρsi for

s ∈ Irr(C) satisfy es ◦ et = 0 when s ̸= t. Indeed,

es ◦ et =

(
ns∑
i=1

λs
i ◦ ρsi

)
◦

(
nt∑
j=1

λt
j ◦ ρtj

)
=

ns∑
i=1

nt∑
j=1

λs
i ◦ ρsi ◦ λt

j︸ ︷︷ ︸
∈C(t→s)=0

◦ρtj = 0.

(EP3) Since the left hand side of (2.9.5) is a direct sum and∑
s

es = idc = idc ◦ idc =

(∑
s

es

)
◦

(∑
t

et

)
=
∑
s,t

es ◦ et =
∑
s

es ◦ es,

each es is an idempotent. It is straightforward to show that the idempotents es are
independent of the choice of {λs

i}ns
i=1 ⊂ C(s → c) and {ρsi}ns

i=1 ⊂ C(c → s). Splitting
es gives an object in C called the s-isotypic component of c.

(EP4) If f ∈ C(c→ s) with s ∈ Irr(C), then

f = f ◦ idc =

 ∑
t∈Irr(C)

nt∑
i=1

λt
i ◦ ρti

 =
∑

t∈Irr(C)

nt∑
i=1

f ◦ λt
i︸ ︷︷ ︸

∈C(t→s)

◦ρti = f ◦ es,

and similarly, if g ∈ C(s→ c), then g = es ◦ g.
(EP5) If f ∈ C(c → c), then es ◦ f = f ◦ es, so each es is a central idempotent. Indeed,

expanding f =
∑

t∈Irr(C)
∑mt

i=1 g
t
i ◦ht

i with {gsi }nt
i=1 ⊂ C(t→ c) and {hs

i}nt
i=1 ⊂ C(c→ t),

we have

f ◦ es =
∑

t∈Irr(C)

mt∑
i=1

gti ◦ ht
i ◦ es =

∑
t∈Irr(C)

mt∑
i=1

gti ◦ ht
i ◦ et ◦ es =

ms∑
i=1

gsi ◦ hs
i ,

and similarly for es ◦ f . We call es ◦ f = f ◦ es the s-isotypic component of f .
(EP6) Suppose c, s ∈ C with s ∈ Irr(C) simple. For every non-zero g ∈ C(s→ c), there is an

f ∈ C(c→ s) such that f ◦ g = ids, and for every non-zero f ∈ C(c→ s), there is an
g ∈ C(s→ c) such that f ◦ g = ids, Indeed, since f ◦ es = f for all f ∈ C(c→ s) and
es ◦ g = g for all g ∈ C(s→ c), expanding es =

∑ns

i=1 λ
s
i ◦ ρsi with {ρsi}nt

i=1 ⊂ C(c→ s)
and {λs

i}ns
i=1 ⊂ C(s→ c) yields this result.

This elementary property has the following two immediate consequences.
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(EP7) For any non-zero f ∈ C(s→ b) and g ∈ C(a→ s), f ◦ g ̸= 0.
(EP8) C(c→ s) ̸= 0 if and only if C(s→ c) ̸= 0.
(EP9) For each c ∈ C, (2.9.5) and the last elementary property implies that C(s → c) ̸= 0

for only finitely many s ∈ C. Hence the object
⊕

s∈Irr(C) C(s→ c)⊗ s is well-defined.

Lemma 2.9.10. Suppose C is semisimple and c ∈ C. There is a canonical isomorphism
υc : c ∼=

⊕
s∈Irr(C) C(s → c) ⊗ s. Moreover, for all f ∈ C(a → b), the following diagram

commutes.

a
⊕

s∈Irr(C) C(s→ a)⊗ s

b
⊕

s∈Irr(C) C(s→ b)⊗ s

f

υa

(f◦−)⊗ids

υb

(2.9.11)

Proof. Since the composition map is natural (2.9.5) is natural in a, we get the following
isomorphism between representable functors:

C

a→
⊕

s∈Irr(C)

C(s→ c)⊗ s

 ∼= ⊕
s∈Irr(C)

C (a→ C(s→ c)⊗ s) (Ex. 2.4.5)

∼=
⊕

s∈Irr(C)

C(a→ s)⊗ C(s→ c) (2.5.7)

∼= C(a→ c) (2.9.5).

Now the Yoneda Lemma 2.8.1 and Remark 2.8.6 gives the desired isomorphism υc. The final
claim follows either from naturality of the Yoneda isomorphism or from naturality of the
composition map (2.9.5) in b. □

Corollary 2.9.12. A semisimple category C with distinguished set of simples S = Irr(C) is
canonically equivalent to Vec(S) via the functor Vec(S)→ C given by

⊕
s∈S Vs 7→

⊕
s∈S Vs⊗s.

Proof. Essential surjectivity follows the canonical isomorphism υc : c ∼=
⊕

s∈Irr(C) C(s →
c)⊗ s. Fully faithful follows from (2.9.11). □

When C is finite semisimple, the above corollary says that every 2-vector space has a basis,
in that every object can be written as a linear Vec-combination of simples, and morphisms
just move around the multiplicity spaces. The next proposition shows that functors out of
2-vector spaces are completely determined by where they send a basis.

Proposition 2.9.13. If C is semisimple and D is linear, then every linear functor F : C → D
is completely determined up to unique natural isomorphism by where it sends simple objects.
Moreover, every natural transformation ρ : F ⇒ G is completely determined by {ρs}s∈Irr(C).
In other words, we have an equivalence of categories

Fun(C → D) ∼= Fun(C0 → D)

where C0 is the full subcategory of C whose objects are Irr(C).

Proof. Suppose F : C → D is linear. Then for each c ∈ C, combining that linear functors
preserve direct sums, the canonical isomorphism and Lemma 2.9.10, we have a canonical
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isomorphism

F (c)
F (υc)−−−−−−−→F

 ⊕
s∈Irr(C)

C(s→ c)⊗ s

 (Lem. 2.9.10)

∼=
⊕

s∈Irr(C)

F (C(s→ c)⊗ s) (Ex. 2.4.5)

⊕
s µC(s→c),s−−−−−−−→

⊕
s∈Irr(C)

C(s→ c)⊗ F (s) (2.5.7).

Moreover, for every morphism f ∈ C(a → b), the following square commutes by Lemma
2.9.10.

F (a)
⊕

s∈Irr(C) C(s→ a)⊗ F (s)

F (b)
⊕

s∈Irr(C) C(s→ b)⊗ F (s)

F (f)

υa

(f◦−)⊗idF (s)

υb

We conclude that F is completely determined by where it sends simples.
Now suppose ρ : F ⇒ G. Using the canonical isomorphism υc : c→

⊕
s∈Irr(C) C(s→ c)⊗ s

and natruality of ρ, the following diagram commutes.

F (c) F
(⊕

s∈Irr(C) C(s→ c)⊗ s
) ⊕

s∈Irr(C) C(s→ c)⊗ F (s)

G(c) G
(⊕

s∈Irr(C) C(s→ c)⊗ s
) ⊕

s∈Irr(C) C(s→ c)⊗G(s)

F (υc)

ρc

∼=

ρ⊕
s∈Irr(C) C(s→c)⊗s

⊕
s∈Irr(C) idC(s→c) ⊗ρs

G(υc) ∼=

Thus ρc is completely determined by the ρs. □

Remark 2.9.14. By Corollary 2.9.12, when C is semisimple, C = ¢(C0) where C0 is the full
subcategory of C whose objects are Irr(C). When D admits direct sums, we get a quicker
proof of the above corollary by the universal property from Proposition 2.4.10 applied to the
functor F0 = F |C0 : C0 → D, as F ∼= Add(F0).

Corollary 2.9.15. When C is finite semisimple, the Yoneda embedding よ : C ↪→ Fun(Cop →
Vec) is an equivalence.

Proof. We already know よ is fully faithful. Suppose F : Cop → Vec is a linear functor. By
Proposition 2.9.13,

F ∼=
⊕

s∈Irr(C)

C(− → s)⊗ F (s) ∼= C(− →
⊕

s∈Irr(C)

F (s)⊗ s),

which is clearly a representable functor. Thus よ is essentially surjective. □

We summarize the results above in the following theorem.

Theorem 2.9.16 (Fundamental Theorem of semisimple categories). Suppose C is a Cauchy
complete linear category. The following conditions are equivalent.

(SS1) C is semisimple.
21



(SS2) C ∼= Vec(S) for some set S (cf. Example 2.2.4).
(SS3) Every c ∈ C is isomorphic to a direct sum of simples c ∼=

⊕n
i=1 s

⊕mi
i , where the si ∈ C

are mutually distinct simples.
(SS4) For every object c ∈ C, the endomorphism algebra C(c → c) is a finite dimensional

complex semisimple algebra, i.e., a multimatrix algebra.

Proof.
(SS1)⇒(SS2): This is exactly Corollary 2.9.12.

(SS2)⇒(SS4): Every V =
⊕

s∈S Vs ∈ Vec(S) is isomorphic to
⊕

s∈S C
⊕ dim(Vs)
s .

(SS3)⇒(SS4): Observe that

EndC

(
n⊕

i=1

s⊕mi
i

)
∼=

n⊕
i=1

End(s⊕mi
i ) ∼=

n⊕
i=1

Mmi
(C)

which is semisimple.
(SS4)⇒(SS1): We claim that if every endomorphism algebra is semisimple, then the result
of Schur’s Lemma 2.9.8 holds. That is, simples are either pairwise isomorphic or distinct.
Indeed, if s, t are simples, then semisimplicity of

EndC(s⊕ t) ∼=
(
C(s→ t) C(t→ s)
C(s→ t) C(t→ t)

)
∼=
(

C C(t→ s)
C(s→ t) C

)
implies EndC(s⊕ t) is either M2(C) or C⊕ C.

Now let Irr(C) be a set of representatives for the simple objects in C under the equivalence
relation of isomorphism. Observe that the elements of Irr(C) are pairwise distinct. We first
show we can split C(c→ c) over simples. For c ∈ C, we have EndC(c) =

⊕n
k=1Mmk

(C). For
each k = 1, . . . , n, let (ekij)

mj

i,j=1 be a system of matrix units. For each k, let (ak, rk, sk) be a

splitting of (c, ek11). Since End((c, ek11)) = ek11Mmk
(C)ek11 = Cek11, we see that ak is simple, so

without loss of generality, we may assume ak ∈ Irr(C).
We claim that the composition map

n⊕
k=1

C(c→ ak)⊗ C(ak → c) −→ C(c→ c)

is an isomorphism. Surjectivity follows by observing that

ekij = eki1e
k
1j = eki1e

k
1j = eki1skrke

k
1j,

and injectivity follows from observing that {rkek1j}
mk
j=1 ⊂ C(c→ ak) and {eki1sk}

mk
i=1 ⊂ C(ak →

c) are bases. We prove the first set is a basis and the second is similar. If
∑mk

j=1 λjrke
k
1j = 0,

then applying ekii on the right shows each λi = 0. If f : c → ak is an arbitrary morphism,
then since idak = rksk = rke

k
11sk and idc =

∑n
ℓ=1

∑mℓ

j=1 e
ℓ
jj, we have

f = idak ◦f ◦ idc = rke
k
11skf

n∑
ℓ=1

mℓ∑
j=1

eℓjj =

mk∑
j=1

rke
k
11skfe

k
jj ∈ span{rkek1j}

mk
j=1. □

Corollary 2.9.17. The following are equivalent for a Cauchy complete linear category.

(fSS1) C is finite semisimple.
(fSS2) C ∼= Vec⊕n for some n ≥ 1 (cf. Example 2.4.26).
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(fSS3) C ∼= Rep(A) for some finite dimensional complex semisimple algebra A.

Proof.
(fSS2)⇔(fSS1): Clearly when S is finite, Vec(S) ∼= Vec|S|.

(fSS2)⇒(fSS3): If C ∼= Vec⊕n, set A = Cn and note Rep(A) ∼= Vec⊕n.

(fSS3)⇒(fSS2): This is exactly Corollary 2.9.3. □

Remark 2.9.18. Suppose C is a semisimple category and X ∈ C is any object such that
CC(s → X) ̸= 0 for all s ∈ Irr(C). Since X ∼=

⊕
s∈Irr(C) C(s → X) ⊗ s, we see that

EndC(X) ∼=
⊕

s∈Irr(C) End(C(s→ X)), which is a semisimple algebra whose simple summands

correspond to simples s ∈ Irr(C). Thus Mod(EndC(X)) ∼= Vec(S) ∼= C.

Corollary 2.9.19. Suppose C is a linear category such that every endomorphism algebra
EndC(c) is semisimple. Then C is Cauchy complete if and only if C is semisimple. In partic-
ular, ¢(C) is semisimple if and only if every linking algebra L(a1, . . . , an) of C is semisimple.

Proof. The first statement follows from the equivalence (SS1)⇔(SS4). For the second state-
ment, if ¢(C) is semisimple, then

L(a1, . . . , an) ∼= EndC

(
n⊕

j=1

aj

)
is semisimple by (SS4). Conversely, if every linking algebra L(a1, . . . , an) is semisimple, then
every endomorphism algebra of Add(C) is semisimple. By Lemma 2.9.1, every endomorphism
algebra of ¢(C) = Idem(Add(C)) is semisimple, so ¢(C) is semisimple by (SS4). □

The corollary above gives a good criterion for a linear category to be called pre-semisimple,
i.e., every linking algebra is semisimple. We say C is moreover finite if in addition there is a
global bound on the dimension of the centers of linking algebras. The reader should compare
the definition of a (finite) pre-semisimple category with the definition of a (finite) unitary
category.

Exercise 2.9.20. Suppose C is a finite pre-semisimple category. Find a canonical equivalence
Fun(Cop → Vec) ∼= ¢(C). Deduce that if A is a semisimple finite dimensional complex algebra,
then the category Mod(A) of right A-modules (vector spaces V ∈ Vec with a right A-action)
is equivalent to ¢(BA).

Here is the unitary analog of Theorem 2.9.16.

Theorem 2.9.21 (Fundamental Theorem of semisimple unitary categories). Suppose C is a
unitary category. The following conditions are equivalent.

(SS†1) C is semisimple.
(SS†2) C ∼= Hilb(S) for some set S.
(SS†3) C is Cauchy complete

If moreover C is finite, then the above conditions are equivalent to:

(SS†4) C ∼= Hilb⊕n for some n ≥ 1.
(SS†5) C ∼= Rep†(A) for some finite dimensional unitary algebra A.

Proof.
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(SS†1)⇒(SS†2): If C is unitary semisimple, then following square commutes.

Hilb(S) C

Vec(S) C♮

⊕
Hs 7→

⊕
Hs⊗s

Forget Forget⊕
Vs 7→

⊕
Hs⊗s

Hence the dagger functor Hilb(S)→ C is an equivalence on underlying linear categories and
thus an equivalence by Corollary 2.3.14.
(SS†2)⇒(SS†3): Just observe Hilb(S) is unitarily Cauchy complete.

(SS†3)⇒(SS†1): Since C is unitary, every endomorphism algebra is a unitary algebra, which

is semisimple, and thus (SS†3) holds.
Now assume that C is finite unitary.

(SS†4)⇔(SS†2): Clearly when S is finite, Hilb(S) ∼= Hilb|S|.

(SS†4)⇔(SS†5): If C ∼= Hilb⊕n, set A = Cn and note Rep†(A) ∼= Hilb⊕n.

(SS†5)⇒(SS†4): This is the unitary version of Corollary 2.9.3, which is also true. □

We have the following immediate corollary.

Corollary 2.9.22. Suppose C is a semisimple unitary category. Every c ∈ C is unitarily
isomorphic to an orthogonal direct sum of simples c ∼=

⊕n
i=1 s

⊕mi
i , where the si ∈ C are

mutually distinct simples.

Proof. Note C ∼= Hilb(S), for which the result holds. □

We remark that even though a unitary semisimple category C is dagger equivalent to
Hilb(Irr(C)), we cannot at this time canonically identify each object c ∈ C with

⊕
s∈Irr(C) C(s→

c)⊗ s as C(s→ c) is not a Hilbert space. The missing ingredient is a unitary version of the
Yoneda Lemma. The problem here is that Fun(Cop → Vec) is not a dagger category, so the
canonical isomorphism between representing objects from Remark 2.8.6 need not be unitary.
We remedy this in §2.11 below.

It will helpful there to have the following lemma.

Lemma 2.9.23. Suppose C,D are unitary categories with C semisimple. Suppose F,G : C →
D are dagger functors and ρ : F ⇒ G is a natural transformation. Then ρ is unitary if and
only if ρs is unitary for all s ∈ Irr(C).

Proof. The forward direction is immediate. Suppose ρs is unitary for all s ∈ Irr(C). Write
c ∈ C as an orthogonal direct sum c ∼=

⊕
s∈Irr(C) s

⊕ms by Corollary 2.9.22 using isometries

{vsj}ms
j=1 ⊂ C(s→ c) satisfying

∑
s∈Irr(C)

∑ms

j=1 v
s
j (v

s
j )

† = idc. By naturality,

ρc =
∑

s∈Irr(C)

ms∑
j=1

G(vsj )ρsF (vsj )
†,

which is visibly unitary. □

Exercise 2.9.24. Prove the analogous theorem to Theorem 2.9.21 for pre-semisimple cate-
gories. Compare with Theorem 2.9.16.
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2.10. H∗-algebras and 2-Hilbert spaces. Recall that given a faithful positive linear func-
tional φ on a (finite dimensional) unitary algebra, we get the GNS Hilbert space L2(A,φ) = A
with inner product ⟨a|b⟩ := φ(a†b). If φ is also tracial, and we remember the algebra structure
of A, we get the notion of an H∗-algebra.

Definition 2.10.1. An H∗-algebra is a unitary algebra A equipped with a faithful positive
trace TrA : A → C (which is not necessarily a state). Observe that the GNS inner product
satisfies

⟨b|a∗c⟩ = ⟨ab|c⟩ = ⟨a|cb∗⟩ ∀ a, b, c ∈ A.

Since L2(A,TrA) = A, A is simultaneously a unitary algebra and a Hilbert space.1 Since
Mn(C) has a unique tracial state, we get a complete classification of H∗-algebras.

Lemma 2.10.2. Every H∗-algebra is a direct sum of H∗-algebras if the form (Mn(C), kTrn).
Given an H∗-algebra (A,TrA) and a right A-action on a Hilbert space H (which must

satisfy ⟨ξa|η⟩H = ⟨ξ|ηa∗⟩H for all η, ξ ∈ H and a ∈ A), every η ∈ H gives a left creation
operator which is manifestly right A-linear:

Lη = |η⟩ : AA → HA is given by a 7→ ξa.

Since A is also a Hilbert space, we have an adjoint map, which is also right A-linear as for
all a, b ∈ A,

⟨L†
η(ξa)|b⟩A = ⟨ξa|Lηb⟩H = ⟨ξa|ηb⟩H = ⟨ξ|ηba†⟩H

= ⟨ξ|Lηba
†⟩H = ⟨L†

ηξ|ba†⟩A = ⟨(L†
ηξ)a|b⟩A.

(2.10.3)

We see that the A-compact operator |ξ⟩A⟨η| := LξL
†
η ∈ End(HA), and ⟨η|ξ⟩A := L†

ηLξ ∈
End(AA) = A gives an A-valued inner product on H which satisfies

TrA(⟨η|ξ⟩A) = ⟨1A|L∗
ηLξ1A⟩L2(A,TrA) = ⟨Lη1A|Lξ1A⟩H = ⟨η|ξ⟩H .

Exercise 2.10.4. Prove that ⟨ · | · ⟩A on H satisfies:

• (right A-linear) ⟨η|ξ1a+ ξ2⟩A = ⟨η|ξ1⟩Aa+ ⟨η|ξ2⟩A for all η, ξ1, ξ2 ∈ H and a ∈ A,
• (anti-symmetric) ⟨η|ξ⟩∗A = ⟨ξ|η⟩A for all η, ξ ∈ H, and
• (positive definite) for all η ∈ H, ⟨η|ξ⟩A ≥ 0 with equality if and only if η = 0.

Definition 2.10.5. A right module of an H∗-algebra (A,TrA) is a Hilbert space HA with a
right A-action equipped with a faithful positive trace TrH : End(HA)→ C such that2

TrH(|ξ⟩A⟨η|) = TrA(⟨η|ξ⟩A) = ⟨η|ξ⟩H ∀ η, ξ ∈ H. (2.10.6)

We write Mod†(A,TrA) for the category of right H∗-modules over (A,TrA) with A-module
maps with dagger structure given by the adjoint of linear maps, which is well-defined by
(2.10.3).

1For those readers who know operator algebras, it is worth pointing out that if A is a unital C∗-algebra
equipped with a faithful positive trace Tr such that A is complete with respect to ∥a∥2 :=

√
⟨a|a⟩Tr, then A is

finite dimensional. Indeed, since End(AA) = A, A is a von Neumann algebra. If A is an infinite dimensional
von Neumann algebra, then there is an infinite sequence of mutually orthogonal projections (pn) which sum
to 1 SOT. We can then create an ℓ2 sum with positive coefficients which is not bounded in the C∗ norm.

2Since H is finite dimensional, it follows that

End(HA) = spanC {|ξ⟩A⟨η||η, ξ ∈ H}
Hence the trace TrH is completely determined by TrA and ⟨·|·⟩H . However, this phenomenon will fail one
categorical level higher.
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Example 2.10.7. Let d > 0, and consider the H∗-algebra (C, d) whose trace is determined
by Tr(1C) = d. We compute that

⟨η|ξ⟩H = ⟨1C|L∗
ηLξ1C⟩L2(C,d) = d · ⟨η|ξ⟩(C,d) =⇒ ⟨η|ξ⟩(C,d) =

1

d
· ⟨η|ξ⟩H .

This means that |ξ⟩(C,d)⟨η| is d−1 times the usual rank 1 operator |ξ⟩⟨η| : H → H given by
ζ 7→ ⟨η, ζ⟩ξ. The unique trace TrH which endowsH with the structure of an H∗ (C, d)-module
satisfies the equality

1

d
TrH(|ξ⟩⟨η|) = TrH(|ξ⟩(C,d)⟨η|) = Tr(C,d)(⟨η|ξ⟩(C,d)) = ⟨η|ξ⟩H ,

which implies TrH is the usual trace on B(H) scaled by d.

Lemma 2.10.8. Mod†(A,TrA) is a finite semisimple unitary category.

Proof. Clearly Mod†(A,TrA) admits orthogonal direct sums, so unitarity follows from the
fact that

End(HA) = {x ∈ B(H)|x(ηa) = (xη)a for all η ∈ H and a ∈ A} = (Aop)′ ∩B(H),

which is a unital †-closed subalgebra of B(H) (or a von Neumann algebra) for each object
HA. Since Mod†(A,TrA)

♮ ∼= Mod(A) as categories, Mod†(A,TrA) is finite semisimple. □

Definition 2.10.9. A pre-2-Hilbert space is a finite unitary category C equipped with a
family of faithful positive traces TrCc : C(c→ c)→ C for all c ∈ C satisfying

TrCb (f ◦ g) = TrCa(g ◦ f) ∀ f : a→ b, g : b→ a.

Observe that every endomorphism algebra of a pre-2-Hilbert space is canonically an H∗-
algebra. Moreover, every hom space C(a → b) comes equipped with an inner product
⟨f |g⟩a→b := TrCa(f

†g), and these inner products satisfy

⟨g|hf †⟩b→c = ⟨gf |h⟩a→c = ⟨f |g†h⟩a→b ∀ f : a→ b, g : b→ c, h : a→ c. (2.10.10)

Two pre-2-Hilbert spaces (C,TrC), (D,TrD) are called equivalent if there is a dagger equiv-
alence F : C → D such that TrDF (c)(F (f)) = TrCc (f) for all f : c→ c.
A pre-2-Hilbert space is called a 2-Hilbert space if it is unitarily Cauchy complete.

Example 2.10.11. EquippingMod†(A,TrA) with the family of traces TrH satisfying (2.10.6),
we see Mod†(A,TrA) is a 2-Hilbert space. Indeed, for all η1, η2 ∈ HA and ξ1, ξ2 ∈ KA,

TrH(|η1⟩A⟨ξ1| · |ξ2⟩A⟨η2|) = TrA(⟨η2|η1⟩A⟨ξ1|ξ2⟩A)
= TrA(⟨ξ1|ξ2⟩A⟨η2|η1⟩A)
= TrK(|ξ2⟩A⟨η2| · |η1⟩A⟨ξ1|).

Example 2.10.12. If (A,TrA) is an H∗-algebra, then B(A,TrA) := (BA,TrA) is a pre-2-
Hilbert space.

Example 2.10.13. If (C,TrC) is a pre-2-Hilbert space, then so is Add†(C) when we equip

it with the faithful positive trace given by Tr
Add†(C)
(cj)nj=1

(xij) :=
∑

j=1Tr
C
cj
(xjj) for (xij) ∈
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End((cj)
n
j=1). Indeed, for all (yij) : (aj)

n
j=1 → (bi)

m
i=1 and (zji) :→ (bi)

m
i=1 → (aj)

n
j=1,

Tr
Add†(C)
(bi)mi=1

((yij)(zji)) =
m∑
i=1

TrCbi

(
n∑

j=1

yijzji

)
=

n∑
j=1

TrCaj

(
m∑
i=1

zjiyij

)
= Tr

Add†(C)
(aj)nj=1

((zji)(yij)),

and faithfullness and positivity are also easy to check.

Example 2.10.14. If (C,TrC) is a pre-2-Hilbert space, then so is Proj(C) when we equip it

with the faithful positive trace given by Tr
Proj(C)
(c,p) (x) := TrCc (x). Indeed, for all y : (c, p) →

(d, q) and z : (d, q)→ (c, p), we have

Tr
Proj(C)
(d,q) (yz) = TrCd(yz) = TrCc (zy) = Tr

Proj(C)
(c,p) (zy),

and again faithfullness and positivity are also easy to check.

Example 2.10.15. Combining the previous two examples, if (C,TrC) is a pre-2-Hilbert
space, then ¢†(C,TrC) is a 2-Hilbert space. In particular, for every H∗-algebra (A,TrA),
¢B(A,TrA) is a 2-Hilbert space.

Definition 2.10.16. Given a simple object s in a 2-Hilbert space (C,TrC), we define the
quantum dimension of s by ds := TrCs (ids).

Remark 2.10.17. Since (C,TrC) is equivalent to Mod†(A,TrA) for some H∗-algebra (A,TrA)
as a 2-Hilbert space, it is important to not confuse the quantum dimension ds with the
dimension of the corresponding Hilbert space in Mod†(A,TrA).

Example 2.10.18. Suppose (C,TrC) and (D,TrD) are 2-Hilbert spaces. Then Fun†(C → D)
(which is again finite unitary) is a pre-2-Hilbert space when equipped with the trace

TrF (ρ : F ⇒ F ) :=
∑

s∈Irr(C)

ds · TrDF (s)(ρs).

Indeed, if F,G : C → D and ρ : F ⇒ G and σ : G⇒ F , then

TrF (σ · ρ) =
∑

s∈Irr(C)

ds · TrDF (s)((σ · ρ)s) =
∑

s∈Irr(C)

ds · TrDF (s)(σs ◦ ρs)

=
∑

s∈Irr(C)

ds · TrDG(s)(ρs ◦ σs) =
∑

s∈Irr(C)

ds · TrDG(s)((ρ · σ)s) = TrG(ρ · σ).

The reason for introducing this scaling above will become apparent in Lemma 2.11.5 below.

Proposition 2.10.19. Suppose (C,TrC) is a 2-Hilbert space. The trace TrC is completely
determined by (ds)s∈Irr(C).

Proof. By Theorem 2.9.21, every c ∈ C can be written as an orthogonal direct sum of
simples c ∼=

⊕
s∈Irr(C) s

ms . Let
{
vsj : s→ c

∣∣s ∈ Irr(C), j = 1, . . . ,ms

}
be a family of isome-

tries satisfying
∑

s∈Irr(C)
∑ms

j=1 v
s
j (v

s
j )

† = idc. Under the canonical isomorphism EndC(c) ∼=⊕
s∈Irr(C) Mms(C) from (2.4.2), we get matrix units for f : c→ c given by

((f s
ij = (vsi )

†fvsj )
ms
i,j=1)s∈Irr(C).
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We calculate

TrCc (f) =
∑

s,t∈Irr(C)

ms∑
i,j=1

mt∑
i,j=1

TrCc (v
s
i (v

s
i )

†fvtj(v
t
j)

†) =
∑

s,t∈Irr(C)

ms∑
i,j=1

mt∑
i,j=1

TrCt ((v
t
j)

†vsi (v
s
i )

†fvtj)

=
∑

s∈Irr(C)

ms∑
j=1

TrCs ((v
s
j )

†fvsj ) =
∑

s∈Irr(C)

ms∑
j=1

TrCs (f
s
jj ids)

=
∑

s∈Irr(C)

ds

ms∑
j=1

f s
jj =

∑
s∈Irr(C)

ds Tr(f
s
ij)

ms
i,j=1.

Since the non-normalized trace on a simple summand of a multimatrix algebra does not
depend on coordinates, this last expression is completely determined by the scalars ds. □

Corollary 2.10.20. Suppose (C,TrC), (D,TrD) are 2-Hilbert spaces and F : (C,TrC) →
(D,TrD) is an equivalence the underlying dagger categories. Then F is an equivalence of
2-Hilbert spaces if and only if ds = dF (s) for all simples s ∈ Irr(C).

Proof. It suffices to prove the reverse direction. If ds = dF (s) for all simples s ∈ Irr(C), then
for all f : C(c→ c), as in the previous proof,

TrDF (c)(F (f)) =
∑

s∈Irr(C)

dF (s) Tr(f
s
ij)

ms
i,j=1 =

∑
s∈Irr(C)

dsTr(f
s
ij)

ms
i,j=1 = TrCc (f). □

Proposition 2.10.21. The map which sends a projection p ∈ Mn(A) = End(A⊕n) to the
right (A,Tr)-module pA⊕n with trace satisfying (2.10.6) is an equivalence of 2-Hilbert spaces
from ¢†(BA,TrA) to Mod†(A,TrA).

Proof. Since every right A-module is projective, the above functor is (unitarily) essentially
surjective. Moreover, we have identifications

HomMod†(A,TrA)(qA
⊕n → pA⊕m)) = pMm×n(A)q = Hom¢†(BA)((A

⊕n, q)→ (A⊕m, p)),

which preserve the †, so the above functor is a fully faithful dagger functor.
It remains to prove that the equivalence from Lemma 2.10.8 preserves the traces. If SA is

a simple right (A,TrA)-module and v : SA → AA is an isometry, we see that

d
¢†(BA,TrA)
S = Tr

¢†(BA,TrA)
S (idS) = Tr

¢†(BA,TrA)
S (v†v) = Tr

¢†(BA,TrA)
A (vv†)

= Tr
(BA,TrA)
A (vv†) = TrA(vv

†) = TrA(vv
†) = TrS(v

†v) = d
Mod†(A,TrA)
S .

We are now finished by Corollary 2.10.20. □

Theorem 2.10.22. Every 2-Hilbert space is of the form Mod†(A,TrA) for some H∗-algebra
(A,TrA).

Proof. Let (C,TrC) be a 2-Hilbert space. By Theorem 2.9.21, C ∼= Hilb(S) where S = Irr(C).
Moreover, TrC is completely determined by the positive scalars ds = TrC(ids) by Proposition
2.10.19.
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Consider the H∗-algebra (A,TrA) =
⊕

s∈Irr(C)(C, ds) where (C, ds) is the H∗-algebra whose
modules were computed in Example 2.10.7. We see that

Mod†

 ⊕
s∈Irr(C)

(C, ds)

 ∼= ⊕
s∈Irr(C)

Mod†(C, ds)) ∼=
⊕

s∈Irr(C)

(Hilb, ds)

where (Hilb, ds) means equip Hilb with the trace ds Tr. This 2-Hilbert space is exactly the
one we are looking for. □

2.11. Unitary Yoneda. Using the notion of 2-Hilbert space, we can now provide a unitary
version of the Yoneda Lemma. Suppose (C,TrC) is a pre-2-Hilbert space, and recall that
each hom space C(a → b) carries the inner product ⟨f |g⟩a→b := TrCa(f

†g), and these inner
products satisfy (2.10.10). Observe now that for every c ∈ C, we get a representable functor

C(− → c) : Cop → Hilb.

Lemma 2.11.1 (Unitary Yoneda, part 1). Each functor C(− → c) is a dagger functor, and

the Yoneda embedding よ† : C → Fun†(Cop → Hilb) given by c 7→ C(− → c) is a dagger
functor.

Proof. The first claim follows from the first equality in (2.10.10); when f : a→ b,

(− ◦ f) : C(b→ c)→ C(a→ c) and ⟨g|hf †⟩b→c = ⟨gf |h⟩a→c

for all g : b → c and h : a → c. The second claim follows from the second equality in
(2.10.10); when g : b→ c,

(g ◦ −) : C(− → b)⇒ C(− → c),

and for each f : a→ b and h : a→ c,

⟨gf |h⟩a→c = ⟨f |g†h⟩a→b.

Hence (g ◦ −)† = (g† ◦ −) : C(− → c)⇒ C(− → b). □

We now make an observation on unitarily representing dagger functors.

Definition 2.11.2. Suppose C is a pre-2-Hilbert space. A dagger functor F : Cop → Hilb
is called unitarily representable if there is an a ∈ C and a unitary natural isomorphism
α : F ⇒ C(− → a). We call (a, α) a unitary representing pair for F .

Remark 2.11.3. Suppose (a, α), (b, β) are two unitary representing pairs for F : Cop → Hilb.
Since β◦α−1 : C(− → a)⇒ C(− → b) is a unitary natural isomorphism, and since the unitary
Yoneda embedding from Lemma 2.11.1 is a dagger functor, β◦α−1 must be post-composition
with a unitary isomorphism a→ b; i.e., the canonical isomorphism (βa◦α−1

a )(ida) ∈ C(a→ b)
from Remark 2.8.6 is unitary. Thus the object unitarily representing a unitarily representable
dagger functor is uniquely determined (up to a contractible space).

Now suppose (C,TrC) is a 2-Hilbert space. Equipping Hilb with its usual trace, the finite
unitary category Fun†(Cop → Hilb) inherits a trace from Example 2.10.18.

Theorem 2.11.4 (2-Riesz Representation). If (C,TrC) is a 2-Hilbert space, the unitary

Yoneda embedding よ† : C → Fun†(Cop → Hilb) is an equivalence of 2-Hilbert spaces.
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Proof. By Lemma 2.11.1, よ† is a dagger functor, and the underlying linear functor of よ†

is よ : C♮ → Fun((C♮)op → Vec), which is an equivalence by Corollary 2.9.15. By Corollary

2.3.14, よ† is a dagger equivalence. By Corollary 2.10.20, it remains to prove quantum
dimensions of simples agree. For s ∈ Irr(C),

TrFun
†

C(−→s)(idC(−→s)) =
∑

t∈Irr(C)

ds · TrHilbC(t→s)((idC(−→s))t) = ds · TrHilbC(s→s)(ids) = ds. □

Lemma 2.11.5 (Unitary Yoneda, part 2). For every dagger functor F : Cop → Hilb, the
Yoneda isomorphism

よ(a, F ) : Hom(C(− → a)⇒ F ) −→ F (a)

ρ 7−→ ρa(ida)

is unitary.

Proof. Observe that for one fixed dagger functor F : Cop → Hilb, a 7→ Hom(C(− → a)⇒ F )
is also a second dagger functor Cop → Hilb, and よ(−, F ) is a natural isomorphism between
them. To check unitarity, it suffices to check each よ(s, F ) is unitary by Lemma 2.9.23.

For a simple s ∈ Irr(C) and ρ : Hom(C(− → a)⇒ F ),

∥ρ∥2C(−→s)⇒F = TrFun
†

C(−→s)(ρ
† ◦ ρ) =

∑
t∈Irr(C)

dtTr
Hilb
C(t→s)(ρ

†
t ◦ ρt) = dsTr

Hilb
C(s→s)(ρ

†
s ◦ ρs)

Since {d−1/2
s ids} is an orthonormal basis for C(s→ s), we can continue our calculation using

the formula for TrHilb as

ds⟨d−1/2
s ids |(ρ†s ◦ ρs)(d−1/2

s ids)⟩s→s = ⟨ρs(ids)|ρs(d−1/2
s ids)⟩F (s) = ∥ρs(ids)∥F (s).

We conclude each よ(s, F ) is unitary, so we are finished. □

We now work to construct the canonical unitary isomorphism exhibiting c as an orthogonal
direct sum.

Lemma 2.11.6. Suppose s ∈ Irr(C). For every f : a→ s and g : s→ b,

f ◦ f † = d−1
s · TrCs (f ◦ f †) · ids and g† ◦ g = d−1

s · TrCs (g† ◦ g) · ids .

Moreover, we have

∥g ◦ f∥a→b = d−1/2
s · ∥g∥s→b · ∥f∥a→s.

Proof. Since s ∈ Irr(C), there are real numbers rf , rg ≥ 0 such that f ◦ f † = rf ids and
g† ◦ g = rg ids. Taking TrCs , we see that

TrCs (f ◦ f †) = rfds ⇐⇒ rf = d−1
s · TrCs (f ◦ f †)

and similarly, rg = d−1
s · TrCs (g† ◦ g). This proves the first claim.

For the second claim, we calculate that

∥g ◦ f∥2a→b = TrCa(f
† ◦ g† ◦ g ◦ f) = TrCs ((f ◦ f †) ◦ (g† ◦ g))

= d−2
s TrCs (f ◦ f †) TrCs (g

† ◦ g) TrCs (ids) = d−1
s · ∥g∥s→b · ∥f∥a→s. □

Due to the previous lemma, we introduce the following notation.
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Notation 2.11.7. Given H ∈ Hilb and λ > 0, we write λH for the Hilbert space obtained
from H by scaling the inner product by λ, i.e., ⟨η|ξ⟩λH = λ · ⟨η|ξ⟩H for all η, ξ ∈ H.

Proposition 2.11.8. The composition isomorphism⊕
s∈Irr(C)

C(a→ s)⊗C d−1
s C(s→ b) −→ C(a→ b)

is unitary.

Proof. We know that the composition map is invertible by semisimplicity, and we know that
the subspaces C(a → s) ⊗C d−1

s C(s → b) are mutually orthogonal for distinct simples s ∈
Irr(C). Hence by the Pythagorean Theorem, it suffices to check that composition restricted
to each subspace

C(a→ s)⊗C d−1
s C(s→ b) −→ C(a→ b)

is an isometry. This is immediate from Lemma 2.11.6. □

Note that in Proposition 2.11.8 above, we could also have chosen to scale the inner product
on C(a→ s). The purpose of choosing to rescale the inner product on C(s→ b) is the next
result.

Corollary 2.11.9. For each c ∈ C, we have a canonical unitary isomorphism υc : c ∼=⊕
s∈Irr(C) d

−1
s C(s→ c)⊗ s satisfying (2.9.11) for all morphisms f : a→ b.

Proof. The canonical isomorphism from Lemma 2.9.10 was constructed by writing down a
natural isomorphism of representable functors. With the appropriately scaled multiplicity
spaces d−1

s C(s → c), we have the following unitary natural isomorphism between unitarily
representable functors:

C

a→
⊕

s∈Irr(C)

d−1
s C(s→ c)⊗ s

 ∼= ⊕
s∈Irr(C)

C
(
a→ d−1

s C(s→ c)⊗ s
)

(Ex. 2.4.17)

∼=
⊕

s∈Irr(C)

C(a→ s)⊗ d−1
s C(s→ c) (2.5.8)

∼= C(a→ c) Prop. (2.11.8).

Hence the canonical isomorphism υc : c ∼=
⊕

s∈Irr(C) d
−1
s C(s → c) ⊗ s is unitary by Remark

2.11.3. The final claim follows as in Lemma 2.9.10. □
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