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## Preface

Given a Lie group $G$ acting on a space $X$, the equivariant cohomology ring $H_{G}^{*} X$ packages information about the interaction between the topology of $X$ and the representation theory of $G$. On one hand, it provides a way of exploiting the symmetry of $X$, as manifested by the $G$-action, to understand $H^{*} X$; on the other hand, appropriate choices of $X$ are useful in studying representations of $G$.

Defined by A. Borel in his 1958-9 seminar on transformation groups, equivariant cohomology arose in the context of a problem of interest to topologists: given some cohomological information about $X$, what can be said about the group actions $X$ admits? Must there be fixed points? How many? By constructing an auxiliary space, Borel built a framework for answering these questions in special situations, e.g., when $G$ is a torus and $X$ is a compact manifold satisfying a technical hypothesis (now known as equivariant formality).

It took several decades for ideas of equivariant cohomology to enter mainstream algebraic geometry. By 2000, though, localization had become a standard technique in Gromov-Witten theory and applications to enumerative geometry. Equivariant methods were also used in producing degeneracy locus formulas and in proving Littlewood-Richardson rules in Schubert calculus.

One reason for the lag may be the role of infinite-dimensional spaces. Indeed, Borel's construction produces a certain fiber bundle over the classifying space $\mathbb{B} G$, with fiber $X$. Classifying spaces are almost always infinite-dimensional, so they are certainly not algebraic varieties. However, for the groups appearing most frequently in applications to algebraic geometry-linear algebraic groups, and especially torus groups-these spaces can be "approximated" by familiar finite-dimensional varieties. Such approximation spaces were
introduced by Totaro in the late 1990s, building on ideas of Bogomolov, and they were incorporated into a theory of equivariant Chow groups by Edidin and Graham. The same ideas work equally well for cohomology, and in fact, some of the foundational notions are simpler for cohomology than for Chow groups.

Our aim in this text is to introduce the main ideas of equivariant cohomology to an audience with a general background in algebraic geometry. We therefore avoid using infinite-dimensional spaces in any essential way, relying instead on finite-dimensional approximations. A recurring theme is that studying the equivariant geometry of $X$ is essentially the same as studying fiber bundles with fiber $X$. The fiber bundle point of view has a long tradition in algebraic geometry, and by emphasizing this, we hope that newcomers to equivariant cohomology will find that many of the constructions are already familiar.

In our choice of topics, we were guided by a desire to keep prequisites minimal. Apart from a "Leray-Hirsch" type lemma, and a few basic facts about Chern classes and cohomology classes of subvarieties, all that we need is standard material from first courses in algebraic topology and algebraic geometry. Projective spaces and Grassmannians are usually familiar to beginners, and they suffice to illustrate a broad range of equivariant phenomena. Toric varieties and homogeneous spaces are natural next steps, and here one already encounters the frontiers of current research.

On the other hand, this introductory text is not an all-inclusive reference, and we have left out many exciting topics, inevitably including ones which some researchers (even ourselves!) might consider essential. Readers will have to look elsewhere for the construction of equivariant cohomology via differential forms; for a detailed discussion of the moment map and the symplectic point of view; for applications to the cohomology of finite or discrete groups; and for equivariant $K$-theory and more exotic cohomology theories. Part of our aim is to prepare and encourage readers to explore the many excellent sources for learning about such things.

The book grew out of lectures, and we have tried to blend some of the organic character of a series of lectures with the logical organization of a textbook. The first six chapters cover the basics, including a simple version of the localization theorem and an illustration of its application to the space of conics. This material is important for most users of equivariant cohomology. Refinements of the localization theorem, including the "GKM" description of equivariant cohomology, are given in Chapter 7. Here we employ some more technical arguments, and for the most part the results are not logically required elsewhere in the book.

The remainder of the text consists of examples and applicationsto toric varieties, Grassmannians, flag varieties, and general homogeneous spaces.

Grassmannians and flag varieties are fascinating objects of study in their own right, and we give an account of their combinatorial structure and equivariant geometry in Chapters 9 and 10. These spaces also form part of the link between equivariant cohomology and degeneracy locus formulas: in a precise way, a formula for the cohomology class of a degeneracy locus is equivalent to one for the equivariant class of a certain Schubert variety. This connection motivated much of our perspective, and it is the subject of Chapter 11.

Projective spaces, Grassmannians, and flag varieties are examples of homogeneous spaces for the general linear group. Other classical groups-the symplectic and orthogonal groups-appear in a similar way, and their corresponding flag varieties are related to refined degeneracy locus problems. The problem of extending what is known for $G L_{n}$ ("type A") to the other classical types has received much attention over the last few decades. For a complete telling of this story, putting all classical groups on equal footing, we must refer elsewhere. Chapters 13 and 14 provide a sample, describing the equivariant cohomology of symplectic flag varieties ("type C").

The type C degeneracy locus formulas require a new coefficient ring, and this raises a question: where is the analogous coefficient ring in type A ? The answer has become clear only in very recent work, involving a certain infinite-dimensional Grassmannian. (As usual,
and in keeping with our general theme, it can also be understood via appropriate finite-dimensional approximations.) To provide a bridge between type A and type C, this is discussed rather briefly in Chapter 12.

Once one understands something about flag varieties for symplectic and orthogonal groups, it is natural to ask about general homogeneous spaces. These spaces play a key role in the story of equivariant cohomology, too: thanks to a theorem of Borel, if $G$ is a reductive group with Borel subgroup $B$ and maximal torus $T$, then the $G$-equivariant cohomology of any space on which $G$ acts is related to its $T$-equivariant cohomology through the flag variety $G / B$. This is explained in Chapter 15, and further developed in Chapter 16.

There are several possible approaches to defining equivariant homology. One which is well-suited to our theme of finite-dimensional approximation is presented in Chapter 17, based on ideas of Edidin, Graham, and Totaro. Equivariant Segre classes appear naturally in this context, as do the equivariant multiplicities introduced by Rossmann and Brion.

In Chapters 18 and 19, we conclude with a study of Schubert varieties in homogeneous spaces. Highlights include a formula for the restriction of a Schubert class to a fixed point (due to Andersen-Jantzen-Soergel and Billey), a criterion for a Schubert variety to be nonsingular at a fixed point (following Kumar and Brion), and some formulas for multiplying equivariant Schubert classes, along with a theorem of Graham which asserts that such products always expand positively, in a suitable sense.

Each chapter ends with a "Notes" section, providing some limited historical and mathematical context, as well as references for material in the text. We have also included hints for many of the exercises, and complete solutions in a few cases.

Appendix A is a brief summary of basic results from algebraic topology which we need in the text; much of this material is essential, and we advise the reader to review it before embarking on the main text. The other appendices may be perused as needed.

Early drafts of what became this book began with WF's Eilenberg Lectures at Columbia University in 2007, and DA's notes have been available online since then. In the meantime, both authors have given lectures augmenting and improving on these notes-in courses at the University of Michigan, the University of Washington, and the Ohio State University, and in lecture series at the Institute for Advanced Study in Princeton in 2007, at IMPANGA in Bedłewo in 2010, and at IMPA in Rio de Janeiro in 2014. We heartily thank the many students, friends, and colleagues who attended these lectures and gave feedback on the notes. Special thanks go to P. Achinger, I. Cavey, J. de Jong, D. Genlik, O. Lorscheid, D. Speyer, and A. Zinger for their detailed comments, and to M. Brion, D. Edidin, W. Graham, and B. Totaro for their influence on our understanding of the subject.

## CHAPTER 1

## Preview

Before beginning in earnest, we offer a taste of the themes and topics this book will explore. Although we give some definitions and sketches of arguments here, the reader should rest assured that later chapters will provide more detail.

## 1. The Borel construction

Suppose a Lie group $G$ acts on a space $X$ (on the left). The standard definition of the $G$-equivariant cohomology of $X$, written $H_{G}^{*} X$, goes like this. Find a contractible space $\mathbb{E} G$ with $G$ acting freely (on the right), and form the quotient

$$
\mathbb{E} G \times^{G} X:=(\mathbb{E} G \times X) /(e \cdot g, x) \sim(e, g \cdot x)
$$

Then define

$$
H_{G}^{i} X:=H^{i}\left(\mathbb{E} G \times{ }^{G} X\right) .
$$

The idea behind this definition is to have $H_{G}^{i} X=H^{i}(G \backslash X)$ when the action on $X$ is free; replacing $X$ by $\mathbb{E} G \times X$ leaves the homotopy type unchanged, but produces a free action, with quotient $\mathbb{E} G \times^{G} X$. This construction first appeared (unnamed) in Borel's 1958-9 seminar on transformation groups, so the space $\mathbb{E} G \times^{G} X$ is often called the Borel construction.

The space $\mathbb{B} G:=\mathbb{E} G / G$ is a classifying space for $G$ and it, along with the quotient map $\mathbb{E} G \rightarrow \mathbb{B} G$, is universal in an appropriate category, so this definition is independent of choices. We will not need this general topological machinery, though.

The case when $X$ is a point is important. Here we are looking at

$$
\Lambda_{G}:=H_{G}^{*}(\mathrm{pt})=H^{*} \mathbb{B} G
$$

Since $\mathbb{B} G$ usually has nontrivial cohomology, $H_{G}^{*}(p t) \neq \mathbb{Z}$ in general! This is an essential feature of equivariant cohomology.

Example 1.1. For the multiplicative group $G=\mathbb{C}^{*}$, we can take $\mathbb{E} G=\mathbb{C}^{\infty} \backslash\{0\}$. Certainly $G$ acts freely, and it is a pleasant exercise to prove this space is contractible. ${ }^{1}$ The quotient is $\mathbb{B} G=\mathbb{C P}{ }^{\infty}$. This lets us compute our first equivariant cohomology ring:

$$
\Lambda_{\mathbb{C}^{*}}=H_{\mathbb{C}^{*}}^{*}(\mathrm{pt})=H^{*} \mathbb{C P}^{\infty}=\mathbb{Z}[t]
$$

where $t$ is the Chern class of the tautological line bundle on $\mathbb{C P}$.
For the circle group $G=S^{1}$, regarded as the unit complex numbers, we can use $\mathbb{E} G=S^{\infty}$, regarded as the unit sphere in $\mathbb{C}^{\infty}$. This is contractible, since $\mathbb{C}^{\infty} \backslash\{0\}$ retracts onto it, and we obtain the same quotient space $\mathbb{B} G=\mathbb{C} \mathbb{P}^{\infty}$ as for $\mathbb{C}^{*}$. Alternatively, we could use the same space $\mathbb{E} G=\mathbb{C}^{\infty} \backslash\{0\}$, since the subgroup $G=S^{1} \subseteq \mathbb{C}^{*}$ acts freely here. Either way, we obtain

$$
\Lambda_{S^{1}}=\Lambda_{\mathbb{C}^{*}}=\mathbb{Z}[t]
$$

This is an instance of a general phenomenon: cohomology for a complex group is the same as for a maximal compact subgroup.

Example 1.2. Elaborating on the previous example, for the torus $T=\left(\mathbb{C}^{*}\right)^{n}$ we can take $\mathbb{E} T=\left(\mathbb{C}^{\infty} \backslash\{0\}\right)^{n}$ to get $\mathbb{B} T=\left(\mathbb{C P}^{\infty}\right)^{n}$. We find

$$
\Lambda_{T}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]
$$

where $t_{i}$ comes from the tautological bundle on the $i$ th factor of $\left(\mathbb{P}^{\infty}\right)^{n}$. As before, we get the same result for the compact torus $\left(S^{1}\right)^{n} \subseteq\left(\mathbb{C}^{*}\right)^{n}$.

Early applications of equivariant cohomology were topological, focusing on questions about how the cohomology of a space constrains the group actions it admits. Algebraic geometers were slower to realize its utility, perhaps because the spaces $\mathbb{E} G \times^{G} X$ are generally infinite-dimensional (as we've already seen). However, some of the core ideas of equivariant cohomology had been used in algebraic geometry for quite a while. The space $\mathbb{E} G \times^{G} X$ is a fiber bundle over the classifying space $\mathbb{B} G$, with fiber $X$, and the study of such bundles goes back at least to Ehresmann in the 1940's. In algebraic geometry,
fiber bundle constructions are familiar and ubiquitous-we are used to going from a vector space to a vector bundle, projective space to projective bundle, or Grassmannian to Grassmann bundle. A key theme for us is that equivariant cohomology is intimately linked to the study of general fiber bundles.

In fact, we will work with an alternative (but equivalent) definition of $H_{G}^{*}$ which stays within the realm of finite-dimensional spaces. This involves using "approximations" $\mathbb{E}_{m}$ to $\mathbb{E} G$, and each $\mathbb{E}_{m} \times{ }^{G} X$ will be a finite-dimensional algebraic manifold whenever $X$ is. (A technical assumption on $G$ or $X$ may be necessary, to guarantee algebraicity of the quotient, but it will be automatic in most applications.) For instance, we'll use $\mathbb{E}_{m}=\mathbb{C}^{m} \backslash 0 \rightarrow \mathbb{B}_{m}=\mathbb{P}^{m-1}$ to approximate $\mathbb{B C}^{*}$. In the next chapter, we'll prove lemmas that show this leads to a well-defined theory.

As we'll see, equivariant cohomology shares many familiar properties with ordinary (singular) cohomology: it is functorial (contravariant for equivariant maps), has Chern classes (for equivariant vector bundles), and fundamental classes (for invariant subvarieties of a nonsingular variety). Most of these properties are verified by doing the analogous construction for ordinary cohomology on $\mathbb{E} G \times{ }^{G} X$ (or an approximation).

## 2. Fiber bundles

The Borel construction produces a certain fiber bundle from the action of $G$ on $X$ : the fiber is $X$, and the base is $\mathbb{B} G$ (or an approximation). It is helpful to think of the diagram

with the vertical arrow on the right coming from the projection on the first factor. Pullback along the horizontal arrows-i.e., restriction to a fiber-defines a forgetful homomorphism $H_{G}^{*} X \rightarrow H^{*} X$, from equivariant to ordinary cohomology. Pullback along the vertical
arrows gives homomorphisms

$$
\mathbb{Z}=H^{*}(\mathrm{pt}) \rightarrow H^{*} X \quad \text { and } \quad \Lambda_{G}=H_{G}^{*}(\mathrm{pt}) \rightarrow H_{G}^{*} X
$$

The first of these is trivial, but the second endows $H_{G}^{*} X$ with the richer structure of a $\Lambda_{G}$-algebra, at least when this ring is commutative. In some cases, this structure is rich enough to determine $X$ itself! (For example, this happens when $X$ is a toric manifold.)

Example 2.1. The standard action of $T=\left(\mathbb{C}^{*}\right)^{n}$ on $\mathbb{C}^{n}$ (by scaling coordinates) defines an action on $\mathbb{P}^{n-1}=\mathbb{P}\left(\mathbb{C}^{n}\right)$, giving the universal quotient line bundle $\mathscr{O}(1)$ an equivariant structure. Writing $\zeta=$ $c_{1}^{T}(\mathscr{O}(1))$ for its equivariant Chern class in $H_{T}^{2} \mathbb{P}^{n-1}$, we have

$$
H_{T}^{*} \mathbb{P}^{n-1}=\Lambda_{T}[\zeta] / \prod_{i=1}^{n}\left(\zeta+t_{i}\right)
$$

We will work this out in detail soon; it follows easily from the general formula for the cohomology of a projective bundle. Note that sending $t_{i} \mapsto 0$ for all $i$ defines a surjection $H_{T}^{*} \mathbb{P}^{n-1} \rightarrow H^{*} \mathbb{P}^{n-1}=\mathbb{Z}[\bar{\zeta}] /\left(\bar{\zeta}^{n}\right)$, where $\bar{\zeta}=c_{1}(\mathscr{O}(1))$ is the ordinary Chern class.

## 3. The localization package

The possibility of carrying out global computations using only local information at fixed points provides one of the most powerful applications of equivariant cohomology. This works best when $G=T$ is a torus. Two notions underwrite this technique. The first is that equivariant cohomology should determine ordinary cohomology: in good situations,
$H_{T}^{*} X \rightarrow H^{*} X$ is surjective, with kernel generated by the kernel of $\Lambda_{T} \rightarrow \mathbb{Z}$.

The second notion is that equivariant cohomology should be determined by fixed points: in good situations, for $\iota: X^{T} \hookrightarrow X$,
$H_{T}^{*} X \xrightarrow{\iota^{*}} H_{T}^{*} X^{T}$ is injective, and becomes an isomorphism after inverting enough elements of $\Lambda_{T}$.
We will also see theorems characterizing the image of $t^{*}$.

Both of these are desired properties, but they can certainly fail for a given action of $T$ on $X$. (For example, if $X$ has no fixed points, it will be difficult for the second notion to hold; if $X=T$, acting on itself by translation, then both properties fail. A useful exercise is to look for other examples where one or both of these properties fails.) In plenty of common situations, though, both do hold true: for example, whenever $X$ is a nonsingular projective variety with finitely many fixed points. Theorems about when these properties hold form the core of the localization package.

Another component of this package is an integration formula which computes the pushforward along a proper map of nonsingular varieties, $f: X \rightarrow Y$, via restriction to fixed points. In the especially useful case of $\rho: X \rightarrow \mathrm{pt}$, with $X^{T}$ finite, this takes the form

$$
\int_{X} \alpha:=\rho_{*}(\alpha)=\sum_{p \in X^{T}} \frac{\left.\alpha\right|_{p}}{c_{\mathrm{top}}^{T}\left(T_{p} X\right)},
$$

where the right-hand side is a finite sum of elements of the fraction field of $\Lambda_{T}$-that is, rational functions in the variables $t_{i}$.

All of this package consists of essentially equivariant phenomena: for any space $X$ with nontrivial cohomology and finitely many fixed points, you could never have an injection $H^{*} X \rightarrow H^{*} X^{T}$, by degree! Similarly, the right-hand side of the integration formula is only defined equivariantly, since the denominators are positive-degree elements of $H_{T}^{*}(\mathrm{pt})$.

Localization fits into the fiber bundle picture via sections: in terms of the previous diagram, we have

with the inclusion $\iota_{p}:\{p\} \hookrightarrow X$ of a fixed point inducing a section of the fiber bundle $\mathbb{E} \times^{G} X \rightarrow \mathbb{B}$. Pulling back along this section gives the restriction homomorphism $\iota_{p}^{*}: H_{G}^{*} X \rightarrow H_{G}^{*}(p)=\Lambda_{G}$.

## 4. Schubert calculus and Schubert polynomials

Our two main thematic strands-fiber bundles and localizationbraid together nicely in modern Schubert calculus. Here $X$ is a projective homogeneous space, for example, $\mathbb{P}^{n-1}, G r\left(d, \mathbb{C}^{n}\right), F l\left(\mathbb{C}^{n}\right)$, or more generally, $G / P$ for a reductive group $G$ and parabolic subgroup $P$. The cohomology ring has a basis of Schubert classes $\left[\Omega_{w}\right]$, where $\Omega_{w} \subseteq X$ is a Schubert variety, defined by certain incidence conditions. These subvarieties are invariant for the action of a torus, and in fact their equivariant classes $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ form a $\Lambda_{T}$-basis for $H_{T}^{*} X$. (The set $W$ indexing the Schubert basis is a quotient of the Weyl group of $G$. For $G=G L_{n}$, this is the symmetric group $S_{n}$.)

A central problem is to understand these classes $\sigma_{w}$. In particular, one would like expressions for them as polynomials in ring generators for $H_{T}^{*} X$; formulas for their restrictions to fixed points; and combinatorial rules for their multiplication. The last of these is a long-standing open problem: one can write

$$
\sigma_{u} \cdot \sigma_{v}=\sum_{w} c_{u v}^{w} \sigma_{w},
$$

for some homogeneous polynomials $c_{u v}^{w}$ in $\Lambda_{T}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$. What are these polynomials?

The structure constants $c_{u v}^{w}$ satisfy a positivity property: when written in appropriate variables, these polynomials have nonnegative coefficients. (When there is no torus, the structure constants are nonnegative integers, by an application of Kleiman-Bertini transversality.) The problem is to find a combinatorial formula for $c_{u v}^{w}$ manifesting this positivity. Good answers are known for some spacesGrassmannians, cominuscule varieties, 3-step flag varieties-but even the non-equivariant question remains open in most cases, despite much recent progress. A key theme in recent advances is that equivariant techniques aid in proving non-equivariant theorems.

One can say more about the other problems. There is an elegant formula for restricting $\sigma_{w}$ to a fixed point $p_{u}$, expressed as a sum over certain reduced words in the Weyl group. And there are good
formulas for representing $\sigma_{w}$ as a polynomial in Chern classes, at least in classical types.

We will focus on "type A", and in particular the complete flag variety $\operatorname{Fl}\left(\mathbb{C}^{n}\right)$. For each permutation $w \in S_{n}$, there are Schubert classes $\left[\Omega_{w}\right] \in H^{*} F l\left(\mathbb{C}^{n}\right)$ and $\left[\Omega_{w}\right]^{T} \in H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$. In 1982, Lascoux and Schützenberger defined and initiated the study of Schubert polynomials $\mathfrak{S}_{w}(x) \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$, which are homogeneous polynomials mapping to $\left[\Omega_{w}\right]$ under a ring presentation $\mathbb{Z}[x] \rightarrow H^{*} F l\left(\mathbb{C}^{n}\right)$.

There are also double Schubert polynomials

$$
\mathfrak{\Im}_{w}(x ; y) \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]
$$

and it was later proved that these map to $\left[\Omega_{w}\right]^{T}$ in $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)=$ $\mathbb{Z}[x, y] / I$. Since $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$ is a quotient of a polynomial ring, there are necessarily many choices for polynomials representing $\left[\Omega_{w}\right]^{T}$, but it is generally agreed that $\mathfrak{S}_{w}(x ; y)$ are the best ones. They have many wonderful combinatorial and geometric properties, and we will study them in detail later.

Briefly, here is a different way the polynomials $\Im_{w}(x ; y)$ arise, which would have been familiar to mathematicians working over 100 years earlier. We will place rank conditions on $n \times n$ matrices, and compute the degree of the corresponding variety defined by the vanishing of certain minors. This sort of problem was studied by 19th century geometers, especially Cayley, Salmon, Roberts, and Giambelli. For a permutation $w \in S_{n}$, consider the (transposed) permutation matrix $A_{w}^{\dagger}$ having 1's in the $w(i)$ th column of the $i$ th row (position $(i, w(i)))$ and 0 's elsewhere. For example, the permutation $w=231$ has matrix

$$
A_{231}^{+}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right)
$$

Let $A[p, q]$ denote the upper-left $p \times q$ submatrix of any matrix $A$, and define

$$
D_{w}=\left\{A \in M_{n, n} \mid \operatorname{rk}(A[p, q]) \leq \operatorname{rk}\left(A_{w}^{\dagger}[p, q]\right) \text { for all } 1 \leq p, q \leq n\right\}
$$

This is an irreducible subvariety of $M_{n, n} \cong \mathbb{A}^{n^{2}}$, of codimension $\ell(w)=\{i<j \mid w(i)>w(j)\}$. It is invariant for an action of $T=$ $\left(\mathbb{C}^{*}\right)^{n} \times\left(\mathbb{C}^{*}\right)^{n}$ which scales rows and columns: viewing each factor of $T$ as diagonal matrices, $(u, v) \cdot A=u A v^{-1}$. This means there is a class

$$
\left[D_{w}\right]^{T} \in H_{T}^{*} M_{n, n}=\Lambda_{T}=\mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]
$$

homogeneous of degree $\ell(w)$ in the variables. (Since $M_{n, n}$ is contractible, its equivariant cohomology is that of a point.)

Theorem. This class equals the Lascoux-Schützenberger double Schubert polynomial: $\left[D_{w}\right]^{T}=\Im_{w}(x ; y)$.

This theorem is one piece of evidence of the naturality of Schubert polynomials, as well as the advantage of working equivariantly: there are no relations in the polynomial ring $H_{T}^{*} M_{n, n}$, so no choices.

Example. The locus $D_{231}$ is defined by two equations, $a_{11}=a_{21}=$ 0 . Each coordinate $a_{i j}$ comes with $T$-weight $x_{i}-y_{j}$, so Bézout's theorem implies $\varsigma_{231}(x ; y)=\left(x_{1}-y_{1}\right)\left(x_{2}-y_{1}\right)$.

## Notes

In addition to the original construction, many of the core ideas of equivariant cohomology appear in Borel's seminar on transformation groups [Bor60]. This includes the fiber bundle and localization perspective, as well as the idea of approximating by finite dimensional spaces. (They used CW complexes, not algebraic varieties.) In modern language, the Borel construction can be regarded as a "homotopy quotient" of $X$ by $G$, since it is the homotopy colimit of a diagram $G \times X \rightrightarrows X$. Alternatively, one can view $H_{G}^{*} X$ as the cohomology of the quotient stack $[G \backslash X]$. See [Beh04] for an introduction to the stack perspective.

Much of the current work on equivariant cohomology in algebraic geometry has roots in the story of modern Schubert calculus. Recent breakthroughs in the structure constant problem begin with Knutson and Tao's puzzle rule for Grassmannians [KnTao03], which we will see in Chapter 9. Since then, formulas for two-step flag varieties have been found [Co09, Buc15, BKPT16], as well as very recent formulas for two- and threestep flags [KnZJ20]. There are also some rules for classical Schubert calculus
on certain spaces $G / P$ for groups $G$ other than $G L_{n}$. Pragacz showed that a formula of Stembridge computes the structure constants of the Lagrangian Grassmannian [Pra91], and more generally, Thomas and Yong have found type-uniform formulas for all cominuscule flag varieties [ThYo09].

The restriction formula for equivariant Schubert classes at fixed points is due to Andersen-Jantzen-Soergel [AJS94] and Billey [Bi99]; we will prove it in Chapter 18. The relationship between double Schubert polynomials and equivariant classes was established in the 1990's [Fu192, KnMi05, FeRi03].

## Hints for exercises

${ }^{1}$ A solution can be found in [Hat02, Ex. 1B.3]. See, e.g., [MilSta74, §14] for the computation of $H^{*} \mathbb{C P} \mathbb{P}^{\infty}$.

## CHAPTER 2

## Defining equivariant cohomology

We will introduce our definition of equivariant cohomology using finite-dimensional algebraic varieties, constructing a contravariant functor from spaces with $G$-action to rings, and compute several examples of $\Lambda_{G}$ from this definition. First we need some basic facts about principal bundles, which predate equivariant cohomology and to some extent motivated its original construction.

Throughout this book, G is a Lie group. Usually-though not always-it will be a complex linear algebraic group.

## 1. Principal bundles

Before discussing the general setup, here is a special case which may be familiar. Suppose $E$ is a complex vector bundle of rank $n$ on a space $Y$, so it is trivialized by some open cover $U_{\alpha}$. The transition functions (from $U_{\alpha} \cap U_{\beta}$ to $G L_{n}$ ) can be used to construct a principal $G L_{n}$-bundle. Explicitly, let

$$
p: \operatorname{Fr}(E) \rightarrow Y
$$

be the frame bundle of $E$, whose fiber over $y \in Y$ is the set of all ordered bases $\left(v_{1}, \ldots, v_{n}\right)$ of $E_{y}$. (This is also known as the Stiefel manifold of $E$.) There is a natural right action of $G L_{n}$ on $\operatorname{Fr}(E)$, by

$$
\left(v_{1}, \ldots, v_{n}\right) \cdot g=\left(w_{1}, \ldots, w_{n}\right) \quad \text { where } w_{j}=\sum_{i=1}^{n} g_{i j} v_{i}
$$

and over an open set $U \subseteq Y$ where $E$ is trivial, the isomorphism

gives rise to

so $\operatorname{Fr}(E) / G L_{n}=Y$. This bundle $p: \operatorname{Fr}(E) \rightarrow Y$, together with its $G L_{n}$ action, is called the associated principal bundle to the vector bundle $E$. One can recover $E$ from its associated principal bundle, via isomorphisms


Here we are using the balanced product notation introduced in Chapter 1 when describing the Borel construction: in general, if $G$ acts on the right on a space $X$, and on the left on a space $Y$, then

$$
X \times{ }^{G} Y
$$

is the quotient of $X \times Y$ by the relation $(x \cdot g, y) \sim(x, g \cdot y)$.
The associated bundle can be used to construct other bundles. Multi-linear constructions on the standard $G L_{n}$-representation $\mathbb{C}^{n}$ lead to analogous ones on $E$. For instance, one has

$$
\begin{aligned}
& \operatorname{Fr}(E) \times \times^{G L_{n}}\left(\mathbb{C}^{n}\right)^{\vee} \cong E^{\vee} \\
& \operatorname{Fr}(E) \times{ }^{G L_{n}} \bigwedge^{d} \mathbb{C}^{n} \cong \bigwedge^{d} E, \\
& \operatorname{Fr}(E) \times^{G L_{n}} \operatorname{Sym}^{d} \mathbb{C}^{n} \cong \operatorname{Sym}^{d} E .
\end{aligned}
$$

Using the (left) action of $G L_{n}$ on projective space $\mathbb{P}^{n-1}=\mathbb{P}\left(\mathbb{C}^{n}\right)$, the Grassmannian $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$, or flag variety $F l\left(\mathbb{C}^{n}\right)$, one obtains projective bundles, Grassmann bundles, and flag bundles:

$$
\begin{aligned}
\operatorname{Fr}(E) \times{ }^{G L_{n}} \mathbb{P}\left(\mathbb{C}^{n}\right) & \cong \mathbb{P}(E), \\
\operatorname{Fr}(E) \times{ }^{G L_{n}} G r\left(d, \mathbb{C}^{n}\right) & \cong \operatorname{Gr}(d, E), \\
\operatorname{Fr}(E) \times{ }^{G L_{n}} F l\left(\mathbb{C}^{n}\right) & \cong \mathbf{F l}(E) .
\end{aligned}
$$

In fact, any space $X$ with a left $G L_{n}$-action produces a bundle

$$
\operatorname{Fr}(E) \times^{G L_{n}} X \rightarrow Y
$$

which is locally trivial with fiber $X$. Special cases of this construction will give us $H_{G L_{n}}^{k}(X)$, at least if $\widetilde{H}^{i}(\operatorname{Fr}(E))=0$ for $i \leq k$. Often it is simpler and more natural to study bundles in general, keeping in mind that this special case recovers equivariant cohomology.

Exercise 1.1. For $d \leq n$, let $\operatorname{Fr}(d, E) \rightarrow Y$ be the bundle whose fiber over $y$ is

$$
\left\{\left(v_{1}, \ldots, v_{d}\right) \mid v_{1}, \ldots, v_{d} \text { are linearly independent in the fiber } E_{y}\right\} .
$$

There is a right $G L_{d}$-action, as before. Show that $\operatorname{Fr}(d, E) \times{ }^{G L_{d}} \mathbb{C}^{d}$ is naturally identified with the tautological rank $d$ subbundle $\mathbb{S} \subseteq E_{\mathrm{Gr}}$ on the Grassmann bundle $\pi: \mathbf{G r}(d, E) \rightarrow Y$, where $E_{\mathrm{Gr}}=\pi^{*} E$ is the pullback vector bundle. ${ }^{1}$

Exercise 1.2. Note that $\operatorname{Fr}(d, E)$ is an open subspace of the Hom bundle $\operatorname{Hom}\left(\mathbb{C}_{Y}^{d}, E\right)$, where $\mathbb{C}_{Y}^{d}=Y \times \mathbb{C}^{d}$ is the trivial bundle. Use a similar open subset of $\operatorname{Hom}\left(E, \mathbb{C}_{Y}^{n-d}\right)$ to construct the tautological rank $n-d$ quotient bundle $E_{\mathbf{G r}} \rightarrow \mathbb{Q}=E_{\mathbf{G r}} / \mathbb{S}$ on $\mathbf{G r}(d, E)$.

Generally, for a Lie group G, a (right) principal G-bundle is

$$
p: \mathbb{E} \rightarrow \mathbb{B}
$$

where $G$ acts freely on $\mathbb{E}$ (on the right) and the map $p$ is isomorphic to the quotient map $\mathbb{E} \rightarrow \mathbb{E} / G$. We will always assume such bundles are locally trivial, so that $\mathbb{B}$ is covered by open sets $U$, with $G$-equivariant isomorphisms $p^{-1} U \cong U \times G$, where $G$ acts on $U \times G$ by right multiplication on itself.

Exercise 1.3. With $G$ acting by right multiplication on itself, trivially on a space $\mathbb{B}$, and on the left on a space $X$, show that there is a canonical isomorphism

$$
(\mathbb{B} \times G) \times{ }^{G} X \cong \mathbb{B} \times X
$$

Exercise 1.4. Suppose $G$ acts on the right on $\mathbb{E}$ and on the left on $X$, and $H$ acts on the right on $X$ and on the left on $Y$, compatibly so that

$$
g \cdot(x \cdot h)=(g \cdot x) \cdot h
$$

for all $g \in G, x \in X$, and $h \in H$. Show that there is a canonical isomorphism

$$
\left(\mathbb{E} \times^{G} X\right) \times^{H} Y \cong \mathbb{E} \times^{G}\left(X \times^{H} Y\right)
$$

Remark. If one restricts to a category of paracompact and Hausdorff spaces, there is a universal principal $G$-bundle $\mathbb{E} G \rightarrow \mathbb{B} G$, with the property that any principal bundle $\mathbb{E} \rightarrow \mathbb{B}$ comes from the universal one by a pullback

for some map $\mathbb{B} \rightarrow \mathbb{B} G$, uniquely defined up to homotopy. The base $\mathbb{B} G$ of such a bundle is called a classifying space for $G$. In fact, a principal bundle $\mathbb{E} \rightarrow \mathbb{B}$ is universal if and only if $\mathbb{E}$ is contractible.

The conditions paracompact and Hausdorff guarantee that partitions of unity exist, which is what is needed to construct the classifying map $\mathbb{B} \rightarrow \mathbb{B} G$. Any complex algebraic variety has these properties. On the other hand, for most groups $G$, there is no (finitedimensional) algebraic variety $\mathbb{E}$ which is contractible and admits a free $G$-action, so the classifying space $\mathbb{B} G$ cannot be represented by any algebraic variety. See Appendix E for an algebraic approach to this universal property.

We will not need the universal construction in our approach to equivariant cohomology. Instead, we construct finite-dimensional algebraic varieties which "approximate" $\mathbb{E} G \rightarrow \mathbb{B} G$, and suffice to compute cohomology in any finite degree.

## 2. Definitions

The equivariant cohomology groups $H_{G}^{i}$ will be contravariant functors for $G$-equivariant maps $f: X \rightarrow Y$, and $H_{G}^{*} X=\bigoplus_{i \geq 0} H_{G}^{i} X$
will be a ring. To define $H_{G}^{i} X$ in any range $i<N$ (with $N$ a positive integer or infinity), it suffices to find a principal $G$-bundle $\mathbb{E} \rightarrow \mathbb{B}$ with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$. (That is, $\mathbb{E}$ is path-connected and $H^{i} \mathbb{E}=0$ for $0<i<N$.) Then we set

$$
H_{G}^{i} X:=H^{i}\left(\mathbb{E} \times{ }^{G} X\right) \quad \text { for } \quad i<N
$$

To use this definition, we must show it is independent of choices, and we must also find spaces $\mathbb{E}$ with $N$ arbitrarily large.

For any $G$ which embeds as a closed subgroup of $G L_{n}$, we have an answer to the second point:

Lemma 2.1. Let $G$ be any complex linear algebraic group, and $N>0$ an integer. There are nonsingular finite-dimensional algebraic varieties $\mathbb{E}$ and $\mathbb{B}$, with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$, and $G$ acting freely on $\mathbb{E}$ so that $\mathbb{E} \rightarrow \mathbb{B}=\mathbb{E} / G$ is a principal G-bundle which is locally trivial in the complex topology.

In $\S 4$ we will give an explicit construction of $\mathbb{E}$ making the proof of the lemma clear. Let us grant this for now, and check that the definition does not depend on the choice of $\mathbb{E}$.

Proposition 2.2. If $\mathbb{E} \rightarrow \mathbb{B}$ and $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$ are principal $G$-bundles with $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i<N$, then there are canonical isomorphisms

$$
H^{i}\left(\mathbb{E} \times{ }^{G} X\right) \cong H^{i}\left(\mathbb{E}^{\prime} \times^{G} X\right)
$$

for all $i<N$, and these are compatible with cup products in this range.
Proof. Consider the product space $\mathbb{E} \times \mathbb{E}^{\prime}$, with the diagonal action of $G$, so $\left(e, e^{\prime}\right) \cdot g=\left(e \cdot g, e^{\prime} \cdot g\right)$. The projections are equivariant and give a commuting diagram


The horizontal maps to the left are locally trivial bundles with fiber $\mathbb{E}^{\prime}$, and those to the right are locally trivial with fiber $\mathbb{E}$. A special case of the Leray-Hirsch theorem (see Appendix A, §4) says that such
bundle maps determine isomorphisms

$$
H^{i}\left(\mathbb{E} \times{ }^{G} X\right) \xrightarrow{\sim} H^{i}\left(\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X\right) \underset{\sim}{\leftarrow} H^{i}\left(\mathbb{E}^{\prime} \times{ }^{G} X\right)
$$

for $i<N$. Since these come from ring homomorphisms

$$
H^{*}\left(\mathbb{E} \times^{G} X\right) \rightarrow H^{*}\left(\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X\right) \leftarrow H^{*}\left(\mathbb{E}^{\prime} \times^{G} X\right),
$$

they respect cup products.
Exercise 2.3. Verify that for a third principal bundle $\mathbb{E}^{\prime \prime} \rightarrow \mathbb{B}^{\prime \prime}$ such that $\widetilde{H}^{i} \mathbb{E}^{\prime \prime}=0$ for $i<N$, the canonical isomorphisms are compatible: there is a commuting triangle

for $i<N .{ }^{2}$
Exercise 2.4. With $\mathbb{E}$ and $\mathbb{E}^{\prime}$ as above, suppose there is a $G$ equivariant continuous $\operatorname{map} \varphi: \mathbb{E}^{\prime} \rightarrow \mathbb{E}$, so $\varphi\left(e^{\prime} \cdot g\right)=\varphi\left(e^{\prime}\right) \cdot g$ for all $e^{\prime} \in \mathbb{E}^{\prime}, g \in G$. This defines a continuous map $\mathbb{E}^{\prime} \times{ }^{G} X \rightarrow \mathbb{E} \times{ }^{G} X$, and a pullback homomorphism $H^{i}\left(\mathbb{E} \times^{G} X\right) \rightarrow H^{i}\left(\mathbb{E}^{\prime} \times^{G} X\right)$. Show that this is the same as the canonical isomorphism given above when $i<N .^{3}$

Any G-equivariant continuous map $f: X \rightarrow Y$ determines a continuous map $\mathbb{E} \times^{G} X \rightarrow \mathbb{E} \times^{G} Y$, by $[e, x] \mapsto[e, f(x)]$, so we get homomorphisms

$$
f^{*}: H_{G}^{i} Y \rightarrow H_{G}^{i} X
$$

In particular, from the projection $X \rightarrow \mathrm{pt}$, we obtain a ring homomorphism

$$
\Lambda_{G}:=H_{G}^{*}(\mathrm{pt}) \rightarrow H_{G}^{*} X
$$

making $H_{G}^{*} X$ a graded-commutative $\Lambda_{G}$-algebra. (If $\Lambda_{G}^{\text {odd }}$ is nonzero, then one needs to use the convention that for $a \in \Lambda_{G}^{p}$ and $b \in H_{G}^{q} X$, one has $b \cdot a=(-1)^{p q} a \cdot b$.) So we have constructed a contravariant functor

$$
H_{G}^{*}:(G \text {-spaces }) \rightarrow\left(\Lambda_{G} \text {-algebras }\right)
$$

In Chapter 3, §2, we will construct more general pullbacks, allowing the group to vary as well.

Exercise 2.5. Check that the isomorphisms verifying independence of the choice of $\mathbb{E}$ are functorial: given an equivariant map $X \rightarrow Y$, and spaces $\mathbb{E}$ and $\mathbb{E}^{\prime}$ with $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i<N$, show that the diagram

commutes.

As a simple and fundamental example, consider $G=\mathbb{C}^{*}$. This acts freely on $\mathbb{E}_{m}=\mathbb{C}^{m} \backslash 0$, by $\left(z_{1}, \ldots, z_{m}\right) \cdot s=\left(z_{1} s, \ldots, z_{m} s\right)$. The quotient is $\mathbb{B}_{m}=\mathbb{P}^{m-1}$. Since $\widetilde{H}^{i} \mathbb{E}_{m}=\widetilde{H}^{i} S^{2 m-1}=0$ for $i<2 m-1$, any space $X$ with a $\mathbb{C}^{*}$-action has

$$
H_{\mathbb{C}^{*}}^{i} X=H^{i}\left(\left(\mathbb{C}^{m} \backslash 0\right) \times \times^{\mathbb{C}^{*}} X\right) \quad \text { for } i<2 m-1
$$

In particular, for the range $i<2 m-1$ one has

$$
H_{\mathbb{C}^{*}}^{i}(\mathrm{pt})=H^{i}\left(\mathbb{P}^{m-1}\right)= \begin{cases}\mathbb{Z} & \text { if } i \text { is even; } \\ 0 & \text { if } i \text { is odd }\end{cases}
$$

Each $H^{*}\left(\mathbb{P}^{m-1}\right)$ is a truncated polynomial ring isomorphic to $\mathbb{Z}[t] /\left(t^{m}\right)$, so $H_{\mathbb{C}^{*}}^{*}(\mathrm{pt})$ is a polynomial ring:

$$
\Lambda_{\mathbb{C}^{*}}=\mathbb{Z}[t], \quad \text { for } t \text { a variable of degree } 2
$$

There are two possibilities for $t$, differing by a sign. In fact, there is a canonical choice of sign, as we will see in the next section.

For $G=\left(\mathbb{C}^{*}\right)^{n}$, one can take $\mathbb{E}_{m}=\left(\mathbb{C}^{m} \backslash 0\right)^{n}$, so $\mathbb{B}_{m}=\left(\mathbb{P}^{m-1}\right)^{n}$ and $\Lambda_{G}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$.

In these examples one already sees a key feature of our definition of equivariant cohomology: it takes place within the world of finitedimensional varieties.

Proposition 2.6. Let $G$ be a complex linear algebraic group acting algebraically on a variety $X$. For any integer $N>0$, there is a nonsingular algebraic variety $\mathbb{E}$ so that $H_{G}^{i} X=H^{i}\left(\mathbb{E} \times{ }^{G} X\right)$ for $i<N$, where $\mathbb{E} \times{ }^{G} X$ is a complex analytic space, nonsingular whenever $X$ is.

Proof. Quite generally, suppose $Z$ is a complex analytic space, and $Y \rightarrow Z$ is a continous map of topological spaces which is a locally trivial fiber bundle. If the fibers $F$ are complex analytic spaces, and the transition functions are holomorphic maps $\varphi_{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow G$ for some complex subgroup $G \subseteq \operatorname{Aut}(F)$ of holomorphic automorphisms, then $Y$ inherits a canonical complex analytic structure by glueing. If both $Z$ and $F$ are complex manifolds, so is $Y$.

The proposition is the special case where $Y=\mathbb{E} \times{ }^{G} X$ and $Z=\mathbb{B}$, where $\mathbb{E} \rightarrow \mathbb{B}$ is chosen as in Lemma 2.1.

## 3. Chern classes and fundamental classes

A G-equivariant vector bundle on $X$ is a vector bundle $E \rightarrow X$ with $G$ acting linearly on fibers, so that the projection is equivariant. (That is, $G$ acts on $E$, and for all $g \in G$ and $x \in X$, and $e \in E_{x}$, the map $e \mapsto g \cdot e$ is a linear map of vector spaces $E_{x} \rightarrow E_{g \cdot x}$. .) An equivariant vector bundle produces an ordinary vector bundle $\mathbb{E} \times{ }^{G} E \rightarrow \mathbb{E} \times{ }^{G} X$. Choosing $\mathbb{E}$ so that $\widetilde{H}^{i} \mathbb{E}=0$ for $i \leq 2 k$, we take the Chern classes of this bundle on $\mathbb{E} \times{ }^{G} X$ to define the equivariant Chern classes of $E$ :

$$
c_{k}^{G}(E):=c_{k}\left(\mathbb{E} \times{ }^{G} E\right) \quad \text { in } \quad H_{G}^{2 k} X=H^{2 k}\left(\mathbb{E} \times{ }^{G} X\right)
$$

Similarly, a G-invariant subvariety $V$ of codimension $d$ in a nonsingular variety $X$ determines a subvariety $\mathbb{E} \times{ }^{G} V \subseteq \mathbb{E} \times{ }^{G} X$ of codimension $d$, and therefore an equivariant fundamental class

$$
[V]^{G}=\left[\mathbb{E} \times{ }^{G} V\right] \quad \text { in } \quad H_{G}^{2 d} X=H^{2 d}\left(\mathbb{E} \times{ }^{G} X\right) .
$$

(Here we assume $G$ is a complex linear algebraic group and $\mathbb{E}$ is a nonsingular algebraic variety. Then Proposition 2.6 says that $\mathbb{E} \times{ }^{G} V$ is a complex analytic subvariety of the complex manifold $\mathbb{E} \times{ }^{G} X$.)

Exercise 3.1. Using arguments from before, show that these definitions are independent of choices. ${ }^{4}$ More precisely,

$$
c_{k}\left(\mathbb{E} \times^{G} E\right) \mapsto c_{k}\left(\mathbb{E}^{\prime} \times{ }^{G} E\right) \text { under } H^{2 k}\left(\mathbb{E} \times \times^{G} X\right) \xrightarrow{\sim} H^{2 k}\left(\mathbb{E}^{\prime} \times \times^{G} X\right)
$$

when $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i \leq 2 k$; and

$$
\left[\mathbb{E} \times^{G} V\right] \mapsto\left[\mathbb{E}^{\prime} \times^{G} V\right] \text { under } H^{2 d}\left(\mathbb{E} \times^{G} X\right) \xrightarrow{\sim} H^{2 d}\left(\mathbb{E}^{\prime} \times^{G} X\right),
$$

when $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i \leq 2 d$.
Exercise 3.2. Show that multilinear constructions on vector bundles are preserved by the Borel construction. For instance, if $E$ and $F$ are $G$-equivariant vector bundles on $X$, verify that

$$
\mathbb{E} \times{ }^{G}(E \oplus F) \cong\left(\mathbb{E} \times{ }^{G} E\right) \oplus\left(\mathbb{E} \times{ }^{G} F\right)
$$

as vector bundles on $\mathbb{E} \times{ }^{G} X$, where $\mathbb{E} \rightarrow \mathbb{B}$ is a principal $G$-bundle. Do the same for tensor products $E \otimes F, \wedge^{k} E$, and $\operatorname{Sym}^{k} E$.

The basic properties of equivariant Chern classes and fundamental classes follow directly from the corresponding properties of ordinary classes on approximation spaces; details and references can be found in Appendix A, $\S 3$ and $\S 5$. For instance, one has the following:

- For equivariant line bundles $L$ and $M$, equivariant Chern classes are additive: $c_{1}^{G}(L \otimes M)=c_{1}^{G}(L)+c_{1}^{G}(M)$.
- When $0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0$ is an equivariant short exact sequence, there is a Whitney formula $c^{G}(E)=c^{G}\left(E^{\prime}\right) \cdot c^{G}\left(E^{\prime \prime}\right)$.
- If $E$ has rank $e$ on a nonsingular variety $X$, and $s$ is an equivariant section, then $Z(s) \subseteq X$ is an invariant subvariety of codimension at most $e$. If $\operatorname{codim}(Z(s))=e$, then $[Z(s)]^{G}=c_{e}^{G}(E)$ in $H_{G}^{2 e} X$.
- If $G$ is connected, and two invariant subvarieties $V$ and $W$ of a nonsingular variety $X$ intersect properly, with $V \cdot W=\sum m_{i} Z_{i}$ as cycles, then $[V]^{G} \cdot[W]^{G}=\sum m_{i}\left[Z_{i}\right]^{G}$ in $H_{G}^{*} X$. In particular, if $V \cap W=\emptyset$, then $[V]^{G} \cdot[W]^{G}=0$.
(In the last item, connectedness of $G$ is needed to guarantee that each $Z_{i}$ is also $G$-invariant.)

As usual, the basic case $X=p t$ offers plenty to study. Here a $G$-equivariant vector bundle is just a representation of $G$, so each representation $V$ of $G$ has Chern classes $c_{i}^{G}(V) \in H_{G}^{2 i}(\mathrm{pt})=\Lambda_{G}^{2 i}$.

Example 3.3. For each integer $a, \mathbb{C}^{*}$ has the 1-dimensional representation $\mathbb{C}_{a}$, where $\mathbb{C}^{*}$ acts on $\mathbb{C}$ by $z \cdot v=z^{a} v$. So $\mathbb{C}_{1}$ is the standard representation. In Exercise 1.1, we saw that

so $\mathbb{E} \times \mathbb{C}^{*} \mathbb{C}_{1}$ gets identified with the tautological bundle $\mathscr{O}(-1)$ on $\mathbb{B}$. Taking $t=c_{1}^{\mathbb{C}^{*}}\left(\mathbb{C}_{1}\right)=c_{1}(\mathscr{O}(-1))$ as a generator for $\Lambda_{\mathbb{C}^{*}}=\mathbb{Z}[t]$, we see
$\Lambda_{\mathbb{C}^{*}}$ is a polynomial ring generated by the Chern class of the standard representation.
More generally, since $\mathbb{C}_{a} \otimes \mathbb{C}_{b}=\mathbb{C}_{a+b}$, we have $c_{1}^{\mathbb{C}^{*}}\left(\mathbb{C}_{a}\right)=a t$. One can also see this from an identification $\mathbb{E} \times \mathbb{C}^{*} \mathbb{C}_{a} \cong \mathscr{O}(-a)$.

Example 3.4. Consider $T=\left(\mathbb{C}^{*}\right)^{n}$ acting on $\mathbb{C}^{n}=V$ by the standard action scaling coordinates. For $1 \leq i \leq n$, we have one-dimensional representations $\mathbb{C}_{t_{i}}$, where $z \cdot v=z_{i} v$. Then

$$
c_{i}^{T}(V)=e_{i}\left(t_{1}, \ldots, t_{n}\right) \quad \text { in } \quad \Lambda_{T}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]
$$

where $t_{i}=c_{1}^{T}\left(\mathbb{C}_{t_{i}}\right)$ and $e_{i}$ is the elementary symmetric polynomial. Using $\mathbb{E}=\left(\mathbb{C}^{m} \backslash 0\right)^{n}$ and $\mathbb{B}_{m}=\left(\mathbb{P}^{m-1}\right)^{n}$, the class $t_{i}$ is identified with the Chern class of the tautological bundle from the $i$ th factor of $\mathbb{B}_{m}$.

Example 3.5. In the equivariant setting, it is harder to move Ginvariant subvarieties so that they intersect properly. For example, consider $G=\mathbb{C}^{*}$ acting on $\mathbb{C}$ in the standard way. Then the only invariant subvarieties are $\{0\}$ and $\mathbb{C}$. In ordinary cohomology, one could move 0 to 1 to see $[0]^{2}=[0] \cdot[1]=[\{0\} \cap\{1\}]=0$, but this is not possible equivariantly. Indeed, $\left([0]^{T}\right)^{2}=t^{2} \neq 0$ in $H_{\mathbb{C}^{*}}^{*}(\mathbb{C})$.

## 4. The general linear group

Now we will consider $G=G L(V)$, for an $n$-dimensional vector space $V$. This has its standard representation on $V$ itself, so there are Chern classes $c_{i}^{G}(V) \in H_{G}^{2 i}(\mathrm{pt})=\Lambda_{G}^{2 i}$. Our main calculation is this:

Proposition 4.1. We have

$$
\Lambda_{G}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right]
$$

where $c_{i}=c_{i}^{G}(V)$.
In other words,
$\Lambda_{G L(V)}$ is a polynomial ring generated by the Chern classes of the standard representation.
To prove this, we will use $\mathbb{E}_{m}=\operatorname{Emb}\left(V, \mathbb{C}^{m}\right)$, the space of linear embeddings $V \hookrightarrow \mathbb{C}^{m}$, for $m \geq n$. Choosing a basis, so $V \cong \mathbb{C}^{n}$, one identifies $\mathbb{E}_{m}$ with $M_{m, n}^{\circ}$, the space of full-rank $m \times n$ matrices. Let $\Omega_{n-1}=\operatorname{Hom}\left(V, \mathbb{C}^{m}\right) \backslash \mathbb{E}_{m} ;$ choosing a basis identifies $\Omega_{n-1} \subseteq M_{m, n}$ with the locus of $m \times n$ matrices of rank at most $n-1$. A standard exercise in algebraic geometry computes its dimension.

Exercise 4.2. Consider the locus $\Omega_{r} \subseteq M_{m, n}$ of matrices of rank at most $r$. Show this is irreducible of codimension $(m-r)(n-r) .{ }^{5}$

Lemma 4.3. We have $\widetilde{H}^{i} \mathbb{E}_{m}=0$ for $i \leq 2(m-n)$.
Proof. From the long exact sequence in cohomology, we have $\widetilde{H}^{i} \mathbb{E}_{m}=H^{i+1}\left(\operatorname{Hom}\left(V, \mathbb{C}^{m}\right), \mathbb{E}_{m}\right)=\bar{H}_{2 m n-i-1} \Omega_{n-1}$. By the exercise, $\Omega_{n-1}$ has (real) dimension $2 m n-2(m-n+1)$. When $i \leq 2(m-n)$, we have $2 m n-i-1>2 m n-2(m-n+1)$, so this Borel-Moore homology group vanishes.
(For an alternative way of proving the lemma, see Appendix A, §7.)
We also need a coarse description of the cohomology of the Grassmannian, which says it is generated by Chern classes, with no relations in small degree.

Lemma 4.4. We have

$$
H^{*} G r\left(n, \mathbb{C}^{m}\right)=\mathbb{Z}\left[c_{1}(\mathbb{S}), \ldots, c_{n}(\mathbb{S})\right] /\left(R_{m-n+1}, \ldots, R_{m}\right)
$$

where $R_{k}$ is a relation of degree $k$.
The lemma can be found in standard algebraic topology texts, and it also follows from computations we will do later (Chapter 4, §5).

Now we can prove Proposition 4.1. Observe that $\mathbb{B}_{m}=\mathbb{E}_{m} / G=$ $\operatorname{Gr}\left(n, \mathbb{C}^{m}\right)$, where $G$ acts on $\operatorname{Emb}\left(V, \mathbb{C}^{m}\right)$ by $(\varphi \cdot g)(v)=\varphi(g \cdot v)$. By Exercise 1.1, $\mathbb{E}_{m} \rightarrow \mathbb{B}_{m}$ is the frame bundle $\operatorname{Fr}(\mathbb{S}) \rightarrow \operatorname{Gr}\left(n, \mathbb{C}^{m}\right)$ associated to the tautological $\mathbb{S} \subseteq \mathbb{C}_{G r}^{m}$, and so the vector bundle $\mathbb{E}_{m} \times{ }^{G} V$ identifies with the tautological bundle $\mathbb{S}$ itself. (The map is by $(\varphi, v) \mapsto(\varphi, \varphi(v))$.) Thus $c_{i}^{G}(V)$ is identified with $c_{i}(\mathbb{S})$. The proposition now follows from Lemma 4.4.

## 5. Some other groups

Any closed subgroup $G \subseteq G L(V)$ acts freely on $\mathbb{E}_{m}=\operatorname{Emb}\left(V, \mathbb{C}^{m}\right)$, so we can use these same approximation spaces for such $G$. (For computations, it is sometimes useful to use other choices.) Let us see how far we can get using this explicit construction.

Exercise 5.1. Consider $G=\underset{\sim}{\operatorname{SL}}(V) \subseteq G L(V)$ as the subgroup preserving the determinant $\wedge^{n} V \xrightarrow{\sim} \mathbb{C}$. Show that

$$
\Lambda_{S L(V)}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right] /\left(c_{1}\right)=\mathbb{Z}\left[c_{2}, \ldots, c_{n}\right]
$$

where $c_{i}=c_{i}^{G}(V)$. (Note that $\bigwedge^{n} V$ is the trivial representation, so $\left.c_{1}^{G}(V)=c_{1}^{G}\left(\bigwedge^{n} V\right)=0.\right)^{6}$

For now, let us fix a basis, so $V=\mathbb{C}^{n}$. Our main example going forward will be $T=\left(\mathbb{C}^{*}\right)^{n}$, and we have already seen two possibilities for constructing its equivariant cohomology. Using $T=\left(G L_{1}\right)^{n}$, we get

$$
\mathbb{E}_{m}=\left(\mathbb{C}^{m} \backslash 0\right)^{n}=\left\{A \in M_{m, n} \mid \text { no column is zero }\right\},
$$

with $\mathbb{B}_{m}=\left(\mathbb{P}^{m-1}\right)^{n}$.
On the other hand, from embedding $T \subseteq G L_{n}$ as diagonal matrices, we have

$$
\mathbb{E}_{m}=M_{m, n}^{\circ}=\left\{A \in M_{m, n} \mid \text { columns are linearly independent }\right\} .
$$

Using this choice, we get

$$
\mathbb{B}_{m}=M_{m, n}^{\circ} / T=\left\{\begin{array}{c}
V \subseteq \mathbb{C}^{m} \text { of dimension } n \\
\text { with a decomposition } V=L_{1} \oplus \cdots \oplus L_{n}
\end{array}\right\},
$$

by sending a matrix to the tuple $\left(L_{1}, \ldots, L_{n}\right)$, with $L_{i}$ the span of the $i$ th column. Call this space the "split Grassmannian" $\mathrm{Gr}^{\mathrm{split}}\left(n, \mathbb{C}^{m}\right)$; it comes with tautological line bundles $\mathbb{L}_{1}, \ldots, \mathbb{L}_{n}$, whose classes $t_{i}=c_{1}\left(\mathbb{L}_{i}\right)$ generate the cohomology ring.

There is a projection map $\pi: G r^{\text {split }}\left(n, \mathbb{C}^{m}\right) \rightarrow G r\left(n, \mathbb{C}^{m}\right)$ sending $\left(L_{1}, \ldots, L_{n}\right)$ to $V=L_{1} \oplus \cdots \oplus L_{n} \subseteq \mathbb{C}^{m}$.

Exercise 5.2. Taking $m$ sufficiently large, show that the corresponding pullback map on cohomology gives

$$
\Lambda_{G L_{n}}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right] \rightarrow \mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]=\Lambda_{T}
$$

defined by $c_{i} \mapsto e_{i}\left(t_{1}, \ldots, t_{n}\right)$, so $\Lambda_{G L_{n}}$ embeds in $\Lambda_{T}$ as the ring of symmetric polynomials. ${ }^{7}$

Remark. The inclusion $\Lambda_{G L_{n}} \hookrightarrow \Lambda_{T}$ is a manifestation of the splitting principle: given a vector bundle $E$ on a space $X$, one can find a map $f: X^{\prime} \rightarrow X$ such that $f^{*} E$ splits into a direct sum of line bundles on $X^{\prime}$, and the pullback homomorphism $f^{*}: H^{*} X \rightarrow H^{*} X^{\prime}$ is injective. For any $d \leq n=\operatorname{rk} E$, there is a "split Grassmann" bundle $\mathrm{Gr}^{\text {split }}(d, E) \rightarrow X$, constructed as before by taking a quotient of the frame bundle, so

$$
\operatorname{Fr}(E) \times^{G L_{n}} G r^{\text {split }}\left(d, \mathbb{C}^{n}\right) \cong \mathbf{G r}^{\text {split }}(d, E)
$$

Taking $d=n=\operatorname{rk} E$ and $X^{\prime}=G r^{\text {split }}(n, E)$, the pullback of $E$ from $X$ to $X^{\prime}$ splits, and the cohomology of $X$ embeds into that of $X^{\prime}$.

Using functorial pullbacks in equivariant cohomology, exactly the same construction establishes the analogous equivariant splitting principle: for a G-equivariant vector bundle $E \rightarrow X$, there is an equivariant map $f: X^{\prime} \rightarrow X$ such that $f^{*} E$ splits into equivariant line bundles, and such that $f^{*}: H_{G}^{*} X \rightarrow H_{G}^{*} X^{\prime}$ is injective.

In between the torus and $G L_{n}$, there is the Borel group $B$ of uppertriangular matrices. Using $\mathbb{E}_{m}=M_{m, n}^{\circ}$ again, we have

$$
\begin{aligned}
\mathbb{B}_{m}=M_{m, n}^{\circ} / B & =\left\{\begin{array}{c}
V \subseteq \mathbb{C}^{m} \text { of dimension } n \\
\text { with a filtration } V_{1} \subset V_{2} \subset \cdots \subset V_{n}=V
\end{array}\right\} \\
& =F l\left(1,2, \ldots, n ; \mathbb{C}^{m}\right),
\end{aligned}
$$

the partial flag variety parametrizing chains $V_{1} \subset \cdots \subset V_{n} \subseteq \mathbb{C}^{m}$, with $\operatorname{dim} V_{i}=i$. (The projection $\mathbb{E}_{m} \rightarrow \mathbb{B}_{m}$ sends a matrix to the flag where $V_{i}$ is the span of the first $i$ columns.) This comes with a tautological flag of bundles $\mathbb{S}_{1} \subset \cdots \subset \mathbb{S}_{n} \subseteq \mathbb{C}_{F l}^{m}$. The flag variety sits between $G r^{\text {split }}\left(n, \mathbb{C}^{m}\right)$ and $\operatorname{Gr}\left(n, \mathbb{C}^{m}\right)$, with maps

$$
G r^{\text {split }}\left(n, \mathbb{C}^{m}\right) \rightarrow F l\left(1, \ldots, n ; \mathbb{C}^{m}\right) \rightarrow G r\left(n, \mathbb{C}^{m}\right)
$$

sending $\left(L_{1}, \ldots, L_{n}\right)$ to the flag with $V_{i}=L_{1} \oplus \cdots \oplus L_{i}$, and projecting a flag $V_{\bullet}$ to $V=V_{n} \subseteq \mathbb{C}^{m}$.

Exercise 5.3. Show that $G r^{\text {split }}\left(n, \mathbb{C}^{m}\right)$ is a locally trivial affine bundle, so the pullback map induces an isomorphism $\Lambda_{B} \xrightarrow{\sim} \Lambda_{T}$.

The isomomorphism in this exercise is part of a general phenomenon, as we will see in the next chapter, since the inclusion $T \hookrightarrow B$ is a deformation retract. On the other hand, one can also compute directly that $H^{*} F l\left(1, \ldots, n ; \mathbb{C}^{m}\right)$ is generated by the Chern classes $t_{i}=c_{1}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)$, with relations in degrees $2(m-n+1), \ldots, 2 m$, so that $\Lambda_{B}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$.

Exercise 5.4. Let $\chi_{i}: B \rightarrow \mathbb{C}^{*}$ be the character which picks out the $i$ th diagonal entry of a matrix in $B$, and let $\mathbb{C}_{\chi_{i}}$ be the corresponding representation. Show that $t_{i}=c_{1}^{B}\left(\mathbb{C}_{\chi_{i}}\right)$.

For other groups, the rings $\Lambda_{G}$ can be much more complicated. For instance, the answer for $P G L_{n}$ is not completely known!

In the case of the symplectic group $G=S p_{2 n} \subseteq G L_{2 n}$, with its standard representation $V=\mathbb{C}^{2 n}$, there is a simple answer:

$$
\Lambda_{S p_{2 n}}=\mathbb{Z}\left[c_{2}, c_{4}, \ldots, c_{2 n}\right], \quad \text { where } \quad c_{2 k}=c_{2 k}^{G}(V)
$$

so here again $\Lambda_{G}$ is generated by the Chern classes of the standard representation.

Here is the easy half of this computation. Using $\mathbb{E}_{m}=M_{m, n}^{\circ}$, we find

$$
\mathbb{B}_{m}=M_{m, 2 n}^{\circ} / S p_{2 n}=\left\{\begin{array}{l|l}
(V, \omega) & \begin{array}{c}
V \subseteq \mathbb{C}^{m} \text { has dimension } 2 n, \text { and } \\
\omega \text { is a symplectic form on } V
\end{array}
\end{array}\right\} .
$$

Using the projection to $M_{m, 2 n}^{\circ} / G L_{2 n}=G r\left(2 n, \mathbb{C}^{m}\right)$, one can pull back the tautological bundle $\mathbb{S}$. On $\mathbb{B}_{m}$, this pullback bundle acquires a tautological symplectic form, identifying it with its dual. Whenever $i$ is odd, then, $2 c_{i} \mapsto 0$ under the map $\Lambda_{G L_{2 n}} \rightarrow \Lambda_{S p_{2 n}}$. (This comes from the general fact that $c_{i}(E)+(-1)^{i} c_{i}\left(E^{\vee}\right)=0$ for any bundle $E$.) To complete the argument, one must show that $H^{*} \mathbb{B}_{m}$ has no torsion, and that $\Lambda_{G L_{2 n}} \rightarrow \Lambda_{S p_{2 n}}$ is surjective. See Chapter 15, Example 5.2.

Similar arguments show that $\Lambda_{G L_{n}} \rightarrow \Lambda_{S O_{n}}$ sends $2 c_{i}$ to 0 for $i$ odd, but in this case it is not true that $c_{i} \mapsto 0$ (there is 2-torsion on $\Lambda_{S O_{n}}$ ), and the map is not surjective in general.

Exercise 5.5. Show that $\Lambda_{\mathbb{Z} / 2 \mathbb{Z}}=\mathbb{Z}[t] /(2 t)$, where $t$ is a class in degree 2. For the additive group $\mathbb{Z}$, show that $\Lambda_{\mathbb{Z}}=\mathbb{Z}[t] /\left(t^{2}\right)$, where $t$ has degree $1 .{ }^{8}$

Remark. For a finite group $G$, there is another construction, which gives rise to an explicit cochain complex computing $\Lambda_{G}=H_{G}^{*}(\mathrm{pt})$. Let $C^{\bullet}=C^{\bullet}(G, \mathbb{Z})$ be the complex with

$$
C^{i}=\left\{\text { functions } \varphi: G^{i} \rightarrow \mathbb{Z}\right\}
$$

and for $\varphi \in C^{i}$ define the differential $d \varphi \in C^{i+1}$ by

$$
\begin{aligned}
d \varphi\left(g_{0}, \ldots, g_{i}\right)= & \varphi\left(g_{1}, \ldots, g_{i}\right) \\
& +\sum_{j=0}^{i-1}(-1)^{j+1} \varphi\left(g_{1}, \ldots, g_{j-1}, g_{j} g_{j+1}, \ldots, g_{i}\right) \\
& +(-1)^{i+1} \varphi\left(g_{0}, \ldots, g_{i-1}\right)
\end{aligned}
$$

Then $H_{G}^{k}(\mathrm{pt})$ is the cohomology $H^{k}\left(C^{\bullet}\right)$ of this complex. One way to prove this goes through the Milnor construction for the universal principal bundle $\mathbb{E} G \rightarrow \mathbb{B} G$.

In the context of group theory, $H_{G}^{*}(\mathrm{pt})=H^{*} \mathbb{B} G=H^{*}(G, \mathbb{Z})$ is known as the group cohomology of $G$ with coefficients in the trivial $G$-module $\mathbb{Z}$.

## 6. Projective space

Let $G$ be any group acting linearly on an $n$-dimensional vector space $V$. Then $G$ also acts on the projective space $\mathbb{P}(V)$, as well as the tautological subbundle $\mathscr{O}(-1)$ and its dual $\mathscr{O}(1)$. Let $\zeta=c_{1}^{G}(\mathscr{O}(1))$ be the Chern class in $H_{G}^{2} \mathbb{P}(V)$.

Proposition 6.1. We have

$$
H_{G}^{*} \mathbb{P}(V)=\Lambda_{G}[\zeta] /\left(\zeta^{n}+c_{1} \zeta^{n-1}+\cdots+c_{n}\right)
$$

where $c_{i}=c_{i}^{G}(V)$ are the Chern classes of the given representation.
Proof. This is a special case of the general formula computing the cohomology of a projective bundle in terms of that of the base. In our circumstance, the relevant identification is

compatibly with identifications of $\mathscr{O}(1)$. Thus $\zeta$ is the hyperplane class for the projective bundle, and $c_{i}^{G}(V)=c_{i}\left(\mathbb{E} \times{ }^{G} V\right)$ are the Chern classes of this vector bundle on $\mathbb{B}$.

Example 6.2. For $G=G L(V)$, we have

$$
H_{G}^{*} \mathbb{P}(V)=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right][\zeta] /\left(\zeta^{n}+c_{1} \zeta^{n-1}+\cdots+c_{n}\right) .
$$

For $T=\left(\mathbb{C}^{*}\right)^{n}$ acting on $V$ via the standard action, we have

$$
H_{T}^{*} \mathbb{P}(V)=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right][\zeta] / \prod_{i=1}^{n}\left(\zeta+t_{i}\right) .
$$

(This comes from the computation $c_{i}^{T}(V)=e_{i}\left(t_{1}, \ldots, t_{n}\right)$.)

## Notes

Our definition of equivariant cohomology, using approximations by alebgraic varieties, is modelled on the analogous construction for Chow groups. This technique was pioneered by Totaro [Tot99] and further developed by Edidin and Graham, who defined equivariant Chow groups [EdGr98].

Algebraic versions of Lemma 2.1 appear in Totaro's construction of the Chow ring of a classifying space; see [Tot99, Remark 1.4] or [Tot14, §2]. In algebraic geometry, the method of proving Proposition 2.2 (establishing independence of choice of approximation) was used by mathematicians studying invariant theory; see especially Bogomolov's definition of the Brauer group [Bog87, §3]. In topology, this argument goes back to Borel's foundational papers; see [Bor53, §18].

An alternative argument for Proposition 2.6 showing that the quotient $\mathbb{E} \times{ }^{G} X=(\mathbb{E} \times X) / G$ is a complex analytic space can be given using a general statement about analytic structures on quotients, proved by Cartan [Car57] and generalized by Holmann [Hol60].

Even when $X$ is a nonsingular variety, the space $\mathbb{E} \times{ }^{G} X$ may not exist as a scheme (although it is always an algebraic space). Some general criteria guaranteeing that it does exist are given by Edidin and Graham [EdGr98, Proposition 23]. Sufficient conditions include: $X$ is quasi-projective, with a linearized $G$-action; or $G$ is a special group such as $G L_{n}, S L_{n}$, a torus, or products of such groups.

We will work out the cohomology rings of Grassmannians and flag varieties in Chapter 4. Alternative arguments for the computation in Lemma 4.4 can be found in many algebraic topology texts; for example, the book by Dold [Do80, Proposition 12.17].

Using coefficients in a field, there are classical computations of $H^{*} \mathbb{B} G$ by Borel [Bor53]. Some computations of integral cohomology for orthogonal groups were done by Brown and Feshbach [Bro82, Fes83].

In many other cases, the integral cohomology (or Chow) rings of $\mathbb{B G}$ are either unknown, or were computed rather recently. The Chow ring for $\mathrm{SO}_{2 n}$ was computed by Field in her 2000 Ph. D. thesis [Fie12]. Computations for $P G L_{p}$, with $p$ prime, were done in both cohomology and Chow rings by Vistoli, whose paper also serves as a good survey for other work on the subject [Vis07].

The "Milnor construction" for $\mathbb{B} G$ was given in [Mi56]; see also [Hus75, §4.11].

## Hints for exercises

${ }^{1}$ For the fiber over $y \in Y$, the map to the tautological bundle of $\operatorname{Gr}\left(d, E_{y}\right)$ is simply $\left(v_{1}, \ldots, v_{d}\right) \times\left(z_{1}, \ldots, z_{d}\right) \mapsto\left(\operatorname{span}\left\{v_{1}, \ldots, v_{d}\right\}, \sum z_{i} v_{i}\right)$.
${ }^{2}$ Use the triple product $\mathbb{E} \times \mathbb{E}^{\prime} \times \mathbb{E}^{\prime \prime}$.
${ }^{3}$ The equivariant map $\varphi$ induces a section of the projection $\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times{ }^{G} X \rightarrow$ $\mathbb{E}^{\prime} x^{G} X$.
${ }^{4}$ For Chern classes, this just uses the pullback of the vector bundle $E$ to $\mathbb{E} \times \mathbb{E}$. For classes of subvarieties, one needs the smooth pullback property; see Appendix A, Proposition 3.2.
${ }^{5}$ Use a Grassmannian correspondence to parametrize the kernel of such a matrix. See [Har92, Proposition 12.2].
${ }^{6}$ Use the same $\mathbb{E}_{m}$, and identify $\mathbb{E}_{m} / S L(V) \rightarrow \mathbb{E}_{m} / G L(V)$ with the variety $\operatorname{Iso}\left(\bigwedge^{n} \mathbb{S}, \mathbb{C}\right)$ over $\operatorname{Gr}\left(n, \mathbb{C}^{m}\right)$, parametrizing subspace $V \subseteq \mathbb{C}^{m}$ together with an isomorphism $\Lambda^{n} V \rightarrow \mathbb{C}$. Explicitly, this is the variety cut by Plücker equations in $\Lambda^{n} \mathbb{C}^{m} \backslash 0$. It is also the complement of the 0 -section in the line bundle $\operatorname{Hom}\left(\bigwedge^{n} \mathbb{S}, \mathbb{C}\right) \cong \bigwedge^{n} \mathbb{S}^{\vee}$. Then one can use the following general fact, which is an easy application of the Gysin sequence: for a vector bundle $E$ of rank $r$ on $X$, if the homomorphism

$$
H^{i-2 r+1} X \xrightarrow{c_{r}(E) \cdot} H^{i+1} X
$$

is injective, then $H^{i}(E \backslash 0)=\left(H^{i} X\right) /\left(c_{r}(E) \cdot H^{i-2 r} X\right)$. See [MilSta74, Theorem 12.2].
${ }^{7}$ Use $\pi^{*} \mathbb{S}=\mathbb{L}_{1} \oplus \cdots \oplus \mathbb{L}_{n}$.
${ }^{8}$ For $\mathbb{Z} / 2 \mathbb{Z}$, use $\mathbb{E}_{m}=S^{m}$, so $\mathbb{B}_{m}=\mathbb{R P}^{m}$. For $\mathbb{Z}$, use $\mathbb{E}=\mathbb{R}$, which is already contractible, with $\mathbb{B}=S^{1}$.

## CHAPTER 3

## Basic properties

In this chapter we will develop the basic properties of equivariant cohomology. Some are the expected analogues from ordinary cohomology, such as functoriality, homotopy-invariance, and MayerVietoris sequences. Some are more intrinsically equivariant, as in computations for free or trivial actions. We'll begin with a detailed study of tori, where functoriality can be seen explicitly.

## 1. Tori

A torus $T$ is a group which is isomorphic to $\left(\mathbb{C}^{*}\right)^{n}$, so we already know $\Lambda_{T}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$ —for example, by using $\mathbb{E}_{m}=\left(\mathbb{C}^{m} \backslash 0\right)^{n}$ and $\mathbb{B}_{m}=\left(\mathbb{P}^{m-1}\right)^{n}$. We want an intrinsic description, though, without choosing the isomorphism $T \cong\left(\mathbb{C}^{*}\right)^{n}$.

Let $M$ be the group of characters of $T$,

$$
M=\operatorname{Hom}_{\mathrm{alg}} \cdot \mathrm{gp} \cdot\left(T, \mathbb{C}^{*}\right)
$$

The group operation is written additively: $\left(\chi_{1}+\chi_{2}\right)(z)=\chi_{1}(z) \chi_{2}(z)$. Each $\chi \in M$ determines an equivariant line bundle on a point, denoted $\mathbb{C}_{\chi}$, by the action $z \cdot v=\chi(z) v$ for $z \in T$ and $v \in \mathbb{C}$. This correspondence is compatible with the group structure on $M$ : we have $\mathbb{C}_{\chi_{1}+\chi_{2}}=\mathbb{C}_{\chi_{1}} \otimes \mathbb{C}_{\chi_{2}}$, so we get a group homomorphism

$$
M \rightarrow \Lambda_{T}^{2}=H_{T}^{2}(\mathrm{pt}), \quad \chi \mapsto c_{1}^{T}\left(\mathbb{C}_{\chi}\right)
$$

In fact, this is an isomorphism, as one can easily check by choosing a basis, so that $T \cong\left(\mathbb{C}^{*}\right)^{n}$ and $M \cong \mathbb{Z}^{n}$. We therefore have a canonical isomorphism

$$
\text { Sym }^{*} M \xrightarrow{\sim} \Lambda_{T} .
$$

Example 1.1. Consider $T=\left\{\left(z_{1}, \ldots, z_{n}\right) \in\left(\mathbb{C}^{*}\right)^{n} \mid \prod z_{i}=1\right\}$, so there are exact sequences

$$
1 \rightarrow T \rightarrow\left(\mathbb{C}^{*}\right)^{n} \rightarrow \mathbb{C}^{*} \rightarrow 1 \quad \text { and } \quad 0 \rightarrow \mathbb{Z} \rightarrow \mathbb{Z}^{n} \rightarrow M \rightarrow 0
$$

realizing $M \cong \mathbb{Z}^{n} / \mathbb{Z} \cdot(1, \ldots, 1)$. (This $T$ can be viewed as the diagonal torus in $S L_{n}$.)

Example 1.2. Consider $T=\left(\mathbb{C}^{*}\right)^{n} / \mathbb{C}^{*}$, with exact sequences

$$
1 \rightarrow \mathbb{C}^{*} \rightarrow\left(\mathbb{C}^{*}\right)^{n} \rightarrow T \rightarrow 1 \quad \text { and } \quad 0 \rightarrow M \rightarrow \mathbb{Z}^{n} \rightarrow \mathbb{Z} \rightarrow 0
$$

where $\mathbb{C}^{*} \hookrightarrow\left(\mathbb{C}^{*}\right)^{n}$ is the diagonal $(z, \ldots, z)$, and

$$
M=\left\{\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{n} \mid \sum a_{i}=0\right\} .
$$

(This $T$ is the image of the diagonal torus in $P G L_{n}=G L_{n} / \mathbb{C}^{*}$.)

In both of these examples, $M \cong \mathbb{Z}^{n-1}$, but not canonically!
In fact, we will see that the isomorphism Sym ${ }^{*} M=\Lambda_{T}$ is natural for homomorphisms of tori $\varphi: T \rightarrow T^{\prime}$. Such a homomorphism corresponds to a homomorphism $M^{\prime} \rightarrow M$ of character groups. (Given $\varphi$, one gets $M^{\prime} \rightarrow M$ by pulling back homomorphisms. Conversely, there is a canonical isomorphism $T=\operatorname{Spec} \mathbb{C}[M]$, so a group algebra homomorphism $\mathbb{C}\left[M^{\prime}\right] \rightarrow \mathbb{C}[M]$ determines a homomorphism of tori $\varphi: T \rightarrow T^{\prime}$.) Thus a homomorphism of tori gives a ring homomorphism

$$
\operatorname{Sym}^{*} M^{\prime} \rightarrow \operatorname{Sym}^{*} M
$$

On the other hand, we will construct ring homomorphisms $\Lambda_{G^{\prime}} \rightarrow$ $\Lambda_{G}$ associated to any group homomorphism $\varphi: G \rightarrow G^{\prime}$. For tori, these two maps are compatible:
(*)


## 2. Functoriality

We have already seen that for a fixed group $G$ acting on spaces $X$ and $X^{\prime}$, with an equivariant map $f: X \rightarrow X^{\prime}$, there is a pullback homomorphism $f^{*}: H_{G}^{*} X^{\prime} \rightarrow H_{G}^{*} X$. In fact, equivariant cohomology is functorial in the group, as well. Here is the general setup. Let $\varphi: G \rightarrow G^{\prime}$ be a continuous homomorphism of groups. Suppose $G$ acts on $X$ and $G^{\prime}$ acts on $X^{\prime}$. A continuous map $f: X \rightarrow X^{\prime}$ is equivariant with respect to $\varphi$ if

$$
f(g \cdot x)=\varphi(g) \cdot f(x)
$$

for all $g \in G$ and $x \in X$. Given such a map, we have a pullback homomorphism (of rings)

$$
f^{*}: H_{G^{\prime}}^{*} X^{\prime} \rightarrow H_{G}^{*} X
$$

(This depends on $\varphi$ as well, but we suppress that in the notation.) In particular, a group homomorphism $G \rightarrow G^{\prime}$ determines a ring map $\Lambda_{G^{\prime}} \rightarrow \Lambda_{G}$.

To construct these pullbacks, take principal bundles $\mathbb{E} \rightarrow \mathbb{B}$ for $G$ and $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$ for $G^{\prime}$. Then $G$ acts on $\mathbb{E} \times \mathbb{E}^{\prime}$ by $\left(e, e^{\prime}\right) \cdot g=\left(e \cdot g, e^{\prime} \cdot \varphi(g)\right)$. This action is free, and the projection to $\mathbb{E}^{\prime}$ is equivariant (with respect to $\varphi$ ). Thus there are maps

$$
\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X \rightarrow\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X^{\prime} \rightarrow \mathbb{E}^{\prime} \times \times^{G^{\prime}} X^{\prime},
$$

where $G$ acts on $X^{\prime}$ via $\varphi$ in the middle space. If $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i<N$, then $H_{G}^{i} X=H^{i}\left(\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times{ }^{G} X\right)$ for $i<N$, and the pullback via $\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times{ }^{G} X \rightarrow \mathbb{E}^{\prime} \times{ }^{G^{\prime}} X^{\prime}$ produces the desired homomorphism $H_{G^{\prime}}^{i} X^{\prime} \rightarrow H_{G}^{i} X$.

Exercise 2.1. Check that the result of this construction is independent of choices of $\mathbb{E}$ and $\mathbb{E}^{\prime}$.

If there is an equivariant map $\mathbb{E} \rightarrow \mathbb{E}^{\prime}$ (with respect to $\varphi$ ), check that pullback via $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{E}^{\prime} \times{ }^{G^{\prime}} X^{\prime}$ agrees with the one we constructed. ${ }^{1}$

Exercise 2.2. For $G=G^{\prime}=\mathbb{C}^{*}$, consider $\varphi(z)=z^{a}$, some $a \in \mathbb{Z}$. Using $\mathbb{E}=\mathbb{C}^{m} \backslash 0$, find an equivariant map $\mathbb{E} \rightarrow \mathbb{E}$ (with respect to
$\varphi) .{ }^{2}$ Show that the corresponding endomorphism of $\Lambda_{\mathbb{C}^{*}}=\mathbb{Z}[t]$ is given by $t \mapsto a t$.

If $E^{\prime} \rightarrow X^{\prime}$ is a $G^{\prime}$-equivariant vector bundle, it acquires a $G$ equivariant structure via $\varphi$, and the pullback $E=f^{*} E^{\prime}$ is a $G$ equivariant vector bundle on $X$. Under the corresponding homomorphism $H_{G^{\prime}}^{2 k} X^{\prime} \rightarrow H_{G}^{2 k} X$, we have

$$
c_{k}^{G^{\prime}}\left(E^{\prime}\right) \mapsto c_{k}^{G}(E) .
$$

That is, equivariant Chern classes commute with pullback.
Since the isomorphism Sym ${ }^{*} M \rightarrow \Lambda_{T}$ was constructed by sending $\chi \in M$ to $c_{1}^{T}(L(\chi))$, functoriality of equivariant Chern classes establishes the naturality claimed at the end of the last section, in diagram (*).

Exercise 2.3. Suppose $\varphi:\left(\mathbb{C}^{*}\right)^{n} \rightarrow\left(\mathbb{C}^{*}\right)^{r}$ is given by

$$
\left(z_{1}, \ldots, z_{n}\right) \mapsto\left(\prod_{i=1}^{n} z_{i}^{a_{i, 1}}, \ldots, \prod_{i=1}^{n} z_{i}^{a_{i, r}}\right),
$$

for some $n \times r$ integer matrix $A=\left(a_{i, j}\right)$. (So $A$ gives a linear map $\mathbb{Z}^{r} \rightarrow \mathbb{Z}^{n}$.) Show that the homomorphism

$$
\mathbb{Z}\left[s_{1}, \ldots, s_{r}\right]=\Lambda_{\left(\mathbb{C}^{*}\right)^{r}} \rightarrow \Lambda_{\left(\mathbb{C}^{*}\right)^{n}}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]
$$

sends $s_{j}$ to $\sum_{i=1}^{n} a_{i j} t_{i}$. By choosing bases so that $T=\left(\mathbb{C}^{*}\right)^{n}$ and $T^{\prime}=\left(\mathbb{C}^{*}\right)^{r}$, this gives an alternative argument for the naturality of the isomorphism $\Lambda_{T}=$ Sym $^{*} M$.

Exercise 2.4. If $\mathbb{E} \rightarrow \mathbb{B}$ is a principal $G$-bundle, and $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$ is a principal bundle for $G^{\prime}$, show that $\mathbb{E} \times \mathbb{E}^{\prime} \rightarrow \mathbb{B} \times \mathbb{B}^{\prime}$ is a principal bundle for $G \times G^{\prime}$. If $\Lambda_{G}$ or $\Lambda_{G^{\prime}}$ is free over $\mathbb{Z}$, deduce that the natural $\operatorname{map} \Lambda_{G} \otimes \Lambda_{G^{\prime}} \rightarrow \Lambda_{G \times G^{\prime}}$ is an isomorphism.

## 3. Invariance

When the maps $f: X \rightarrow X^{\prime}$ and $\varphi: G \rightarrow G^{\prime}$ induce isomorphisms on ordinary cohomology, the same is true for equivariant cohomology. To prove this, we can break the problem into simple steps.

Proposition 3.1. Let $f: X \rightarrow X^{\prime}$ be G-equivariant, and suppose $f^{*}: H^{i} X^{\prime} \rightarrow H^{i} X$ is an isomorphism for $i<N$. Then $f^{*}: H_{G}^{i} X^{\prime} \rightarrow H_{G}^{i} X$ is an isomorphism for $i<N$.

Proof. Take a principal $G$-bundle $\mathbb{E} \rightarrow \mathbb{B}$ with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$. Then the map $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{E} \times{ }^{G} X^{\prime}$ induces isomorphisms

$$
H^{i}\left(\mathbb{E} \times{ }^{G} X^{\prime}\right) \rightarrow H^{i}\left(\mathbb{E} \times{ }^{G} X\right)
$$

for $i<N$, by a general fact about fiber bundles. Indeed, we have

with fiber maps $X \rightarrow X^{\prime}$, so the claim is an instance of Lemma 4.3 of Appendix A.

Corollary 3.2. If $\varphi: G \rightarrow G^{\prime}$ is a continuous homomorphism such that $H^{i} G^{\prime} \rightarrow H^{i} G$ is an isomorphism for $i<N$, then for any principal $G$-bundle $\mathbb{E} \rightarrow \mathbb{B}$, the map $H^{i}\left(\mathbb{E} \times{ }^{G} G^{\prime}\right) \rightarrow H^{i} \mathbb{E}$ is an isomorphism for $i<N$.

In particular, if $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$ then also $\widetilde{H}^{i}\left(\mathbb{E} \times{ }^{G}\right)=0$ for $i<N$.

Putting these together, we get the claimed invariance for equivariant cohomology.

Theorem 3.3. Suppose $f: X \rightarrow X^{\prime}$ is equivariant with respect to $\varphi: G \rightarrow G^{\prime}$, and $H^{i} G^{\prime} \rightarrow H^{i} G$ and $H^{i} X^{\prime} \rightarrow H^{i} X$ are isomorphisms for $i<N$. Then $H_{G^{\prime}}^{i} X^{\prime} \rightarrow H_{G}^{i} X$ is an isomorphism for $i<N$.

Proof. Take a principal $G$-bundle $\mathbb{E} \rightarrow \mathbb{B}$ so that $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$. By the Corollary, $\mathbb{E}^{\prime}=\mathbb{E} \times{ }^{G} G^{\prime}$ works as an approximation space for $G^{\prime}$, that is, $\widetilde{H}^{i} \mathbb{E} \mathbb{E}^{\prime}=0$ for $i<N$. Now we have

$$
H_{G^{\prime}}^{i} X^{\prime}=H^{i}\left(\left(\mathbb{E} \times{ }^{G} G^{\prime}\right) \times^{G^{\prime}} X^{\prime}\right)=H^{i}\left(\mathbb{E} \times{ }^{G} X^{\prime}\right)=H_{G}^{i} X^{\prime}
$$

and we can apply the Proposition.
We will often encounter situations where the maps are homotopy equivalences, so $N$ can be taken to be $\infty$.

Corollary 3.4. If $\varphi: G \rightarrow G^{\prime}$ and $f: X \rightarrow X^{\prime}$ are (weak) homotopy equivalences, then $H_{G^{\prime}}^{*} X^{\prime} \cong H_{G}^{*} X$.
(In fact, one can use the Whitehead theorem and the Hurewicz isomorphism to show $\mathbb{E}^{\prime} \times{ }^{G^{\prime}} X^{\prime}$ and $\mathbb{E} \times^{G} X$ are weakly homotopy equivalent, but we do not need this.)

Example 3.5. The inclusion of the diagonal torus $T=\left(\mathbb{C}^{*}\right)^{n}$ in upper-triangular matrices $B \subseteq G L_{n}$ is a deformation retract, since $B / T \cong \mathbb{A}^{N}$ (where $N=\binom{n}{2}$ ). This gives a general reason for the identification $\Lambda_{T}=\Lambda_{B}$, which we have already observed.

Example 3.6. A unipotent group is a closed subgroup $U$ of the unitriangular matrices in $G L_{n}$ (meaning the diagonal entries are 1). Any such group is isomorphic to affine space, so it is contractible, and $\Lambda_{U}=\mathbb{Z}$.

More generally, any linear algebraic group $G$ has a maximal normal unipotent subgroup, the unipotent radical $R_{u}(G)$, with reductive quotient $G^{\text {red }}$, so there is an exact sequence

$$
1 \rightarrow R_{u}(G) \rightarrow G \xrightarrow{\varphi} G^{\mathrm{red}} \rightarrow 1
$$

Such a sequence makes $\varphi$ a locally trivial fiber bundle with fibers isomorphic to $R_{u}(G)$, so $\varphi$ is a homotopy equivalence and we see $\Lambda_{G}=\Lambda_{G^{\text {red }}}$. Comparing with the previous example, $U=R_{u}(B)$ is the group of unitriangular matrices, with $T \cong B / U$.

Example 3.7. Let $P \subseteq G L_{n}$ be the subgroup stabilizing the subspace spanned by the first $d$ basis vectors $e_{1}, \ldots, e_{d}$, so

$$
P=\left[\begin{array}{c|c}
* & * \\
\hline 0 & *
\end{array}\right]
$$

in block form. The unipotent radical and reductive quotient are

$$
R_{u}(P)=\left[\begin{array}{c|c}
I & * \\
\hline 0 & I
\end{array}\right] \quad \text { and } P^{\mathrm{red}}=\left[\begin{array}{c|c}
* & 0 \\
\hline 0 & *
\end{array}\right] \cong G L_{d} \times G L_{n-d}
$$

so $\Lambda_{P}=\Lambda_{G L_{d} \times G L_{n-d}} \cong \mathbb{Z}\left[c_{1}, \ldots, c_{d}, c_{1}^{\prime}, \ldots, c_{n-d}^{\prime}\right]$.

## 4. Free and trivial actions

Proposition 4.1. Suppose $G$ acts freely on $X$, so that $X \rightarrow G \backslash X$ is a locally trivial principal bundle. Then $H_{G}^{i} X=H^{i}(G \backslash X)$ for all $i$.

Proof. Take $\mathbb{E}$ with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$, and consider the diagram

where the horizontal arrows are locally trivial with fiber $\mathbb{E}$. By an application of the Leray-Hirsch theorem, $H^{i}(G \backslash X) \xrightarrow{\sim} H^{i}\left(\mathbb{E} \times{ }^{G} X\right)=$ $H_{G}^{i} X$ for $i<N$. (See Corollary 4.2 of Appendix A.)

Proposition 4.2. Suppose $G$ acts trivially on $X$, and $\mathbb{E} \rightarrow \mathbb{B}$ is a principal $G$-bundle with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$. Then

$$
H_{G}^{i} X=H^{i}(\mathbb{B} \times X)
$$

for $i<N$.
When $N=\infty$ and the Künneth theorem applies-for instance, when $\Lambda_{G}$ is free over $\mathbb{Z}$, or when $\Lambda_{G}^{\text {odd }}=H^{\text {odd }} X=0$, we have

$$
H_{G}^{*} X=\Lambda_{G} \otimes H^{*} X
$$

as $\Lambda_{G}$-algebras.
Proof. There is a canonical homeomorphism $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{B} \times X$, by $[e, x] \mapsto(b, x)$, where $e \mapsto b$ under $\mathbb{E} \rightarrow \mathbb{B}$.

Example 4.3. If $H \subseteq G$ is a closed subgroup, acting on $X$ (on the left), then $G$ acts on $G \times^{H} X$ and there is a canonical isomorphism

$$
H_{G}^{i}\left(G \times^{H} X\right)=H_{H}^{i} X
$$

natural with respect to $H$-equivariant maps $X \rightarrow Y$. In particular, taking $X=\mathrm{pt}$, we have

$$
H_{G}^{*}(G / H)=H_{H}^{*}(\mathrm{pt})=\Lambda_{H}
$$

To see this, use the isomorphism $\mathbb{E} \times{ }^{G} G \times^{H} X=\mathbb{E} \times{ }^{H} X$ from Exercise 1.4 of Chapter 2.

Example 4.4. In the situation of the previous example, if $G$ acts on $X$ extending the action of $H$, then there is a $G$-equivariant isomorphism

$$
G \times^{H} X \xrightarrow{\sim} G / H \times X,
$$

with $G$ acting on $G \times{ }^{H} X$ via left multiplication, and diagonally on $G / H \times X$. (The map is given by $[g, x] \mapsto(g H, g \cdot x)$.) So

$$
H_{G}^{*}(G / H \times X)=H_{H}^{*} X
$$

in this case.
Exercise 4.5. Projective space $\mathbb{P}^{n-1}$ can be realized as the homogeneous space $G / P$, where $G=G L_{n}$ and $P$ is the subgroup of block upper-triangular matrices stabilizing the coordinate line spanned by the first standard basis vector $e_{1}$; that is, invertible matrices of the form

$$
\left[\begin{array}{c|ccc}
* & * & \cdots & * \\
\hline 0 & * & \cdots & * \\
\vdots & \vdots & & \vdots \\
0 & * & \cdots & *
\end{array}\right] .
$$

In Example 6.2 of Chapter 2, we saw

$$
H_{G}^{*} \mathbb{P}^{n-1}=\Lambda_{G}[\zeta] /\left(\zeta^{n}+c_{1} \zeta^{n-1}+\cdots+c_{n}\right)
$$

On the other hand,

$$
\begin{aligned}
H_{G}^{*}(G / P) & =\Lambda_{P} \\
& =\Lambda_{\mathbb{C}^{*} \times G L_{n-1}} \\
& =\mathbb{Z}\left[t, c_{1}^{\prime}, \ldots, c_{n-1}^{\prime}\right] .
\end{aligned}
$$

Find an explicit ring isomorphism between these two rings. ${ }^{3}$

## 5. Exact sequences

If $U$ and $V$ are $G$-invariant open subsets of $X$, there is a natural long exact Mayer-Vietoris sequence

$$
\cdots \rightarrow H_{G}^{k}(U \cup V) \rightarrow H_{G}^{k} U \oplus H_{G}^{k} V \rightarrow H_{G}^{k}(U \cap V) \rightarrow H_{G}^{k+1}(U \cup V) \rightarrow \cdots
$$

which can be useful for computations.

There are also exact sequences for triples of $G$-invariant subspaces $Z \subseteq Y \subseteq X$. One defines $H_{G}^{k}(X, Y)$ in the usual way, by choosing $\mathbb{E}$ so that $\widetilde{H}^{i} \mathbb{E}=0$ for all $i<N$, and setting

$$
H_{G}^{k}(X, Y):=H^{k}\left(\mathbb{E} \times{ }^{G} X, \mathbb{E} \times{ }^{G} Y\right)
$$

for $k<N$. Then

$$
\cdots \rightarrow H_{G}^{k}(X, Y) \rightarrow H_{G}^{k}(X, Z) \rightarrow H_{G}^{k}(Y, Z) \rightarrow H_{G}^{k+1}(X, Y) \rightarrow \cdots
$$

is exact.
Exercise 5.1. Let $\mathbb{C}^{*}$ act on $\mathbb{P}^{1}$ by $z \cdot[a, b]=[a, z b]$, fixing the points $0=[1,0]$ and $\infty=[0,1]$. Let $X$ be the nodal curve obtained by identifying $0 \sim \infty$, with the induced $\mathbb{C}^{*}$-action. Show that

$$
H_{\mathbb{C}^{*}}^{*} X \cong \Lambda_{\mathbb{C}^{*}}[\alpha] /\left(\alpha^{2}, t \alpha\right)
$$

for a class $\alpha$ in $H_{\mathbb{C}^{*}}^{1} X$, where $\Lambda_{\mathbb{C}^{*}}=\mathbb{Z}[t] .{ }^{4}$

## 6. Gysin homomorphisms

Consider a linear algebraic (or complex Lie) group $G$ acting on a nonsingular varieties $X$ and $Y$. For a $G$-equivariant proper morphism $f: X \rightarrow Y$, there is an equivariant Gysin homomorphism

$$
f_{*}: H_{G}^{i} X \rightarrow H_{G}^{i+2 d} Y,
$$

where $d=\operatorname{dim} Y-\operatorname{dim} X$. These are constructed, as usual, from the ordinary Gysin homomorphism for $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{E} \times{ }^{G} Y$, where $\mathbb{E}$ is a finite-dimensional nonsingular variety. (See $\S 6$ of Appendix A for the construction and properties. Our conditions on $G, X, Y$, and $f$ mean that this is a proper map of complex manifolds, with $d=\operatorname{dim} \mathbb{E} \times{ }^{G} Y-\operatorname{dim} \mathbb{E} \times{ }^{G} X$.)

Exercise 6.1. Check that this definition is compatible for different choices of $\mathbb{E}$. That is, if $\mathbb{E} \rightarrow \mathbb{B}$ and $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$ are principal $G$-bundles with $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}$ for $i<N$, then the maps $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{E} \times{ }^{G} Y$ and $\mathbb{E}^{\prime} \times^{G} X \rightarrow \mathbb{E}^{\prime} \times^{G} Y$ determine the same Gysin homomorphism $H_{G}^{i} X \rightarrow H_{G}^{i} Y$ for any $i<N .{ }^{5}$

Basic examples which we will often use are the inclusion of a $G$-invariant nonsingular subvariety, $\iota: X \hookrightarrow Y$, and the projection of a complete nonsingular variety to a point, $\rho: X \rightarrow \mathrm{pt}$.

Here are some key properties of equivariant Gysin homomorphisms. They all follow directly from the analogous properties of ordinary Gysin maps, applied to approximation spaces. Here all varieties are assumed to be nonsingular unless otherwise indicated.
(1) (Functoriality) For proper $G$-equivariant maps $X \xrightarrow{f} Y \xrightarrow{g} Z$, we have $(g \circ f)_{*}=g_{*} f_{*}$.
(2) (Projection formula) For $b \in H_{G}^{*} Y$ and $a \in H_{G}^{*} X$, we have $f_{*}\left(f^{*} b \cdot a\right)=b \cdot f_{*} a$.
As particular case, considering $b \in \Lambda_{G}$ mapping to $H_{G}^{*} Y$, the projection formula says that $f_{*}$ is a homomorphism of $\Lambda_{G}$-modules.
(3) (Naturality) For a fiber square of equivariant maps

with $f\left(\right.$ and $\left.f^{\prime}\right)$ proper, and $\operatorname{dim} Y-\operatorname{dim} X=\operatorname{dim} Y^{\prime}-\operatorname{dim} X^{\prime}$, we have $g^{*} f_{*}=f_{*}^{\prime}\left(g^{\prime}\right)^{*}$.

As with the corresponding property for ordinary Gysin maps, our convention is that the dimension condition is automatically satisfied whenever $X^{\prime}=\emptyset$ in the fiber square. So $g^{*} f_{*}=0$ whenever the images of $g$ and $f$ are disjoint.
(4) (Self-intersection) If $\iota: X \hookrightarrow Y$ is an equivariant closed embedding with normal bundle $N$ of rank $d$, then we have $\iota^{*} \iota_{*}(a)=c_{d}^{G}(N) \cdot a$ for any $a \in H_{G}^{*} X$.
The equivariant embedding gives an inclusion of equivariant vector bundles $T_{X} \hookrightarrow \iota^{*} T_{Y}$, so it induces a canonical $G$-equivariant structure on $N=\iota^{*} T_{Y} / T_{X}$.
(5) (Finite cover) If $f: X \rightarrow Y$ is a proper equivariant map, $V \subseteq$ $X$ is a $G$-invariant irreducible subvariety (possibly singular), and $W=f(V) \subseteq Y$, then

$$
f_{*}[V]^{G}= \begin{cases}\operatorname{deg}(V / W)[W]^{G} & \text { if } \operatorname{dim} W=\operatorname{dim} V \\ 0 & \text { otherwise }\end{cases}
$$

Equivariant Gysin maps are compatible with change-of-groups homomorphisms. Suppose $f: X \rightarrow Y$ is a proper $G$-equivariant morphism of nonsingular varieties, so it has a Gysin map. A group homomorphism $\varphi: G^{\prime} \rightarrow G$ determines actions of $G^{\prime}$ on $X$ and $Y$, for which $f$ is also equivariant, and the corresponding diagram

commutes. In particular, taking $G^{\prime}$ to be the trivial group, ordinary Gysin homomorphisms are compatible with equivariant ones. (This is proved by applying the non-equivariant version of the naturality property to a diagram

of approximation spaces.)
Example 6.2. Let a torus $T$ act on $\mathbb{C}^{2}$ by characters $\chi_{1}$ and $\chi_{2}$, inducing an action on $\mathbb{P}^{1}$. (So $z \cdot[a, b]=\left[\chi_{1}(z) a, \chi_{2}(z) b\right]$.) Then $0=[1,0]$ and $\infty=[0,1]$ are fixed points. Setting $\chi=\chi_{2}-\chi_{1}$, the tangent space $T_{0} \mathbb{P}^{1}$ has weight $\chi$, since

$$
z \cdot[1, b]=\left[\chi_{1}(z), \chi_{2}(z) b\right]=[1, \chi(z) b] .
$$

Similarly, $T_{\infty} \mathbb{P}^{1}$ has weight $-\chi$. Writing $\iota_{0}$ and $\iota_{\infty}$ for the inclusions of 0 and $\infty$, and $\zeta=c_{1}^{T}(\mathscr{O}(1))$, we have

$$
\iota_{0}^{*} \zeta=-\chi_{1}=\chi-\chi_{2} \quad \text { and } \quad \iota_{\infty}^{*} \zeta=-\chi_{2}=-\chi-\chi_{1} .
$$

Since $\left(\iota_{0}\right)_{*}(1)=[0]^{T}$ and $\left(\iota_{\infty}\right)_{*}(1)=[\infty]^{T}$, the self-intersection formula says

$$
\iota_{0}^{*}[0]^{T}=\chi \quad \text { and } \quad \iota_{\infty}^{*}[\infty]^{T}=-\chi .
$$

Naturality says

$$
\iota_{0}^{*}[\infty]^{T}=\iota_{\infty}^{*}[0]^{T}=0
$$

(since $\{0\} \cap\{\infty\}=\emptyset$ ). Putting these together, we see

$$
[0]^{T}=\zeta+\chi_{2} \quad \text { and } \quad[\infty]^{T}=\zeta+\chi_{1}
$$

in $H_{T}^{2} \mathbb{P}^{1}$.
Remark. We have pullbacks with respect to $\varphi: G \rightarrow G^{\prime}$ and $f: X \rightarrow X^{\prime}$, so $f^{*}: H_{G^{\prime}}^{*} X^{\prime} \rightarrow H_{G}^{*} X$, as well as Gysin pushforwards for $G=G^{\prime}$. Under what conditions is there a functorial Gysin pushforward associated to a map $f$ which is equivariant with respect to $\varphi$ ?

For example, when $X=X^{\prime}=\operatorname{pt}$ and $\varphi: B \hookrightarrow G L_{n}$ is the inclusion, one has

$$
\Lambda_{B}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right] \rightarrow \Lambda_{G L_{n}}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right]
$$

given by $f \mapsto \partial_{w_{0}}(f)$, where $\partial_{w_{0}}$ is the divided difference operator for the longest element $w_{\circ} \in S_{n}$. (In Chapter 10, we will see these operators in a different context.)

## 7. Poincaré duality

Suppose $f: X \rightarrow Y$ is a fiber bundle, with $f$ proper and $X, Y$, and the fiber $F$ being oriented manifolds. If $\left\{a_{i}\right\}$ are classes in $H^{*} X$ restricting to a basis of $H^{*} F$, so they form a basis for $H^{*} X$ over $H^{*} Y$ by Leray-Hirsch, then there is a unique Poincaré dual basis $\left\{b_{i}\right\}$ such that

$$
f_{*}\left(a_{i} \cdot b_{j}\right)=\delta_{i j}
$$

in $\Lambda=H^{*} Y$.
Exercise 7.1. Prove this, using ordinary Poincaré duality and the graded Nakayama lemma. Note that demanding $f_{*}\left(a_{i} \cdot b_{j}\right)=0$ for $i \neq j$ is a stronger requirement than in the case where $Y$ is a point, because here $H^{*} Y$ may be nonzero in positive degree.

For such dual bases $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$, any class $c \in H^{*} X$ is expressed uniquely as

$$
c=\sum f_{*}\left(c \cdot b_{i}\right) a_{i}
$$

with coefficients $f_{*}\left(c \cdot b_{i}\right) \in H^{*} Y$. Furthermore, there is a relative Künneth decomposition of the diagonal in this context.

Proposition 7.2. Assume $X, Y$, and $F$ are complex manifolds. Then for $\delta: X \rightarrow X \times_{Y} X$, we have

$$
\delta_{*}(1)=\sum_{i} b_{i} \times a_{i}
$$

in $H^{*}\left(X \times_{Y} X\right)$.
Further assuming $H^{\text {odd }} F=0$, we have

$$
\delta_{*}\left(a_{k}\right)=\sum_{i, j} c_{i j}^{k} a_{i} \times a_{j} \quad \Leftrightarrow \quad b_{i} \cdot b_{j}=\sum_{k} c_{i j}^{k} b_{k}
$$

for certain coefficients $c_{i j}^{k} \in H^{*} Y$.
That is, the same coefficients express both the Künneth decomposition of $\delta_{*}\left(a_{k}\right)$ in $H^{*}\left(X \times_{Y} X\right)$ and the expansion of the cup product $b_{i} \cdot b_{j}$ in $H^{*} X$. The proof is a straightforward calculation, using the fact that $\left\{a_{i} \times b_{j}\right\}$ and $\left\{b_{i} \times a_{j}\right\}$ are Poincaré dual bases for $H^{*}\left(X \times{ }_{Y} X\right)$ over $H^{*} Y$, as are $\left\{a_{i} \times a_{j}\right\}$ and $\left\{b_{i} \times b_{j}\right\}$.

Consider the case where $X=\mathbb{E} \times{ }^{G} F$ and $Y=\mathbb{B}$, for $G$ acting on $F$ and $\mathbb{E} \rightarrow \mathbb{B}$ a principal $G$-bundle with $\widetilde{H}^{k} \mathbb{E}=0$ for $k \leq 2 \operatorname{dim}_{\mathbb{R}} F$. In this setting, the proposition applies to Poincaré dual bases $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ for $H_{G}^{*} F$ over $\Lambda_{G}$.

More generally, suppose $f: X \rightarrow Y$ is a G-equivariant fiber bundle with fiber $F$, and elements $\left\{a_{i}\right\}$ in $H_{G}^{*} X$ restricting to a basis for $H^{*} F$. Then the $a_{i}$ form a basis for $H_{G}^{*} X$ over $H_{G}^{*} Y$, there is a unique Poincaré dual basis $\left\{b_{i}\right\}$, and the proposition holds for these bases. (Apply it to the fiber bundle $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{E} \times{ }^{G} Y$, also with fiber $F$.)

Exercise 7.3. If $H^{\text {odd }} F \neq 0$, the coefficients for the Künneth decomposition and those in the cup product are equal up to sign. Show that

$$
\delta_{*}\left(a_{k}\right)=\sum_{i, j} c_{i j}^{k} a_{i} \times a_{j} \quad \Leftrightarrow \quad b_{i} \cdot b_{j}=\sum_{k} d_{i j}^{k} b_{k}
$$

where $d_{i j}^{k}=(-1)^{\operatorname{deg}\left(b_{i}\right) \operatorname{deg}\left(a_{j}\right)} c_{i j}^{k}$.

## Hints for exercises

${ }^{1}$ As before, use a section of $\mathbb{E} \times \mathbb{E}^{\prime} \rightarrow \mathbb{E}$.
${ }^{2}$ The induced map on $\mathbb{B}=\mathbb{P}^{m-1}$ will pull back the line bundle $\mathscr{O}(1)$ to $\mathscr{O}(a)$. If $a<0$, such a map cannot be holomorphic! In this case,

$$
\left(x_{1}, \ldots, x_{m}\right) \mapsto\|x\|^{a}\left(\frac{1}{\bar{x}_{1}^{a}}, \ldots, \frac{1}{\bar{x}_{m}^{a}}\right)
$$

works, where $\bar{x}_{i}$ is complex conjugation and $\|x\|$ is the hermitian norm.
${ }^{3}$ Use $c_{i} \mapsto c_{i}^{\prime}+t c_{i-1}^{\prime}$ for $i<n, c_{n} \mapsto t c_{n-1}^{\prime}$, and $\zeta \mapsto-t$. In fact, this comes from identifying $t=c_{1}^{G}(\mathscr{O}(-1)), c_{i}^{\prime}=c_{i}^{G}\left(\mathbb{C}^{n} / \mathscr{O}(-1)\right)$, and using the Whitney sum relations.
${ }^{4}$ Replace $\mathbb{C}^{*}$ by $S^{1}$ without changing cohomology; then use the Mayer-Vietoris sequence on a contractible open neighborhood $U$ of the node, with $V$ being the complement of the node.
${ }^{5}$ Use the naturality property of Gysin maps: with respect to a fiber square

one has $\pi^{*} f_{*}=f_{*}^{\prime}\left(\pi^{\prime}\right)^{*}$.

## CHAPTER 4

## Grassmannians and flag varieties

Our goal in this chapter is to compute and study the equivariant cohomology rings $H_{G}^{*} X$, where $X$ is a variety of partial flags in a vector space $V$, and $G$ is a group acting linearly on $V$. We will also see some first examples of equivariant Poincaré duality.

## 1. Schur polynomials

For each partition $\lambda=\left(\lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0\right)$, there is a Schur polynomial $s_{\lambda}$ in variables $x_{1}, x_{2}, \ldots, x_{n}$. There are many ways to define these polynomials; we will review three equivalent definitions.

Bialternants. Schur functions were first studied by Cauchy, who considered ratios of two determinants:

$$
s_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=\frac{\left|x_{i}^{\lambda_{j}+n-j}\right|_{1 \leq i, j \leq n}}{\left|x_{i}^{n-j}\right|_{1 \leq i, j \leq n}}
$$

Here we assume $n=d$, which can always be achieved by appending 0 's to either $\lambda$ or $x$. Since both the numerator and denominator are alternating functions of the $x$ variables, the ratio is symmetric. Furthermore, both numerator and denominator vanish when $x_{i}=$ $x_{j}$ for any pair $i \neq j$; since the denominator is the Vandermonde determinant $\prod_{i<j}\left(x_{i}-x_{j}\right)$, it must divide the numerator, and the ratio is a polynomial.

Young tableaux. We identify a partition $\lambda$ with its Young diagrama left-justified collection of boxes with $\lambda_{i}$ boxes in the $i$ th row. A semistandard Young tableau (SSYT) of shape $\lambda$ is a filling $\mathcal{T}$ of the boxes of $\lambda$ with postive integers, so that entries weakly increase along
rows, and strictly increase down columns. To such a tableau, one assigns a monomial weight $x^{\mathcal{T}}=\prod_{(i, j) \in \lambda} x_{\mathcal{T}(i, j)}$. For instance, with $\lambda=(5,4,3,1)$,

the SSYT |  | 1 | 2 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 3 | 3 | 3 |  |
| 4 | 4 | 5 |  |  |
| 5 |  |  |  |  | has weight $x^{\mathcal{T}}=x_{1}^{2} x_{2}^{3} x_{3}^{4} x_{4}^{2} x_{5}^{2}$.

A combinatorial definition of Schur functions says

$$
s_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=\sum_{\mathcal{T} \in S S Y T(\lambda)} x^{\mathcal{T}},
$$

the sum over all SSYT $\mathcal{T}$ of shape $\lambda$ with entries in $\{1, \ldots, n\}$. From this definition it is obvious that a Schur polynomial has nonnegative cofficients when written in terms of monomials in $x$ (although it is less obvious that it is symmetric).

Jacobi-Trudi determinant. Let $e_{k}=e_{k}\left(x_{1}, \ldots, x_{n}\right)$ be the elementary symmetric polynomial, and $h_{k}=h_{k}\left(x_{1}, \ldots, x_{n}\right)$ the complete homogeneous symmetric polynomial. (That is, $e_{i}$ is the sum of all squarefree monomials of degree $k$, and $h_{k}$ is the sum of all monomials of degree $k$.) The Jacobi-Trudi formula expresses a Schur polynomial as a determinant:

$$
\begin{equation*}
s_{\lambda}=\left|h_{\lambda_{i}+j-i}\right|_{1 \leq i, j \leq d} . \tag{1}
\end{equation*}
$$

There is a dual formulation (also known as the Nägelsbach-Kostka formula):

$$
\begin{equation*}
s_{\lambda}=\left|e_{\lambda_{i}^{\prime}+j-i}\right|_{1 \leq i, j \leq d^{\prime}} \tag{2}
\end{equation*}
$$

where $\lambda^{\prime}=\left(\lambda_{1}^{\prime} \geq \cdots \geq \lambda_{d^{\prime}}^{\prime} \geq 0\right)$ is the conjugate partition, that is, the partition whose diagram is the transpose of that of $\lambda$. For example, if $\lambda=(5,4,3,1)$ then $\lambda^{\prime}=(4,3,3,2,1)$. Note that $\left(\lambda^{\prime}\right)^{\prime}=\lambda$, and $\lambda_{1}^{\prime}$ is the number of nonzero parts of $\lambda$.

Both determinants are unchanged if one appends 0's to the partition $\lambda$, since $e_{0}=h_{0}=1$, and $e_{k}=h_{k}=0$ for $k<0$.

Basic results in algebraic combinatorics demonstrate the equivalence of these three definitions.

When manipulating Chern class formulas, the Jacobi-Trudi determinantal expression will often be the most useful version of the Schur polynomial. We will introduce notation based on this.

Definition 1.1. Given a series $c=1+c_{1}+c_{2}+\cdots$ and a partition $\lambda$, the Schur determinant $\Delta_{\lambda}(c)$ is defined as

$$
\Delta_{\lambda}(c)=\left|c_{\lambda_{i}+j-i}\right|_{1 \leq i, j \leq d}
$$

where $\lambda$ has at most $d$ parts.
Example 1.2. Let $c=c(E)$ be the total Chern class of a vector bundle. Then $\Delta_{(k)}(c)=c_{k}(E)$ is the $k$ th Chern class, and $\Delta_{\left(1^{k}\right)}(c)=$ $s_{k}\left(E^{\vee}\right)$ is the $k$ th Segre class of $E^{\vee}$.

More generally, taking $c=c(E-F)$ to be the total Chern class of a virtual bundle, we have

$$
\begin{equation*}
\Delta_{\lambda}(c(E-F))=\Delta_{\lambda^{\prime}}\left(c\left(F^{\vee}-E^{\vee}\right)\right) \tag{3}
\end{equation*}
$$

To see this, write $h_{k}=c_{k}(E-F)$ and $e_{k}=c_{k}\left(F^{\vee}-E^{\vee}\right)=(-1)^{k} c_{k}(F-E)$. These satisfy the same basic relation as the complete homogeneous and elementary symmetric functions, namely

$$
\left(\sum_{k \geq 0} h_{k} u^{k}\right)\left(\sum_{k \geq 0}(-1)^{k} e_{k} u^{k}\right)=1
$$

So the identity (3) follows from the Jacobi-Trudi formula and its dual (1)-(2).

Generally, when $E$ is a vector bundle with Chern roots $x_{1}, \ldots, x_{n}$,

$$
\Delta_{\lambda}(c(E))=s_{\lambda^{\prime}}\left(x_{1}, \ldots, x_{n}\right) .
$$

(The switch between $\lambda$ and $\lambda^{\prime}$ can be avoided by using Segre classes in the Schur determinant, since $\Delta_{\lambda}\left(s\left(E^{\vee}\right)\right)=s_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$.)

A fundamental fact about symmetric functions is that the Schur polynomials $s_{\lambda}$ form an additive basis for the ring of symmetric polynomials in $x_{1}, \ldots, x_{n}$, as $\lambda$ ranges over partitions with at most $n$ parts. (By taking an appropriate graded limit as $n \rightarrow \infty$, one can suppress the dependence on the number of variables.) A recurring theme in algebraic geometry, combinatorics, and representation theory is that
the Schur basis is often the most natural one to use when expanding a given symmetric polynomial.

Example 1.3. Griffiths asked which polynomials in Chern classes are positive for all ample vector bundles. That is, for which polynomials $P=P\left(c_{1}, \ldots, c_{n}\right)$, homogeneous of (weighted) degree $n$, does one have $\int_{X} P>0$ whenever one evaluates $c_{r}=c_{r}(E)$ for an ample vector bundle $E$ on an $n$-dimensional variety $X$ ?

Bloch showed that the Chern classes $c_{1}, \ldots, c_{n}$ are positive in this sense. Griffiths gave other examples, e.g.,

$$
c_{1}^{2}-c_{2},\left|\begin{array}{ccc}
c_{1} & c_{2} & c_{3} \\
1 & c_{1} & c_{2} \\
0 & 1 & c_{1}
\end{array}\right|, \text { etc. }
$$

The complete answer was given by Fulton and Lazarsfeld: Write $P=\sum a_{\lambda} \Delta_{\lambda}(c)$, where $\Delta_{\lambda}(c)$ is as above, and $a_{\lambda}$ is an integer. Then $P$ is positive if and only if $a_{\lambda} \geq 0$ for all $\lambda$ (and at least one $a_{\lambda}>0$ ). For example, $c_{1}^{2}-2 c_{2}=\Delta_{(1,1)}-\Delta_{(2)}$ is not positive.

Example 1.4. For each partition $\lambda=\left(\lambda_{1} \geq \cdots \geq \lambda_{n} \geq 0\right)$, there is an irreducible polynomial representation $V_{\lambda}$ of $G=G L(V) \cong$ $G L_{n} \mathbb{C}$. These are called Schur modules, and they interpolate between Sym $^{k} \mathbb{C}^{n}$ —the case $\lambda=(k, 0, \ldots, 0)$, a single row with $k$ boxes-and $\bigwedge^{k} \mathbb{C}^{n}$, where $\lambda=(1, \ldots, 1,0, \ldots, 0)$, a single column with $k$ boxes.

Considering $V_{\lambda}$ as a $G$-equivariant vector bundle on a point, there are classes

$$
c_{r}^{G}\left(V_{\lambda}\right) \in \Lambda_{G}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right]
$$

for $1 \leq r \leq \operatorname{dim} V_{\lambda}$. Restricting to the diagonal torus $T=\left(\mathbb{C}^{*}\right)^{n} \subseteq G$ gives an inclusion $\Lambda_{G} \hookrightarrow \Lambda_{T}$, sending $c_{k} \mapsto e_{k}\left(t_{1}, \ldots, t_{n}\right)$, and one obtains a symmetric function $c_{r}^{T}\left(V_{\lambda}\right)$. Thus one has an expression

$$
\begin{equation*}
c_{r}^{T}\left(V_{\lambda}\right)=\sum_{\mu} a_{r, \lambda}^{\mu} s_{\mu} \tag{4}
\end{equation*}
$$

the sum over partitions $\mu$ of size $r$ having at most $n$ parts. By the Jacobi-Trudi formula, we have $s_{\mu}=s_{\mu}\left(t_{1}, \ldots, t_{n}\right)=\left|c_{\mu_{i}^{\prime}+j-i}\right|_{1 \leq i, j \leq m}$. (Here $\mu_{1} \leq m$, so $\mu^{\prime}$ has at most $m$ parts.)

Semistandard tableaux arise naturally here, as well: they index the $T$-weights of the representation $V_{\lambda}$, so the total Chern class can be expressed as

$$
c^{G}\left(V_{\lambda}\right)=\prod_{\mathcal{T} \in S S Y T(\lambda)}\left(1+\sum_{i \in \mathcal{T}} t_{i}\right) .
$$

So the expansion (4) can be computed explicitly in any given case.
A remarkable fact, observed by Pragacz, is that the integers $a_{r, \lambda}^{\mu}$ are nonnegative. The proof ${ }^{1}$ of this combinatorial statement involves deep theorems in algebraic geometry! Lascoux gave positive formulas for $c_{r}^{G}\left(\bigwedge^{2} V\right)$ and $c_{r}^{G}\left(\operatorname{Sym}^{2} V\right)$. Beyond these cases, however, few explicit general formulas for these polynomials are known.

## 2. Flag bundles

Let $V$ be a vector bundle of rank $n$ on a variety $Y$, and fix an integer $0 \leq d \leq n$. We have the Grassmann bundle

$$
\operatorname{Gr}(d, V) \rightarrow Y
$$

representing the functor which assigns to a morphism $f: Z \rightarrow Y$ the set of rank- $d$ subbundles $S \subset V_{Z}:=f^{*} V$. (By subbundle, we mean that the inclusion is locally split, so $V_{Z} / S$ is also a vector bundle; this is a stronger requirement than asking that $S$ be a locally free subsheaf.) We saw a construction of $\mathbf{G r}(d, V)$ using the frame bundle of $V$ in Chapter $2, \S 1$. Here we construct it as a scheme using local data.

For a split vector bundle $V=A \oplus B$, with $A$ of rank $d$ and $B$ of rank $e=n-d$, there is an open subset $U \subseteq \mathbf{G r}(d, V)$, defined by the additional condition that the composition

$$
S \hookrightarrow V \rightarrow A
$$

be an isomorphism. There is a natural identification $U \xrightarrow{\sim} \operatorname{Hom}(A, B)$, making $U$ a vector bundle over $Y$, by

$$
(S \subset V) \mapsto(A \cong S \hookrightarrow V \rightarrow B)
$$

The inverse morphism sends a local section $\varphi \in \operatorname{Hom}(A, B)$ to its graph $\Gamma_{\varphi} \subseteq A \oplus B$.

Since any vector bundle $V$ splits locally on $Y$, these open sets $U$ give an affine covering of $\mathbf{G r}=\mathbf{G r}(d, V)$, constructing it as a scheme. It also shows that the projection $\rho: \mathbf{G r} \rightarrow Y$ is smooth of relative dimension $d(n-d)=\operatorname{rk} \operatorname{Hom}(A, B)$.

The functorial description equips $\operatorname{Gr}(d, V)$ with a tautological subbundle $\mathbb{S} \subset V_{\mathrm{Gr}}=\rho^{*} V$, as well as a quotient bundle $\mathbb{Q}=V_{\mathrm{Gr}} / \mathbb{S}$, so there is a universal sequence

$$
0 \rightarrow \mathbb{S} \rightarrow V_{\mathrm{Gr}} \rightarrow \mathbb{Q} \rightarrow 0
$$

on $\operatorname{Gr}(d, V)$. The relative tangent bundle is

$$
T_{\mathrm{Gr} / Y}=\operatorname{Hom}(\mathbb{S}, \mathbb{Q}),
$$

as one sees from the local description of the open sets $U$.
There are several dualities among Grassmannians. For $e=n-d$, there is a canonical isomorphism

$$
\mathbf{G r}(d, V)=\mathbf{G r}\left(e, V^{\vee}\right)
$$

by sending a subspace $S \subset V$ to the subspace $(V / S)^{\vee} \subseteq V^{\vee}$. Often it is also useful to consider the Grassmannian of quotients,

$$
\mathbf{G r}(d, V)=\mathbf{G r}(V, e)=\{V \rightarrow Q\} / \cong,
$$

where two rank $e$ quotients of $V$ are identified if there is an isomorphism $Q \cong Q^{\prime}$ commuting with the projection from $V$.

Example 2.1. For $d=0$ or $d=n$, one has $\operatorname{Gr}(d, V)=Y$.
For $d=1$, one has the projective bundle $\mathbb{P}(V)=\mathbf{G r}(1, V)$, and the dual projective bundle $\mathbb{P}^{\vee}(V)=\operatorname{Gr}(V, 1)$. The first has tautological subbundle $\mathbb{S}=\mathscr{O}(-1)$, and the second has tautological quotient bundle $\mathbb{Q}=\mathscr{O}(1)$.

In general, sending $S \subseteq V$ to $\bigwedge^{d} S \subseteq \bigwedge^{d} V$ defines the Plücker embedding

a closed embedding locally defined by the Plücker relations, so $\rho$ is projective.

More generally, given a sequence $\mathbf{d}=\left(0 \leq d_{1}<\cdots<d_{r} \leq n\right)$, we have a partial flag bundle

$$
\mathbf{F l}(\mathbf{d}, V) \xrightarrow{\rho} Y
$$

parametrizing flags $S_{1} \subset \cdots \subset S_{r} \subset V_{Z}$ for any $f: Z \rightarrow Y$, where the rank of $S_{i}$ is $d_{i}$.

A partial flag bundle can be constructed inductively as a sequence of Grassmann bundles, in $r$ ! ways. For instance, if one starts by choosing $S_{1}$, so $\mathbf{G r}\left(d_{1}, V\right) \rightarrow Y$ has a tautological bundle $\mathbb{S}_{1} \subset V_{\mathrm{Gr}}$ of rank $d_{1}$, one obtains a factorization


Alternatively, for any $1 \leq s \leq r$, one can start by choosing the subspace $S_{s}$, and obtain a factorization


A partial flag bundle is equipped with tautological subbundles and quotient bundles,

$$
\mathbb{S}_{1} \subset \cdots \subset \mathbb{S}_{r} \subset V_{\mathbf{F l}} \rightarrow \mathbb{Q}_{1} \rightarrow \cdots \rightarrow \mathbb{Q}_{r}
$$

just as for Grassmannians. Also as before, these are identified with quotient flag bundles

$$
\mathbf{F l}\left(d_{1}, \ldots, d_{r}, V\right)=\mathbf{F l}\left(V, e_{1}, \ldots, e_{r}\right)
$$

where $n \geq e_{1}>\cdots>e_{r} \geq 0$ and $e_{i}=n-d_{i}$. These are related in the evident way, by sending $S_{i} \subset V$ to $V \rightarrow Q_{i}=V / S_{i}$.

The complete flag bundle is the case $\mathbf{F l}(V)=\mathbf{F l}(1, \ldots, n-1, V)$. One choice of the inductive construction realizes this as a tower of projective bundles,

$$
Y \leftarrow \mathbb{P}(V) \leftarrow \mathbb{P}\left(V / \mathbb{S}_{1}\right) \leftarrow \cdots \leftarrow \mathbb{P}\left(V / \mathbb{S}_{n-2}\right)=\mathbf{F l}(V) .
$$

## 3. Projective space

For $G$ acting linearly on an $n$-dimensional vector space $V$, we have already seen a computation

$$
H_{G}^{*} \mathbb{P}(V)=\Lambda_{G}[\zeta] /\left(\zeta^{n}+c_{1} \zeta^{n-1}+\cdots+c_{n}\right),
$$

where $\zeta=c_{1}^{G}(\mathscr{O}(1))$ and $c_{i}=c_{i}^{G}(V)$. (This was done in Chapter 2, §6.) This was a special case of the general formula for cohomology of a projective bundle $\mathbb{P}(V) \rightarrow Y$, using the Leray-Hirsch theorem and the fact that $1, \zeta, \ldots, \zeta^{n-1}$ form a basis for $H^{*} \mathbb{P}(V)$ over $H^{*} Y$.

The relations come from the Whitney formula for the exact sequence

$$
0 \rightarrow \mathscr{O}(-1) \rightarrow V \rightarrow \mathbb{Q} \rightarrow 0
$$

so

$$
c^{G}(\mathbb{Q})=\frac{c^{G}(V)}{c^{G}(\mathscr{O}(-1))}=\frac{1+c_{1}+\cdots+c_{n}}{1-\zeta}
$$

and $c_{n}^{G}(\mathbb{Q})=0$.
Before moving on to other flag varieties (and bundles), it is worth investigating a second basis and presentation suggested by symmetry. The classes $1, c_{1}^{G}(\mathbb{Q}), \ldots, c_{n-1}^{G}(\mathbb{Q})$ also form a basis for $H^{*} \mathbb{P}(V)$ over $H^{*} Y$, since $c_{k}^{G}(\mathbb{Q})$ restricts to $\zeta^{k}$ on fibers. What are the relations?

Proposition 3.1. We have

$$
H_{G}^{*} \mathbb{P}(V)=\Lambda_{G}\left[\xi_{1}, \ldots, \xi_{n-1}\right] /\left(s_{2}, \ldots, s_{n}\right),
$$

where $\xi_{i}$ maps to $c_{i}^{G}(\mathbb{Q})$ and $s_{k}$ is the degree $k$ term in the expansion of

$$
\frac{1+c_{1}+c_{2}+\cdots+c_{n}}{1+\xi_{1}+\xi_{2}+\cdots+\xi_{n-1}}
$$

Proof. Let $R$ be the algebra on the right-hand side. There is a welldefined homomorphism $R \rightarrow H_{G}^{*} \mathbb{P}(V)$, since $s_{k}$ maps to $c_{k}^{G}(V-\mathbb{Q})=$
$c_{k}^{G}(\mathscr{O}(-1))$, which vanishes for $k>1$. Since the classes $c_{k}^{G}(\mathbb{Q})$ form a basis for the free $\Lambda_{G}$-module $H_{G}^{*} \mathbb{P}(V)$, the sequence

$$
0 \rightarrow I \rightarrow R \rightarrow H_{G}^{*} \mathbb{P}(V) \rightarrow 0
$$

splits, and it suffices to show that the classes $1, \xi_{1}, \ldots, \xi_{n-1}$ span $R$ as a $\Lambda_{G}$-module. By the graded Nakayama lemma, it is enough to do this modulo $\Lambda_{G^{\prime}}^{+}$, i.e., after setting $c_{k}=c_{k}^{G}(V)=0$ for $k>0$. This case is a basic fact about symmetric functions, stated in the exercise below.

Exercise 3.2. Let $\Lambda$ be an associative ring, with commuting indeterminates $e_{1}, \ldots, e_{d}$, for some $0<d<n$. For $k>0$, let $h_{k}$ be defined inductively by the relation $h_{k}-h_{k-1} e_{1}+\cdots+(-1)^{k} e_{k}=0$, using the conventions $e_{0}=h_{0}=1$ and $e_{k}=0$ for $k>d$. Show that $h_{k}$ lies in the two-sided ideal $\left(h_{n-d+1}, \ldots, h_{n}\right) \subseteq \Lambda\left[e_{1}, \ldots, e_{d}\right]$ for all $k>n-d$. Taking $d=n-1$, conclude that the elements $1, e_{1}, \ldots, e_{n-1}$ $\operatorname{span} \Lambda\left[e_{1}, \ldots, e_{n-1}\right] /\left(h_{2}, \ldots, h_{n}\right)$ as a $\Lambda$-module. ${ }^{2}$

The same argument leads to presentations for equivariant projective bundles.

Exercise 3.3. Suppose $V \rightarrow Y$ is a G-equivariant vector bundle of rank $n$, so $G$ acts equivariantly on the projective bundle $\mathbb{P}(V) \rightarrow Y$, with universal line bundle $\mathscr{O}(1)$ and quotient bundle $\mathbb{Q}=V / \mathscr{O}(-1)$. Show that

$$
\begin{aligned}
H_{G}^{*} \mathbb{P}(V) & =\left(H_{G}^{*} Y\right)[\zeta] /\left(\zeta^{n}+c_{1} \zeta^{n-1}+\cdots+c_{n}\right) \\
& =\left(H_{G}^{*} Y\right)\left[\xi_{1}, \ldots, \xi_{n-1}\right] /\left(s_{2}, \ldots, s_{n}\right)
\end{aligned}
$$

where $\zeta$ maps to $c_{1}^{G}(\mathscr{O}(1)), \xi_{i}$ maps to $c_{i}^{G}(\mathbb{Q}), c_{k}=c_{k}^{G}(V)$, and $s_{k}$ is defined as in Proposition 3.1.

## 4. Complete flags

A partial flag variety $F l(\mathbf{d}, V)=F l\left(d_{1}, \ldots, d_{r}, V\right)$ has quotient bundles $A_{i}=\mathbb{S}_{i} / \mathbb{S}_{i-1}$ of rank $a_{i}=d_{i}-d_{i-1}$. (By convention, $d_{0}=0$ and $d_{r+1}=n$, so $\mathbb{S}_{0}=0$ and $\mathbb{S}_{r+1}=V$.) Equivalently, these bundles
are $A_{i}=\operatorname{ker}\left(\mathbb{Q}_{i-1} \rightarrow \mathbb{Q}_{i}\right)=\operatorname{ker}\left(V / \mathbb{S}_{i-1} \rightarrow V / \mathbb{S}_{i}\right)$, so $a_{i}=e_{i-1}-e_{i}$.
From the Whitney formula, we have

$$
\begin{equation*}
c^{G}(V)=\prod_{i=1}^{r+1} c^{G}\left(A_{i}\right) . \tag{5}
\end{equation*}
$$

We will see that $H_{G}^{*} F l(\mathbf{d}, V)$ is generated by the Chern classes of $A_{i}$, with relations coming from (5).

The first step is to compute the cohomology of the complete flag variety $F l(V)$. Here the $A_{i}$ are line bundles, with $x_{i}=c_{1}^{G}\left(A_{i}\right)$.

Proposition 4.1. We have

$$
H_{G}^{*} F l(V)=\Lambda_{G}\left[x_{1}, \ldots, x_{n}\right] /\left(e_{i}(x)-c_{i}\right)_{i=1, \ldots, n},
$$

where $c_{i}=c_{i}^{G}(V)$. A basis over $\Lambda_{G}$ is given by

$$
\left\{x_{1}^{m_{1}} \cdots x_{n}^{m_{n}} \mid 0 \leq m_{i} \leq n-i\right\},
$$

so $H_{G}^{*} F l(V)$ has rank n! as a $\Lambda_{G}$-module.
The presentation is symmetric in the variables $x_{1}, \ldots, x_{n}$, so any permutation of them gives another basis.

Proof. Let $R$ be the algebra on the right-hand side. The basis for $H_{G}^{*} F l(V)$ comes directly from writing $F l(V)$ as a tower of projective bundles. The relations hold by the Whitney formula (5), so we have a homomorphism $R \rightarrow H_{G}^{*} F l(V)$. As for projective space, it suffices to show the monomials $x_{1}^{m_{1}} \cdots x_{n}^{m_{n}}$ span $R$ as a $\Lambda_{G}$-module; by graded Nakayama, this reduces to showing the same monomials span the $\mathbb{Z}$-module $A=\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right] /\left(e_{1}(x), \ldots, e_{n}(x)\right)$.

To see this, observe that in $A[u]$ we have $\prod_{i=1}^{n}\left(1-x_{i} u\right)=1$, so for any $1 \leq \ell \leq n$, the polynomial

$$
\sum_{k \geq 0} h_{k}\left(x_{1}, \ldots, x_{\ell}\right) u^{k}=\prod_{i=1}^{\ell} \frac{1}{1-x_{i} u}=\prod_{i=\ell+1}^{n}\left(1-x_{i} u\right)
$$

has degree $n-\ell$. It follows that $h_{n-\ell+1}\left(x_{1}, \ldots, x_{\ell}\right)=0$, which gives a relation expressing $x_{\ell}^{n-\ell+1}$ in terms of the given monomials by induction on $\ell$.

As in $\S 3$, the same argument leads to presentations for equivariant flag bundles. For a $G$-equivariant vector bundle $V \rightarrow Y$, we have $G$ acting equivariantly on the associated flag bundle $\mathrm{Fl}(V) \rightarrow Y$, with equivariant tautological line bundles $A_{i}=\mathbb{S}_{i} / \mathbb{S}_{i-1}$. Then

$$
H_{G}^{*} \mathbf{F l}(V)=\left(H_{G}^{*} Y\right)\left[x_{1}, \ldots, x_{n}\right] /\left(e_{i}(x)-c_{i}\right)_{i=1, \ldots, n},
$$

where $x_{i}$ maps to $c_{1}^{G}\left(A_{i}\right)$ and $c_{i}=c_{i}^{G}(V)$.

## 5. Grassmannians and partial flag varieties

Consider a $G$-equivariant vector bundle $V$ of rank $n$ on $Y$. The Grassmann bundle can be factored as

where both $p$ and $q$ are towers of projective bundles. We will use this to compute $H_{G}^{*} \mathbf{G r}(d, V)$. Since a partial flag bundle is a tower of Grassmann bundles, this will also lead to a computation of $H_{G}^{*} \mathbf{F l}(\mathbf{d}, V)$.

Let $X=\mathbf{G r}(d, V)$, with tautological sequence

$$
0 \rightarrow \mathbb{S} \rightarrow V_{X} \rightarrow \mathbb{Q} \rightarrow 0,
$$

so $A_{1}=\mathbb{S}$ has rank $d$, and $A_{2}=\mathbb{Q}$ has rank $e=n-d$.
Proposition 5.1. We have

$$
\begin{aligned}
H_{G}^{*} X & =\left(H_{G}^{*} Y\right)\left[c_{1}, \ldots, c_{d}, \widetilde{c}_{1}, \ldots, \widetilde{c}_{e}\right] /\left(c \cdot \widetilde{c}=c^{G}(V)\right) \\
& =\left(H_{G}^{*} Y\right)\left[c_{1}, \ldots, c_{d}\right] /\left(s_{e+1}, \ldots, s_{n}\right) \\
& =\left(H_{G}^{*} Y\right)\left[\widetilde{c}_{1}, \ldots, \widetilde{c}_{e}\right] /\left(\widetilde{s}_{d+1}, \ldots, \widetilde{s}_{n}\right),
\end{aligned}
$$

under the evaluations $c \mapsto c^{G}(\mathbb{S})$ and $\widetilde{c} \mapsto c^{G}(\mathbb{Q})$. The elements $s_{m}$ are defined by

$$
s=c^{G}(V) / c=1+\left(c_{1}^{G}(V)-c_{1}\right)+\left(c_{2}^{G}(V)-c_{1}^{G}(V) c_{1}+c_{1}^{2}-c_{2}\right)+\cdots,
$$

and the elements $\widetilde{s}_{m}$ are defined similarly, by $\widetilde{s}=c^{G}(V) / \widetilde{c}$.

A basis over $H_{G}^{*} Y$ is given by monomials

$$
\prod_{j=1}^{d} c_{j}^{G}\left(\mathbb{S}^{\vee}\right)^{m_{j}}, \quad \text { with } \sum m_{j} \leq e
$$

(There are $\binom{n}{d}$ such monomials.) Another basis is given by Schur determinants

$$
\Delta_{\lambda}\left(c^{G}\left(\mathbb{S}^{\vee}\right)\right) \quad \text { for } \lambda \subseteq \square^{d} e
$$

i.e., $d \geq \lambda_{1} \geq \cdots \geq \lambda_{e} \geq 0$.

Similarly, there are bases of monomials

$$
\prod_{j=1}^{e} c_{j}^{G}(\mathbb{Q})^{m_{j}}, \quad \text { with } \sum m_{j} \leq d
$$

and of Schur determinants

$$
\Delta_{\lambda}\left(c^{G}(\mathbb{Q})\right) \quad \text { for } \lambda \subseteq \square d
$$

i.e., $e \geq \lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0$.

As before, we will only discuss the case where $Y$ is a point, so $X=G r(d, V)$ and $H_{G}^{*} Y=\Lambda_{G}$. The general case is no different.

In the proof, we show that monomials in $c_{j}^{G}(\mathbb{S})$, and determinants $\Delta_{\lambda}\left(c^{G}(\mathbb{S})\right)$, form bases. (Replacing $\mathbb{S}$ by $\mathbb{S}^{\vee}$ only changes the sign, but it ensures these classes are positive.) The argument for $\mathbb{Q}$ is similar.

Proof. The cases $d=1$ and $e=1$ have been done, since these are projective spaces. In general, one knows the relations hold, because $c_{m}^{G}(V-\mathbb{Q})=c_{m}^{G}(\mathbb{S})$ vanishes for $m>d$, and $c_{m}^{G}(V-\mathbb{S})=c_{m}^{G}(\mathbb{Q})$ vanishes for $m>e$. So, as before, we have a homomorphism from each algebra on the right-hand side to $H_{G}^{*} X$.

Now we use a trick that goes back to Grothendieck. Consider the two-step flag variety


By descending induction on $d$, with the base case $e=1$, we may assume we know the presentation for $X^{\prime}$. Let $\mathbb{S}=\mathbb{S}_{d}$ be the tautological bundle on $X$, and $\mathbb{S}_{d+1}$ the tautological on $X^{\prime}$, so on $\widetilde{X}$ we have $\mathbb{S}_{d} \subset \mathbb{S}_{d+1}$. (We suppress notation for pullbacks.) Let $a_{i}=c_{i}^{G}\left(\mathbb{S}_{d}\right)$, $b_{i}=c_{i}^{G}\left(\mathbb{S}_{d+1}\right)$, and $x=c_{1}^{G}\left(\mathbb{S}_{d+1} / \mathbb{S}_{d}\right)$. In $H_{G}^{*} \widetilde{X}$, we have

$$
\begin{equation*}
b_{i}=a_{i}+x a_{i-1} \quad \text { for } 1 \leq i \leq d+1, \tag{6}
\end{equation*}
$$

coming from the relation $c^{G}\left(\mathbb{S}_{d+1}\right)=c^{G}\left(\mathbb{S}_{d}\right)(1+x)$.
Since $\widetilde{X}=\mathbb{P}^{\vee}\left(\mathbb{S}_{d+1}\right)=\operatorname{Gr}\left(d, \mathbb{S}_{d+1}\right) \rightarrow X^{\prime}$ is an equivariant projective bundle, with $x=c_{1}^{G}(\mathscr{O}(1))$, we see that $H_{G}^{*} \widetilde{X}$ is free over $H_{G}^{*} X^{\prime}$, with basis $\left\{1, x, \ldots, x^{d}\right\}$. By the inductive assumption, $H_{G}^{*} X^{\prime}$ is spanned over $\Lambda_{G}$ by monomials in $b_{i}$ 's, so we conclude that $H_{G}^{*} \widetilde{X}$ is spanned over $\Lambda_{G}$ by monomials in $a_{i}$ 's and $x$, using (6).

On the other hand, $\widetilde{X}=\mathbb{P}\left(V / \mathbb{S}_{d}\right) \rightarrow X$, with $x=c_{1}^{G}(\mathscr{O}(-1))$, so $H_{G}^{*} \widetilde{X}$ is free over $H_{G}^{*} X$ with basis $1, x, \ldots, x^{e-1}$, and relation

$$
x^{e}-c_{1}^{G}\left(V / \mathbb{S}_{d}\right) x^{e-1}+\cdots+(-1)^{e} c_{e}^{G}\left(V / \mathbb{S}_{d}\right)=0
$$

Each $c_{i}^{G}\left(V / \mathbb{S}_{d}\right)$ lies in the subalgebra $A \subseteq H_{G}^{*} X$ generated over $\Lambda_{G}$ by $a_{1}, \ldots, a_{d}$, so each element of $H_{G}^{*} \widetilde{X}$ can be expressed uniquely as $\sum_{i=0}^{e-1} \alpha_{i} x^{i}$, for some $\alpha_{i} \in A$. It follows that $H_{G}^{*} X=A$, so the map

$$
A^{\prime}=\Lambda_{G}\left[c_{1}, \ldots, c_{d}\right] /\left(s_{e+1}, \ldots, s_{n}\right) \rightarrow H_{G}^{*} X, \quad c_{i} \mapsto a_{i}
$$

is surjective, and this surjection splits. (The $\Lambda_{G}$-module $H_{G}^{*} X$ is projective, since it embeds as a direct summand in the free $\Lambda_{G}$-module $H_{G}^{*} \widetilde{X}$.)

As an aside, the above arguments show

$$
\mathrm{rk}_{\Lambda_{G}} H_{G}^{*} \widetilde{X}=(d+1) \cdot \mathrm{rk}_{\Lambda_{G}} H_{G}^{*} X^{\prime}=(d+1) \cdot\binom{n}{d+1}
$$

and

$$
\mathrm{rk}_{\Lambda_{G}} H_{G}^{*} X=\frac{1}{e} \cdot \mathrm{rk}_{\Lambda_{G}} H_{G}^{*} \widetilde{X}=\frac{d+1}{e} \cdot\binom{n}{d+1}=\binom{n}{d} .
$$

To conclude the proof, it suffices to show that the algebra $A^{\prime}$ is spanned over $\Lambda_{G}$ by the $\binom{n}{d}$ elements $\Delta_{\lambda}(c)$, for $\lambda \subseteq \square e$. Since
these elements belong to $A$, it will follow that the split surjection $A^{\prime} \rightarrow A$ is an isomorphism.

Using graded Nakayama, it is enough to show that these elements span in the case where $G$ is trivial, so $\Lambda_{G}=\mathbb{Z}$, and we will assume this for the rest of the argument. As shown in Exercise 5.2, the set $\left\{\Delta_{\lambda}(c) \mid \lambda_{1} \leq d\right\}$ is a basis for the polynomial ring $\mathbb{Z}\left[c_{1}, \ldots, c_{d}\right]$, so we just need to see that $\Delta_{\lambda}(c)$ maps to zero in $A^{\prime}$ whenever $\lambda$ has more than $e$ nonzero parts.

For this, we use the duality formula (Eq. (3) from §1) to write $\Delta_{\lambda}(c)=\Delta_{\lambda^{\prime}}\left(c^{\prime}\right)$, where $c^{\prime}$ is defined inductively by relations

$$
c_{k}^{\prime}-c_{k-1}^{\prime} c_{1}+\cdots+(-1)^{k} c_{k}=0
$$

for $k \geq 1$. Note that $c_{k}^{\prime}=(-1)^{k} s_{k}$, and by Exercise 3.2, $c_{k}^{\prime}$ lies in the ideal $\left(s_{e+1}, \ldots, s_{n}\right)$ for all $k>e$. We can write

$$
\Delta_{\lambda^{\prime}}\left(c^{\prime}\right)=\left|\begin{array}{ccc}
c_{\lambda_{1}^{\prime}}^{\prime} & c_{\lambda_{1}^{\prime}+1}^{\prime} & \cdots \\
\vdots & c_{\lambda_{2}^{\prime}}^{\prime} & \\
& & \ddots
\end{array}\right|
$$

so if $\lambda_{1}^{\prime}>e$, each entry in the top row maps to zero in $A^{\prime}$, and hence $\Delta_{\lambda^{\prime}}\left(c^{\prime}\right)$ also maps to zero in $A^{\prime}$.

Finally, using Exercise 5.2 again, the monomials $c^{m}$ can be ordered so that $c_{\lambda_{1}} \cdots c_{\lambda_{e}}$ is the leading term of $\Delta_{\lambda}(c)$, and it follows that the monomials $c_{1}^{m_{1}} \cdots c_{d}^{m_{d}}$ with $\sum m_{j} \leq e$ map to another basis of $A^{\prime}$.

ExERCISE 5.2. Find a monomial order on $c^{m}=c_{1}^{m_{1}} \cdots c_{d}^{m_{d}}$ so that the diagonal term $c_{\lambda_{1}} \cdots c_{\lambda_{e}}$ is the smallest term in $\Delta_{\lambda}(c)$, for any partition $\lambda$ and any $d, e$. Use this to conclude that the determinants $\Delta_{\lambda}(c)$ (with no restrictions on $\lambda$ ) form a basis for the polynomial ring in infinitely many variables $\Lambda\left[c_{1}, c_{2}, \ldots\right]$, where $\Lambda$ is an associative ring, and that the kernel of the projection $\Lambda\left[c_{1}, c_{2}, \ldots\right] \rightarrow \Lambda\left[c_{1}, \ldots, c_{d}\right]$ (sending $c_{i}$ to 0 if $i>d$ ) has basis $\left\{\Delta_{\lambda}(c) \mid \lambda_{1}>d\right\}$. Conclude that $\left\{\Delta_{\lambda}(c) \mid \lambda_{1} \leq d\right\}$ is a basis for $\Lambda\left[c_{1}, \ldots, c_{d}\right] .^{3}$

Example 5.3. Consider $G=G L(V)$ acting on $X=G r(d, V)$, so $X \cong G / P$, where

$$
P=\left[\begin{array}{c|c}
* & * \\
\hline 0 & *
\end{array}\right]
$$

is block upper-triangular, with diagonal blocks of size $d$ and $e$; in other words, it is the stabilizer of the subspace $E \subseteq V$ spanned by the first $d$ standard basis vectors. So we have two kinds of presentations: on one hand, Proposition 5.1 says that

$$
\begin{aligned}
H_{G}^{*} X & =H_{G}^{*} G r(d, V) \\
& =\Lambda_{G}\left[c_{1}^{G}(\mathbb{S}), \ldots, c_{d}^{G}(\mathbb{S}), c_{1}^{G}(\mathbb{Q}), \ldots, c_{e}^{G}(\mathbb{Q})\right] / I,
\end{aligned}
$$

where $I$ is the ideal generated by the relations $c^{G}(\mathbb{S}) \cdot c^{G}(\mathbb{Q})=c^{G}(V)$; on the other hand, we have

$$
H_{G}^{*} X=H_{G}^{*}(G / P)=\Lambda_{P}=\mathbb{Z}\left[a_{1}, \ldots, a_{d}, b_{1}, \ldots, b_{e}\right]
$$

using Examples 3.7 and 4.3 from Chapter 3.
The isomorphism between these rings can be written quite simply, by $a_{i} \mapsto c_{i}^{G}(\mathbb{S})$ and $b_{i} \mapsto c_{i}^{G}(\mathbb{Q})$. We also have $H_{G}^{*} X \cong \Lambda_{P}$ as a $\Lambda_{G^{-}}$ algebra via an inclusion

$$
\Lambda_{G}=\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right] \hookrightarrow \Lambda_{P}\left[a_{1}, \ldots, a_{d}, b_{1}, \ldots, b_{e}\right] .
$$

Associated to $\rho: X \rightarrow \mathrm{pt}$, there is the Gysin pushforward homomorphism $H_{G}^{*} X \rightarrow \Lambda_{G}$. Under these isomorphisms, this becomes a $\mathbb{Z}[c]$-module homomorphism $\mathbb{Z}[a, b] \rightarrow \mathbb{Z}[c]$ which drops degree by de. (What is an explicit formula?)

Finally, we can deduce presentations and bases for partial flag varieties. To take advantage of inductive structure-a partial flag variety is an iterated Grassmann bundle-it helps to state the theorem for equivariant flag bundles. (As we already seen several times, there is no additional work needed.)

Corollary 5.4. Let $V \rightarrow Y$ be a $G$-equivariant vector bundle, with associated partial flag bundle $X=\mathbf{F l}(\mathbf{d}, V) \rightarrow Y$, and tautological bundles
$\mathbb{S}_{1} \subset \cdots \subset \mathbb{S}_{r} \subset V$. Setting $A_{i}=\mathbb{S}_{i} / \mathbb{S}_{i-1}$, we have

$$
H_{G}^{*} X=\left(H_{G}^{*} Y\right)\left[c_{j}^{G}\left(A_{i}\right)\right] /\left(\prod_{i=1}^{r+1} c^{G}\left(A_{i}\right)=c^{G}(V)\right)
$$

where the generators $c_{j}^{G}\left(A_{i}\right)$ run over $1 \leq i \leq r+1$ and $1 \leq j \leq d_{i}-d_{i-1}$. There is a basis of products of Schur determinants,

$$
\left\{\prod_{i=1}^{r} \Delta_{\lambda^{(i)}}\left(c^{G}\left(\mathbb{S}_{i}^{\vee}\right)\right)\right\}, \quad \text { for } \lambda^{(i)} \subseteq \square d_{i} d_{i+1}-d_{i}
$$

Proof. Factor $X \rightarrow Y$ as

$$
X=\mathbf{F l}\left(d_{1}, \ldots, d_{r-1}, \mathbb{S}_{r}\right) \rightarrow \mathbf{G r}(d, V) \rightarrow Y
$$

and use induction on $r$ together with our calculation for Grassmannians.

Exercise 5.5. Prove the dual version of the theorem: the products

$$
\prod_{i=1}^{r} \Delta_{\mu^{(i)}}\left(c^{G}\left(\mathbb{Q}_{i}\right)\right), \quad \text { for } \mu^{(i)} \subseteq \square e_{i}-e_{i+1}
$$

form a basis for $H_{G}^{*} \mathbf{F l}(\mathbf{d}, V)$ as a module over $H_{G}^{*} Y$.
Remark. The $\Lambda_{G}$-module $H_{G}^{*} F l(\mathbf{d}, V)$ has rank

$$
\mathrm{rk}_{\Lambda_{G}} H_{G}^{*} F l(\mathbf{d}, V)=\prod\binom{d_{i+1}}{d_{i}}=\frac{n!}{a_{1}!\cdots a_{r+1}!}=\binom{n}{a_{1}, \ldots, a_{r+1}},
$$

where $a_{i}=\operatorname{rk} A_{i}=d_{i}-d_{i-1}$.

## 6. Poincaré dual bases

The bases we have computed for Grassmann bundles are Poincaré dual, in the sense of Chapter $3, \S 7$. Given a partition $\lambda$ in the $d \times e$ rectangle, its complement in the $e \times d$ rectangle is the conjugate to $\left(e-\lambda_{d}, \ldots, e-\lambda_{1}\right)$. For example, if $\lambda=(5,3,2,2,2)$ in the $5 \times 6$ rectangle, then $\mu=(5,4,4,3,0,0)$ is its complement.

Theorem 6.1. Let $V$ be a G-equivariant vector bundle of rank $n$ on $Y$, with Grassmann bundle $\rho: X=\mathbf{G r}(d, V) \rightarrow Y$. The bases $\left\{\Delta_{\lambda}\left(c^{G}(\mathbb{Q})\right)\right\}$

and $\left\{\Delta_{\mu}\left(c^{G}\left(\mathbb{S}^{\vee}\right)\right)\right\}$ are Poincaré dual, where

$$
\lambda \subseteq \square e
$$

are complementary partitions.
Proof. By Chapter 3, Proposition 7.2, the assertion is equivalent to the formula

$$
\begin{equation*}
[\delta(X)]^{G}=\sum_{\lambda, \mu \text { complementary }} \Delta_{\lambda}\left(c^{G}(\mathbb{Q})\right) \times \Delta_{\mu}\left(c^{G}\left(\mathbb{S}^{\vee}\right)\right) \tag{7}
\end{equation*}
$$

where $\delta(X) \subseteq X \times_{Y} X$ is the diagonal, so $[\delta(X)]^{G}=\delta_{*}(1)$.
On $X \times_{Y} X$, we have the universal bundles $\mathbb{Q}^{(1)}$ and $\mathbb{S}^{(2)}$ pulled back from the first and second factors, respectively. Writing $V$ also for the pullback of this vector bundle to $X \times_{Y} X$, we have $\mathbb{S}^{(2)} \subseteq V$ and $V \rightarrow \mathbb{Q}^{(1)}$, and the diagonal is the locus in $X \times_{Y} X$ where the composition $\mathbb{S}^{(2)} \rightarrow \mathbb{Q}^{(1)}$ vanishes. The class of $\delta(X)$ is therefore the top Chern class of the corresponding Hom bundle:

$$
[\delta(X)]^{G}=c_{d e}^{G}\left(\left(\mathbb{S}^{(2)}\right)^{\vee} \otimes \mathbb{Q}^{(1)}\right)
$$

There are several ways to show this is equal to the right-hand side. One way is to appeal to the splitting principle and argue using Chern roots $y_{1}, \ldots, y_{d}$ of $\left(\mathbb{S}^{(2)}\right)^{\vee}$ and $x_{1}, \ldots, x_{e}$ of $\mathbb{Q}^{(1)}$. Formula (7) is then equivalent to the symmetric function identity
(8) $\prod_{i=1}^{e} \prod_{j=1}^{d}\left(x_{i}+y_{j}\right)=\sum_{\lambda, \mu \text { complementary }} s_{\lambda^{\prime}}\left(x_{1}, \ldots, x_{e}\right) \cdot s_{\mu^{\prime}}\left(y_{1}, \ldots, y_{d}\right)$,
which follows from a well-known "Cauchy identity" for Schur functions.

Example 6.2. When $d=1$, the theorem says that the bases

$$
\left\{1, c_{1}^{G}(\mathbb{Q}), \ldots, c_{n-1}^{G}(\mathbb{Q})\right\} \quad \text { and } \quad\left\{\zeta^{n-1}, \ldots, \zeta, 1\right\}
$$

are Poincaré dual, where as usual $\zeta=c_{1}^{G}(\mathscr{O}(1))$. We can see this directly, using the relation $\zeta^{n}+c_{1}^{G}(V) \zeta^{n-1}+\cdots+c_{n}^{G}(V)=0$. We can write

$$
\zeta^{i} c_{j}(\mathbb{Q})=\zeta^{i} c_{j}^{G}(V-\mathbb{S})=\zeta^{i} c_{j}^{G}(V)+\zeta^{i+1} c_{j-1}^{G}(V)+\cdots+\zeta^{i+j} .
$$

By the projection formula, we have

$$
\rho_{*}\left(\zeta^{k} c_{m}^{G}(V)\right)=\rho_{*}\left(\zeta^{k}\right) c_{m}^{G}(V),
$$

so this is 0 if $k<n-1$. On the other hand, for $k \geq 0$, we can use

$$
\begin{aligned}
\zeta^{n-1+k} & =c_{1}^{G}\left(V^{\vee}-\mathbb{Q}^{\vee}\right)^{n-1+k} \\
& =c_{n-1+k}^{G}(\mathbb{Q}-V) \\
& =c_{n-1}^{G}(\mathbb{Q}) c_{k}^{G}(-V)+c_{n-2}^{G}(\mathbb{Q}) c_{k+1}^{G}(-V)+\cdots,
\end{aligned}
$$

so $\rho_{*}\left(\zeta^{n-1+k} c_{m}^{G}(V)\right)=c_{k}^{G}(-V) \cdot c_{m}^{G}(V)$. Putting these calculations together, we see

$$
\begin{aligned}
\rho_{*}\left(\zeta^{i} c_{j}^{G}(\mathbb{Q})\right) & =c_{i+j-n+1}^{G}(V)+c_{1}^{G}(-V) c_{i+j-n}^{G}(V)+\cdots+c_{i+j-n+1}^{G}(-V) \\
& =c_{i+j-n+1}^{G}(V-V) \\
& = \begin{cases}1 & \text { if } i+j=n-1, \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

## 7. Bases and duality from subvarieties

When looking at $H_{G}^{*} X$, we have not yet seen "geometric" classes coming from invariant subvarieties. Indeed, for $G=G L(V)$ acting on $X=F l(\mathbf{d}, V)$, there are no invariant subvarieties, except $X$ itself! For other group actions, we will often have invariant subvarieties, so we can compare their classes with bases we have already seen.

The first tool is an equivariant cell-decomposition lemma.
Proposition 7.1. Suppose $G$ acts on a nonsingular variety $X$, and there are $G$-invariant closed algebraic subsets

$$
\emptyset \subset X_{0} \subset X_{1} \subset \cdots \subset X_{m}=X,
$$

such that each $X_{p} \backslash X_{p-1}=\coprod_{j} U_{p, j}$ is a disjoint union of finitely many irreducible nonsingular subvarieties with $H_{G}^{*} U_{p, j} \cong \Lambda_{G}$. Let $V_{p, j}=\bar{U}_{p, j}$. The classes $\left[V_{p, j}\right]^{G}$ form a basis for $H_{G}^{*} X$ over $\Lambda_{G}$.

Proof. This follows by applying the fibered cell decomposition lemma, Proposition 3.4 of Appendix $A$, to the bundle $\mathbb{E} \times{ }^{G} X \rightarrow \mathbb{B}$.

A common case where the proposition holds is when all $U_{p, j}$ are affine spaces $\mathbb{C}^{n(p, j)}$.

Example 7.2. Consider the Borel subgroup $B \subset G L(V)$ of uppertriangular matrices acting on $X=\mathbb{P}(V)$. This subgroup fixes a flag $E_{\bullet}$, $0 \subset E_{0} \subset \cdots \subset E_{n-1}=V$, with $\operatorname{dim} E_{i}=i+1$. (In the standard basis, $E_{i}=\operatorname{span}\left\{e_{1}, \ldots, e_{i+1}\right\}$.) The $B$-invariant subvarieties are $X_{i}=\mathbb{P}\left(E_{i}\right)$, with $\operatorname{dim} X_{i}=i$. We have $X_{i} \backslash X_{i-1} \cong \mathbb{C}^{i}$, so the classes

$$
1=\left[X_{n-1}\right]^{B},\left[X_{n-2}\right]^{B}, \ldots,\left[X_{0}\right]^{B}
$$

form a basis for $H_{B}^{*} \mathbb{P}(V)$ over $\Lambda_{B}$.
When two bases come from sufficiently transverse invariant subvarieties, they are Poincaré dual.

Proposition 7.3. Suppose $\left\{X_{i}\right\}$ and $\left\{Y_{j}\right\}$ are closed G-invariant subvarieties of $X$ giving two $\Lambda_{G}$-bases for $H_{G}^{*} X$. If $X_{i} \cap Y_{i}=\{\mathrm{pt}\}$ transversally, and $X_{i} \cap Y_{j}=\emptyset$ whenever $i \neq j$ and codim $Y_{j} \geq \operatorname{dim} X_{i}$, then $\left[X_{i}\right]^{G}$ and $\left[Y_{i}\right]^{G}$ define Poincaré dual bases.

Proof. The assumptions imply $\left[X_{i}\right]^{G} \cdot\left[Y_{i}\right]^{G}=[\mathrm{pt}]^{G}$, so we have $\rho_{*}\left(\left[X_{i}\right]^{G} \cdot\left[Y_{i}\right]^{G}\right)=1$, and they also imply $\left[X_{i}\right]^{G} \cdot\left[Y_{j}\right]^{G}=0$ whenever $i \neq j$ and codim $Y_{j} \geq \operatorname{dim} X_{i}$, so that $\rho_{*}\left(\left[X_{i}\right]^{G} \cdot\left[Y_{j}\right]^{G}\right)=0$ in this case. In the remaining case, when $\operatorname{codim} Y_{j}<\operatorname{dim} X_{i}$, we have $\rho_{*}\left(\left[X_{i}\right]^{G} \cdot\left[Y_{j}\right]^{G}\right)=0$ automatically, since it lies in degree

$$
2 \operatorname{codim} X_{i}+2 \operatorname{codim} Y_{j}-2 \operatorname{dim} X<0,
$$

and $\Lambda_{G}$ is zero in negative degrees.
To see geometric Poincaré dual bases in $\mathbb{P}(V)$, we need to reduce the group further, to a torus.

Example 7.4. Let $T$ act on an $n$-dimensional vector space $V$ by characters $\chi_{1}, \ldots, \chi_{n}$, so $V=L_{1} \oplus \cdots \oplus L_{n}$. Consider flags

$$
E_{\bullet}: L_{1} \subset L_{1} \oplus L_{2} \subset \cdots \subset V
$$

writing $E_{i}=L_{1} \oplus \cdots \oplus L_{i+1}$ as before, as well as

$$
\widetilde{E}^{\bullet}: L_{n} \subset L_{n} \oplus L_{n-1} \subset \cdots \subset V,
$$

with $0=\widetilde{E}^{n} \subset \widetilde{E}^{n-1} \subset \cdots \subset \widetilde{E}^{0}=V$, so $\widetilde{E}^{i}$ has dimension $n-i$.
Let $X_{i}=P\left(E_{i}\right)$ as before, so $\operatorname{dim} X_{i}=i$ and the classes $\left[X_{i}\right]^{T}$ form as basis. Then $Y_{i}=\mathbb{P}\left(\widetilde{E}^{i}\right)$ has codim $Y_{i}=i$, and the classes $\left[Y_{i}\right]^{T}$ are the Poincaré dual basis. Indeed, one sees

$$
X_{i}=\{[\underbrace{*, \ldots, *}_{i+1}, 0, \ldots, 0]\} \text { and } Y_{j}=\{[\underbrace{0, \ldots, 0}_{j}, *, \ldots, *]\} \text {, }
$$

so

$$
X_{i} \cap Y_{j}= \begin{cases}\{[0, \ldots, 0,1,0, \ldots, 0]\}=\left\{p_{i+1}\right\} & \text { if } i=j ; \\ \{[0, \ldots, 0, \underbrace{}_{i+1-j}, \ldots, *, 0, \ldots, 0]\} & \text { if } j<i ; \\ \{[0, \ldots, 0]\}=\emptyset & \text { if } j>i .\end{cases}
$$

It is easy to compute the classes $x_{k}=\left[X_{k}\right]^{T}$ and $y_{k}=\left[Y_{k}\right]^{T}$ in $H_{T}^{*} \mathbb{P}(V)=\Lambda_{T}[\zeta] / \Pi\left(\zeta+\chi_{i}\right)$. Since $Y_{k}=\left\{a_{1}=\cdots=a_{k}=0\right\}$ is the zeroes of a map

$$
\mathscr{O}(-1) \rightarrow V / \widetilde{E}^{k}=L_{1} \oplus \cdots \oplus L_{k}
$$

we have

$$
y_{k}=c_{k}^{T}\left(\mathscr{O}(1) \otimes V / \widetilde{E}^{k}\right)=\prod_{i=1}^{k}\left(\zeta+\chi_{i}\right)
$$

by basic properties of Chern classes (Chapter 2, $\S 3$, and Appendix A, $\S 5)$. Similarly, $X_{k}$ is the zeroes of

$$
\mathscr{O}(-1) \rightarrow V / E_{k}=L_{k+2} \oplus \cdots \oplus L_{n}
$$

so

$$
x_{k}=c_{k}^{T}\left(\mathscr{O}(1) \otimes V / E_{k}\right)=\prod_{i=k+2}^{n}\left(\zeta+\chi_{i}\right)
$$

Furthermore, for each $k=1, \ldots, n$, we have

$$
p_{k}=[0, \ldots, 0,1,0, \ldots]=\left\{a_{i}=0 \text { for } i \neq k\right\}
$$

so

$$
\left[p_{k}\right]^{T}=\prod_{i \neq k}\left(\zeta+\chi_{i}\right)
$$

Putting this together, we can see the Poincaré dual bases algebraically:

$$
\begin{aligned}
& \rho_{*}\left(x_{i} \cdot y_{j}\right)=0 \text { if } j<i \text { by degree; } \\
& \rho_{*}\left(x_{i} \cdot y_{j}\right)=0 \text { if } j>i \text { by the relation } \prod_{i=1}^{n}\left(\zeta+\chi_{i}\right)=0 ; \\
& \rho_{*}\left(x_{k} \cdot y_{k}\right)=1 \text { since } x_{k} \cdot y_{k}=\prod_{i \neq k+1}\left(\zeta+\chi_{i}\right)=\left[p_{k+1}\right]^{T} .
\end{aligned}
$$

The classes $x_{i}$ and $y_{i}$ are simple examples of Schubert bases in equivariant cohomology-they are defined by incidence conditions on geometric figures. (In this case, the condition is that a line be contained in a subspace.) A major goal of equivariant Schubert calculus is to compute the multiplication of elements in such a basis.

Exercise 7.5. With $y_{k}$ as above, show that

$$
y_{i} \cdot y_{j}=y_{i+j}+\sum_{j \leq k<i+j} c_{i j}^{k} y_{k}
$$

where

$$
c_{i j}^{k}=\sum_{1 \leq p_{1}<\cdots<p_{r} \leq i} \prod_{s=1}^{r}\left(\chi_{p_{s}}-\chi_{p_{s}+j+1-s}\right)
$$

and $r=i+j-k .{ }^{4}$
With a moment's thought, one can see from the formula that the structure constants $c_{i j}^{k}$ have an interesting positivity feature: each $c_{i j}^{k}$ is a nonnegative sum of monomials in $\chi_{a}-\chi_{b}$, with $a<b$. That is,

$$
c_{i j}^{k} \in \mathbb{Z}_{\geq 0}\left[\chi_{1}-\chi_{2}, \chi_{2}-\chi_{3}, \ldots, \chi_{n-1}-\chi_{n}\right]
$$

For example, one computes

$$
\begin{aligned}
y_{1}^{2}=\left(\zeta+\chi_{1}\right)\left(\zeta+\chi_{1}\right) & =\left(\zeta+\chi_{1}\right)\left(\left(\zeta+\chi_{2}\right)+\left(\zeta+\chi_{1}\right)\right) \\
& =y_{2}+\left(\chi_{1}-\chi_{2}\right) y_{1} .
\end{aligned}
$$

A similar computation shows $y_{1} \cdot y_{p}=y_{p+1}+\left(\chi_{1}-\chi_{p+1}\right) y_{p}$, which is a simple instance of an equivariant Pieri rule.

An interesting challenge is to find a formula for $c_{i j}^{k}$ which makes both the positivity and the symmetry $c_{i j}^{k}=c_{j i}^{k}$ evident.

This positivity feature is common to Schubert bases in all homogeneous spaces $G / P$ by a theorem of Graham (see Chapter 19, $\S 3$ ), although no such explicit rule for the structure constants is known in this generality.

## Notes

Pragacz's theorem on the nonnegativity of the coefficients $a_{r, \lambda}^{\mu}$ of (4) applies more generally to the coefficient $a_{v, \lambda}^{\mu}$ in the expansion of any Schur functor of $V_{\lambda}$ :

$$
s_{v}\left(c^{T}\left(V_{\lambda}\right)\right)=\sum_{\mu} a_{v, \lambda}^{v} s_{\mu} .
$$

See [Pra96, Corollary 7.2], and also [Laz04, Example 8.3.13]. In the cases $\lambda=$ $(k, 0, \ldots, 0)$ or $\lambda=(1, \ldots, 1,0, \ldots, 0)$, Lascoux's formulas for the coefficients $a_{r, \lambda}^{\mu}$ are in [Las78] (see also [Mac95, §I.3, Ex. 10 and §I.4, Ex. 5]). Very recently, a version of this problem has found applications in other parts of combinatorics [BBT18].

The Schur polynomial identity (8), used in our proof of the Poincaré duality theorem for Grassmann bundles, can be found in [Mac95, §I.4, Ex. 5].

The rule for the structure constants $c_{i j}^{k}$ in $H_{T}^{*} \mathbb{P}^{n-1}$ is the simplest closed formula we know. Other formulas, including ones for the structure constants for weighted projective spaces, can be found in [BFR09, Tym08c].

## Hints for exercises

${ }^{1}$ Given an ample vector bundle $E$, the Schur power $S^{\lambda} E$ is also ample, so by the Bloch-Giesker theorem [B1Gi71], the Chern class $c_{r}\left(S^{\lambda} E\right)$ is a Griffiths-positive polynomial in $E$; now it follows from [FulLaz83, Theorem 1] that it is Schur-positive. Applying this to the situation where $E$ is the ample bundle $L_{-t_{1}} \oplus \cdots \oplus L_{-t_{n}}$ on the approximation space $\mathbb{B}_{m} T=\left(\mathbb{P}^{m-1}\right)^{n}$ yields the positivity.
${ }^{2}$ Use the relation $\left(\sum_{k \geq 0}(-1)^{k} h_{k} u^{k}\right)\left(1+e_{1} u+\cdots+e_{d} u^{d}\right)=1$.
${ }^{3}$ Use graded lexicographic order, i.e., for two monomials of the same degree, define $c^{m}<c^{n}$ if the smallest $i$ so that $m_{i} \neq n_{i}$ has $m_{i}<n_{i}$.
${ }^{4}$ Show that $c_{i j}^{k}=c_{i-1, j}^{k-1}+\left(\chi_{i}-\chi_{k+1}\right) c_{i-1, j}^{k}$ for $i \leq j \leq j \leq i+j-2$, and use induction on $i$.

## CHAPTER 5

## Localization I

The possibility of restricting attention to fixed points is a key feature of equivariant cohomology. The technique works best when the group is a torus $T$, and we will see some examples indicating why. There are three basic pieces of the localization package:
(1) the main localization theorem, which says when the restriction homomorphism $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ is injective, or an isomorphism after inverting elements of $\Lambda_{T}$;
(2) the integration formula, which computes a Gysin homomorphism $f_{*}: H_{T}^{*} X \rightarrow H_{T}^{*} Y$ in terms of a corresponding map on fixed loci; and
(3) The image theorem, describing the image of $\iota^{*}$ as a subring of $H_{T}^{*} X^{T}$ defined by divisibility conditions.
We will return to the third component in Chapter 7, and focus on the first two pieces here.

## 1. The main localization theorem (first approach)

The main theorem says the restriction homomorphism

$$
\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}
$$

becomes an isomorphism after inverting classes in $\Lambda_{T}=\operatorname{Sym}^{*} M$, coming from characters $\chi \in M$. This is true for any algebraic variety $X$, as we will see later. A very simple proof can be given for nonsingular varieties, though, so we consider that case first. The main idea is to prove this statement about restriction to the fixed locus by considering the Gysin pushforward from the fixed locus.

Example 1.1. Let $T$ act on $\mathbb{P}(V)=\mathbb{P}^{n-1}$ by characters $\chi_{1}, \ldots, \chi_{n}$. We have computed

$$
H_{T}^{*} \mathbb{P}^{n-1}=\Lambda_{T}[\zeta] / \prod\left(\zeta+\chi_{i}\right)
$$

where $\zeta=c_{1}^{T}(\mathscr{O}(1))$. If the characters $\chi_{1}, \ldots, \chi_{n}$ are distinct, the fixed points are the coordinate lines $p_{i}=[0, \ldots, 0,1,0, \ldots, 0]$, for $i=1, \ldots, n$. The tangent spaces are

$$
T_{p_{i}} \mathbb{P}^{n-1}=\operatorname{Hom}\left(L_{i}, V / L_{i}\right) \cong \bigoplus_{j \neq i} L_{i}^{\vee} \otimes L_{j}
$$

where $L_{i}$ is the coordinate line, isomorphic to $\mathbb{C}_{\chi_{i}}$ as a $T$-representation. In coordinates, one sees this by computing

$$
\begin{aligned}
z \cdot\left[a_{1}, \ldots, a_{i-1}, 1, a_{i+1}, \ldots, a_{n}\right] & =\left[\chi_{1}(z) a_{1}, \ldots, \chi_{i}(z), \ldots, \chi_{n}(z) a_{n}\right] \\
& =\left[\frac{\chi_{1}(z)}{\chi_{i}(z)} a_{1}, \ldots, 1, \ldots, \frac{\chi_{n}(z)}{\chi_{i}(z)} a_{n}\right] .
\end{aligned}
$$

So $c_{n-1}^{T}\left(T_{p_{i}} \mathbb{P}^{n-1}\right)=\prod_{j \neq i}\left(\chi_{j}-\chi_{i}\right)$.
The self-intersection formula then says $\left(\iota_{p_{i}}\right)^{*}\left(\iota_{p_{i}}\right) *$ is multiplication by $\prod_{j \neq i}\left(\chi_{j}-\chi_{i}\right)$. One can also see this directly. The Gysin pushfor$\operatorname{ward}\left(\iota_{p_{i}}\right)_{*}: H_{T}^{*}\left(p_{i}\right) \rightarrow H_{T}^{*} \mathbb{P}^{n-1}$ sends 1 to $\left[p_{i}\right]^{T}=\prod_{j \neq i}\left(\zeta+\chi_{j}\right)$, and the restriction of the tautological bundle is $\left.\mathscr{O}(-1)\right|_{p_{i}}=L_{i}$, so $\zeta$ restricts to $c_{1}^{T}\left(L_{i}^{\vee}\right)=-\chi_{i}$.

Exercise 1.2. Using the basis $\left\{1, \zeta, \ldots, \zeta^{n-1}\right\}$ for $H_{T}^{*} \mathbb{P}^{n-1}$ and the standard basis for $\Lambda^{\oplus n}$, compute the matrix of the restriction homomomorphism

$$
\iota^{*}: H_{T}^{*} \mathbb{P}^{n-1} \rightarrow H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T} \cong \Lambda^{\oplus n}
$$

Compute its determinant, and conclude that the map is injective. ${ }^{1}$
Exercise 1.3. If the characters $\chi_{1}, \ldots, \chi_{n}$ are not distinct, the fixed locus $\left(\mathbb{P}^{n-1}\right)^{T}$ has positive-dimensional components. Identify the fixed locus, and show that the restriction homomorphism is still injective.

The slice theorem provides a useful tool for linearizing group actions near fixed points or orbits: For any reductive (or compact)
group $G$ acting on $X$, there is an invariant neighborhood of $p$ in $X$ which is equivariantly isomorphic to an invariant neighborhood of 0 in $T_{p} X$. More generally, we have the following:

Theorem 1.4 (Slice theorem). Let $X$ be a nonsingular complex alegbraic variety.
(1) Suppose $K$ is a compact Lie group acting on $X$, with an orbit $O=$ $K \cdot x \subseteq X$. Then there is a K-invariant open neighborhood $U \subseteq X$ of $O$ which is equivariantly isomorphic to an open neighborhood of the zero section in the normal bundle $N_{O / X}$.
(2) Suppose $X$ is affine, and $G$ is a reductive group acting on $X$, with a closed orbit $O=G \cdot x$. Then there is a G-equivariant étale neighborhood $U \rightarrow X$ of $O$ which is equivariantly isomorphic to an étale neighborhood of the zero section of the normal bundle $N_{O / X}$.

The first statement, for compact groups, is easily proved: by averaging any hermitian metric over $K$, one can find a $K$-invariant hermitian metric on $X$. A tubular neighborhood of the orbit $K \cdot x$ with respect to this metric provides the desired $K$-invariant open neighborhood. References with more details can be found in the Notes.

Often we will assume that $T$ acts with finitely many fixed points. This has a characterization in terms of tangent spaces. A fixed point $p \in X^{T}$ is isolated if it is a connected component of $X^{T}$.

Lemma 1.5. Let $G$ be a connected reductive linear algebraic group (or compact connected Lie group) acting on a nonsingular algebraic variety $X$, with a fixed point $p \in X^{G}$. The point $p$ is isolated if and only if the trivial representation does not occur in $T_{p} X$.

Proof. By the slice theorem, we can reduce to the case where $X=V$ is a representation of $G$, and $p=0$ is the origin. In this case, the lemma is immediate, since for any representation $V$ of a connected group, the origin $0 \in V$ is an isolated fixed point if and only if $V$ contains no copy of the trivial representation.

The reductive (or compact) hypothesis is necessary.
Example 1.6. Let the additive group $G=\mathbb{C}$ act on $\mathbb{C}^{2}$ by the matrix $\left[\begin{array}{cc}1 & a \\ 0 & 1\end{array}\right]$, inducing an action on $\mathbb{P}^{1}$. The point $p=[1,0]$ is the unique fixed point, but the representation on $T_{p} \mathbb{P}^{1}$ is trivial.

When $G=T$ is a torus and $\operatorname{dim} X=n$, the lemma says that $p \in X^{T}$ is isolated if and only if $c_{n}^{T}\left(T_{p} X\right) \neq 0$. This formulation is particular to tori, and is not true for other reductive groups.

Example 1.7. Consider $G=S L_{n}=X$ acting on itself by conjugation. The fixed points are the center of $G$, so there are finitely many; in particular, the identity element $e \in G$ is isolated. The action of $G$ on $T_{e} G=\mathfrak{s l}_{n}$ is the adjoint representation. Restricting this to the diagonal torus $T \subset S L_{n}$ one sees an $(n-1)$-dimensional space of weight zero, namely $\mathrm{t} \subseteq \mathfrak{s l}_{n}$, so $c_{\text {top }}^{T}\left(T_{e} G\right)=0$. Since this is the image of $c_{\text {top }}^{G}\left(T_{e} G\right)$ under the injective map $\Lambda_{G} \rightarrow \Lambda_{T}$, it follows that $c_{\text {top }}^{G}\left(T_{e} G\right)=0$, as well.

We can now state our first localization theorem.
Theorem 1.8 (Localization Theorem, finite fixed locus). Consider a d-dimensional nonsingular variety $X$ with finitely many fixed points. Let

$$
c=\prod_{p \in X^{T}} c_{d}^{T}\left(T_{p} X\right) \in \Lambda,
$$

and let $S \subseteq \Lambda$ be a multiplicative set containing $c$ (which is nonzero, since all fixed points are isolated). Assume there are $m \leq \# X^{T}$ classes in $H_{T}^{*} X$ restricting to a basis of $H^{*} X$.

Then $m=\# X^{T}$, the homomorphisms

$$
S^{-1} H_{T}^{*} X \xrightarrow{S^{-1} \iota^{*}} S^{-1} H_{T}^{*} X^{T} \quad \text { and } \quad S^{-1} H_{T}^{*} X^{T} \xrightarrow{S^{-1}{ }_{l}^{*}} S^{-1} H_{T}^{*} X
$$

are isomorphisms, and $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ is injective.
Most of hypotheses can be omitted, and we will see a stronger form of the localization theorem in Chapter 7. However, this simple version suffices for all the examples we will study, and it has the advantage of being very easy to prove. The main idea is to use the Gysin pushforward, as we saw for projective space.

Proof. Let us temporarily write $n=\# X^{T}$, so we have

$$
\Lambda^{\oplus n}=H_{T}^{*} X^{T} \xrightarrow{\iota_{*}} H_{T}^{*} X \xrightarrow{\iota^{*}} H_{T}^{*} X^{T}=\Lambda^{\oplus n} .
$$

By basic properties of Gysin maps, the composition $\iota^{*} \circ \iota_{*}: \Lambda^{\oplus n} \rightarrow \Lambda^{\oplus n}$ is diagonal, and on the summand corresponding to $p \in X^{T}$ it is multiplication by $c_{d}^{T}\left(T_{p} X\right)$. So $\operatorname{det}\left(\iota^{*} \iota_{*}\right)=c$, and the cokernel of $\iota^{*}$ is annihilated by $c$. In particular, $S^{-1} H_{T}^{*} X \rightarrow S^{-1} H_{T}^{*} X^{T}$ is surjective.

The assumption that $m$ elements restrict to a basis of $H^{*} X$ means that $H_{T}^{*} X$ is a free $\Lambda$-module of rank $m$ (by Leray-Hirsch or graded Nakayama). Since $\Lambda$ is noetherian, we conclude that $m=n$ and $S^{-1} H_{T}^{*} X \rightarrow S^{-1} H_{T}^{*} X^{T}$ is an isomorphism. Injectivity of $\iota^{*}$ follows from the fact that $H_{T}^{*} X$ is free over the domain $\Lambda$.

Example 1.9. When $T$ acts on $V \cong \mathbb{C}^{n}$ by distinct characters $\chi_{1}, \ldots, \chi_{n}$, the localization theorem for $X=\mathbb{P}(V)=\mathbb{P}^{n-1}$ is simply the Chinese Remainder Theorem. Indeed, with

$$
A=S^{-1} H_{T}^{*} \mathbb{P}^{n-1}=\left(S^{-1} \Lambda\right)[\zeta] /\left(\Pi\left(\zeta+\chi_{i}\right)\right)
$$

the localization theorem says that the homomorphism

$$
A \rightarrow A /\left(\zeta+\chi_{1}\right) \times \cdots \times A /\left(\zeta+\chi_{n}\right)
$$

is an isomorphism. Algebraically, this is true because the ideals $\left(\zeta+\chi_{i}\right)$ are pairwise comaximal.

Example 1.10. Again suppose $T$ acts on $V \cong \mathbb{C}^{n}$ by distinct characters $\chi_{1}, \ldots, \chi_{n}$. Then $X=G r(d, V)$ has finitely many fixed points, corresponding to coordinate subspaces:

$$
X^{T}=\left\{p_{I} \mid I=\left\{i_{1}<\cdots<i_{d}\right\} \subseteq\{1, \ldots, n\}\right\}
$$

where $p_{I}=\left[E_{I}\right]$ is the subspace $E_{I}=\left\langle e_{i_{1}}, \ldots, e_{i_{d}}\right\rangle=\left\langle e_{i} \mid i \in I\right\rangle$.
Indeed, each tangent space

$$
T_{p_{I}} X=\operatorname{Hom}\left(E_{I}, V / E_{I}\right) \cong \bigoplus_{\substack{i \in I \\ j \notin I}} L_{i}^{\vee} \otimes L_{j}
$$

has weights $\chi_{j}-\chi_{i}$, for $i \in I$ and $j \notin I$, which are all nonzero. We see

$$
c_{\text {top }}^{T}\left(T_{p_{I}} X\right)=\prod_{\substack{i \in I \\ j \notin I}}\left(\chi_{j}-\chi_{i}\right)
$$

There are $\binom{n}{d}$ fixed points, and we know bases of $H_{T}^{*} X$ with $\binom{n}{d}$ elements, restricting to bases of $H^{*} X$. So $H_{T}^{*} X \hookrightarrow H_{T}^{*} X^{T} \cong \Lambda^{\oplus\binom{n}{d}}$.

An explicit coordinate description of this action is as follows. Given a subset $I$, let $J=\{1, \ldots, n\} \backslash I$ be the complement, so $V / E_{I} \cong$ $E_{J}$ and there is a decomposition $V=E_{I} \oplus E_{J}$. As in Chapter 4, $\S 2$, corresponding to this decomposition there is an open neighborhood $U \cong \operatorname{Hom}\left(E_{I}, E_{J}\right)$ of $p_{I}$. For instance, let us take $n=6, d=3$, and $I=\{2,4,5\}$, and the standard action of $T=\left(\mathbb{C}^{*}\right)^{6}$ on $V=\mathbb{C}^{6}$. The induced action on $U$ can be represented in matrix form as

$$
z \cdot\left[\begin{array}{ccc}
* & * & * \\
1 & 0 & 0 \\
* & * & * \\
0 & 1 & 0 \\
0 & 0 & 1 \\
* & * & *
\end{array}\right]=\left[\begin{array}{ccc}
z_{1} * & z_{1}{ }^{*} & z_{1} * \\
z_{2} & 0 & 0 \\
z_{3^{*}} & z_{3} & z_{3} \\
0 & z_{4} & 0 \\
0 & 0 & z_{5} \\
z_{6}{ }^{*} & z_{6} & z_{6^{*}}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{z_{1}}{z_{2}} * & \frac{z_{1}}{z_{4}} * & \frac{z_{1}}{z_{5}} * \\
1 & 0 & 0 \\
\frac{z_{3}}{z_{2}} * & \frac{z_{3}}{z_{4}} * & \frac{z_{3}}{z_{5}} * \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\frac{z_{6}}{z_{2}} * & \frac{z_{6}}{z_{4}} * & \frac{z_{6}}{z_{5}} *
\end{array}\right] .
$$

This description makes the tangent weights visible.

With only a little more care, we can relax the hypothesis that the fixed locus be finite. We still assume that $X$ is nonsingular. A basic fact is that $X^{T}$ is always nonsingular. In fact, this is true more generally of fixed loci for actions by diagonalizable groups, i.e., $G \cong\left(\mathbb{C}^{*}\right)^{r} \times A$ for some finite abelian group $A$ :

Lemma 1.11. When a diagonalizable group $G$ acts on a nonsingular variety $X$, the fixed locus $X^{G}$ is nonsingular.
(In topology, this can be deduced easily from the slice theorem, and it holds more generally for the action of any compact group G. A stronger version of this lemma in algebraic geometry was proved by Iversen.)

We will need another lemma about the characters of the torus acting on the normal bundle to a fixed component.

Lemma 1.12. Let $X$ be a nonsingular variety, and let $Z \subseteq X^{T}$ be a connected component of the fixed locus, of codimension $d$ in $X$. Write $N=N_{Z / X}$ for its normal bundle, an equivariant vector bundle of rank $d$ on $Z$. Then there are nonzero characters $\chi_{1}, \ldots, \chi_{d}$ so that for any point $p \in Z$, the fiber $N_{p}=T_{p} X / T_{p} Z$ has $T$ acting by these weights. The action of $T$ on $T_{p} \mathrm{Z}$ is trivial.

Proof. Use the slice theorem to find a neighborhood $U \subseteq X$ of $p$ which is equivariantly isomorphic to a neighborhood of 0 in $T_{p} X$. Then $Z \cap U$ maps to an open subset of the 0 -weight space of $T_{p} X$ (where $T$ acts trivially), since this is $T_{p} Z \subseteq T_{p} X$. It follows that the characters on $N_{p}=T_{p} X / T_{p} Z$ are all nonzero. Since $Z$ is connected, these characters are the same for any other point $q \in Z$.

For any connected component $Z \subseteq X^{T}$ of codimension $d$, the self-intersection formula says that the composition

$$
H_{T}^{*} Z \xrightarrow{\iota_{*}} H_{T}^{*} X \xrightarrow{\iota^{*}} H_{T}^{*} Z
$$

is multiplication by the top Chern class $c_{d}^{T}\left(N_{Z / X}\right)$. In $H_{T}^{*} Z=\Lambda \otimes_{\mathbb{Z}} H^{*} Z$, this class can be written as

$$
c_{d}^{T}\left(N_{Z / X}\right)=\chi_{1} \cdots \chi_{d}+\sum_{i=1}^{d} a_{d-i} c_{i}
$$

for some classes $a_{j} \in \Lambda^{2 j}$ and $c_{i} \in H^{2 i} Z$, where $\chi_{1}, \ldots, \chi_{d}$ are the characters of $T$ on the normal bundle, as in the previous lemma. Since $H^{*} \mathrm{Z}$ is a finite-dimensional ring, the elements $c_{i}$ are nilpotent, so $c_{d}^{T}\left(N_{Z / X}\right)$ becomes invertible in $S^{-1} H_{T}^{*} Z$, for any multiplicative set $S$ containing $\chi_{1} \cdots \chi_{d}$.

With these observations, the proof of the following goes just as in the case where $X^{T}$ is finite.

Theorem 1.13 (Localization Theorem, nonsingular varieties). Let $X$ be a nonsingular variety, and $S \subseteq \Lambda$ a multiplicative set containing all nonzero characters appearing in $T_{p} X$, for all $p \in X^{T}$. Write $X^{T}=\amalg Z_{\alpha}$
as a union of connected components. Assume there are m elements of $H_{T}^{*} X$ restricting to a basis of $H^{*} X$, with $m \leq \sum_{\alpha} \operatorname{rk} H^{*} Z_{\alpha}$.

Then $m=\sum \mathrm{rkH} H^{*} Z_{\alpha}$, the homomorphisms

$$
S^{-1} H_{T}^{*} X \xrightarrow{S^{-1} \iota^{*}} S^{-1} H_{T}^{*} X^{T} \quad \text { and } \quad S^{-1} H_{T}^{*} X^{T} \xrightarrow{S^{-1} \iota_{*}} S^{-1} H_{T}^{*} X
$$

are isomorphisms, and $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ is injective.
Exercise 1.14. Prove Theorem 1.13, using the Gysin homomorphism as before.

Exercise 1.15. Consider $T$ acting on $X=\mathbb{P}^{2}$ by characters $0, \chi, \chi$. What is $X^{T}$ ? Work out the weights on each tangent space.

Exercise 1.16. Suppose the $T$-action on $V$ decomposes as $V=$ $\bigoplus_{i=1}^{m} V_{i}$, where $V_{i}$ is the $\chi_{i}$-isotypic component, and $\chi_{1}, \ldots, \chi_{m}$ are distinct. Say $\operatorname{dim} V_{i}=n_{i}$. Show that $X=G r(d, V)$ has fixed locus

$$
X^{T} \cong \coprod_{\substack{d_{1}+\cdots+d_{m}=d \\ 0 \leq d_{i} \leq n_{i}}} G r\left(d_{1}, V_{1}\right) \times \cdots \times G r\left(d_{m}, V_{m}\right)
$$

Note that rk $H^{*} X=\binom{n}{d}=\sum \prod_{i=1}^{m}\binom{n_{i}}{d_{i}}=\operatorname{rk} H^{*} X^{T}$. The normal bundle to a component $Z_{\mathbf{d}}=\operatorname{Gr}\left(d_{1}, V_{1}\right) \times \cdots \times G r\left(d_{m}, V_{m}\right)$ is

$$
N_{\mathrm{d}}=\bigoplus_{j \neq i} \operatorname{Hom}\left(\mathbb{S}_{i}, \mathbb{Q}_{j}\right)
$$

What are the characters of $T$ acting on the restriction of $N_{\mathrm{d}}$ to a fixed point? ${ }^{2}$

## 2. Integration formula

From now on, we will assume that $S \subseteq \Lambda$ is a multiplicative set such that the maps

$$
S^{-1} H_{T}^{*} X^{T} \xrightarrow{S^{-1} \iota_{*}} S^{-1} H_{T}^{*} X \xrightarrow{S^{-1} \iota^{*}} S^{-1} H_{T}^{*} X^{T}
$$

are isomorphisms. (We have proved this in the case where $X$ is nonsingular, with $H_{T}^{*} X$ free over $\Lambda$ of rank equal to that of $H^{*} X^{T}$. In fact, $S^{-1} \iota^{*}$ is an isomorphism for any $X$, for a suitable $S$, as we will see in Chapter 7.)

Consider a proper $T$-equivariant map of nonsingular varieties $f: X \rightarrow Y$. For each connected component $P \subseteq X^{T}, f(P)$ is contained in a unique connected component $Q \subseteq Y^{T}$; let $f_{P}: P \rightarrow Q$ be the restriction of $f$. For any class $u \in H_{T}^{*} X$, we will write $\left.u\right|_{P} \in H_{T}^{*} P$ for the restriction of this class to $P$, and similarly for the restriction classes in $H_{T}^{*} Y$ to $Q$.

Being components of the fixed locus for actions on nonsingular varieties, both $P$ and $Q$ are nonsingular, and the map $f_{P}$ is proper, so both vertical maps in the diagram

have associated Gysin homomorphisms. Our goal is to compute $f_{*}$ in terms of $\left(f_{P}\right)_{*}$. More precisely, we compute the restrictions $\left.f_{*}(u)\right|_{Q}$, for any $u \in H_{T}^{*} X$.

Theorem 2.1 (Integration formula). For any $u \in H_{T}^{*} X$ and any connected component $Q \subseteq Y^{T}$, we have

$$
\left.f_{*}(u)\right|_{Q}=c_{\text {top }}^{T}\left(N_{Q / Y}\right) \cdot \sum_{P: f(P) \subseteq Q}\left(f_{P}\right)_{*}\left(\frac{\left.u\right|_{P}}{c_{\text {top }}^{T}\left(N_{P / X}\right)}\right) .
$$

In general, the formula takes place in the image of $\Lambda \otimes H^{*} Q=H_{T}^{*} Q$ in $S^{-1} H_{T}^{*} Q=S^{-1} \Lambda \otimes H^{*} Q$. When $H^{*} Q$ is free over $H^{*}(\mathrm{pt})$-for example, if $Q$ is a point, or if one uses field coefficients for cohomologythe homomorphism $\Lambda \otimes H^{*} Q \rightarrow S^{-1} \Lambda \otimes H^{*} Q$ is injective, and the formula holds in $H_{T}^{*} Q=\Lambda \otimes H^{*} Q$. This will be the case in all our applications.

Proof. Since the Gysin map $S^{-1} \iota_{*}: S^{-1} H_{T}^{*} X^{T} \rightarrow S^{-1} H_{T}^{*} X$ is an isomorphism, it suffices to prove the formula for $u=\left(\iota_{P}\right)_{*}(z)$, for some component $P \subseteq X^{T}$ and $z \in H_{T}^{*} P$. By functoriality and the
self-intersection formula, the left-hand side is

$$
\begin{aligned}
\left(\iota_{Q}^{*} \circ f_{*} \circ\left(\iota_{P}\right)_{*}\right)(z) & =\left(\iota_{Q}^{*}\left(\iota_{Q}\right)_{*}\left(f_{P}\right)_{*}\right)(z) \\
& = \begin{cases}c_{\text {top }}^{T}\left(N_{Q / Y}\right) \cdot\left(f_{P}\right)_{*}(z) & \text { if } f(P) \subseteq Q ; \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

On the right-hand side, using the same properties of Gysin maps, we have

$$
\left.u\right|_{P}=\left(\iota_{P}^{*} \circ\left(\iota_{P}\right)_{*}\right)(z)=c_{\text {top }}^{T}\left(N_{P / X}\right) \cdot z,
$$

and $\left.u\right|_{P^{\prime}}=0$ for $P^{\prime} \neq P$. So the sum on this side reduces to the single term

$$
c_{\text {top }}^{T}\left(N_{Q / Y}\right) \cdot\left(f_{P}\right)_{*}\left(\frac{c_{\text {top }}^{T}\left(N_{P / X}\right) \cdot z}{c_{\text {top }}^{T}\left(N_{P / X}\right)}\right)=c_{\text {top }}^{T}\left(N_{Q / Y}\right) \cdot\left(f_{P}\right)_{*}(z),
$$

agreeing with the left-hand side.

Example 2.2. When $Y$ is a point, we get an integration formula for $\rho: X \rightarrow \mathrm{pt}:$

$$
\rho_{*}(u)=\sum_{P \subseteq X^{T}}\left(\rho_{P}\right)_{*}\left(\frac{\left.u\right|_{P}}{c_{\text {top }}^{T}\left(N_{P / X}\right)}\right)
$$

where $\left(\rho_{P}\right)_{*}: H_{T}^{*} P \rightarrow \Lambda$ is integration over $P$.
Example 2.3. Suppose $X$ and $Y$ have finitely many fixed points, and $f: X \rightarrow Y$ is a smooth morphism with relative tangent bundle $T_{X / Y}$. For each $q \in Y^{T}$ we have

$$
\left.f_{*}(u)\right|_{q}=\sum_{p \in f^{-1}(q)^{T}} \frac{\left.u\right|_{p}}{c_{\text {top }}^{T}\left(\left.T_{X / Y}\right|_{p}\right)},
$$

since each $f_{p}$ is an isomorphism.
When $P=\{p\}$ is a point, the Chern class appearing in the corresponding summand is $c_{d}^{T}\left(T_{p} X\right)=\chi_{1}(p) \cdots \chi_{d}(p)$, where $d=\operatorname{dim} X$ and the $\chi_{i}(p)$ are the characters of $T$ acting on the tangent space $T_{p} X$. Combining the two previous examples gives a particularly useful and simple case:
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Corollary 2.4. Let $X$ be a d-dimensional nonsingular compact algebraic variety with finitely many fixed points. Then

$$
\rho_{*}(u)=\sum_{p \in X^{T}} \frac{\left.u\right|_{p}}{c_{d}^{T}\left(T_{p} X\right)}
$$

for any class $u \in H_{T}^{*} X$.
Example 2.5. For $T$ acting on $\mathbb{P}^{n-1}$ via distinct characters $\chi_{1}, \ldots, \chi_{n}$, with $\zeta=c_{1}^{T}(\mathscr{O}(1))$, we know

$$
\rho_{*}\left(\zeta^{k}\right)= \begin{cases}0 & \text { if } k<n-1 \\ 1 & \text { if } k=n-1\end{cases}
$$

by degree considerations in the first case, and by the classical fact that $n-1$ hyperplanes intersect in a point in the second case. On the other hand, the integration formula computes this as

$$
\rho_{*}\left(\zeta^{k}\right)=\sum_{i=1}^{n} \frac{\left(-\chi_{i}\right)^{k}}{\prod_{j \neq i}\left(\chi_{j}-\chi_{i}\right)} .
$$

Comparing the two yields a nontrivial algebraic identity!
Example 2.6. Consider $T=\mathbb{C}^{*}$ acting on $\mathbb{P}^{2}$ by the characters $0, t, 2 t$, so $z \cdot[a, b, c]=\left[a, z b, z^{2} c\right]$. The fixed points are the usual coordinate points $p_{1}, p_{2}, p_{3}$. For $u \in H_{T}^{*} \mathbb{P}^{2}$, let $u_{i}=\left.u\right|_{p_{i}}$. The integration formula says

$$
\rho_{*}(u)=\frac{u_{1}}{2 t^{2}}+\frac{u_{2}}{-t^{2}}+\frac{u_{3}}{2 t^{2}}=\frac{u_{1}-2 u_{2}+u_{3}}{2 t^{2}} .
$$

This must be a class in $\Lambda=\mathbb{Z}[t]$, so the integration formula implies a divisibility condition relating the restrictions to the three fixed points: $2 t^{2}$ must divide the polynomial $u_{1}-2 u_{2}+u_{3}$.

When computing via localization, it is often convenient to represent the fixed points of $X$ as the vertices of a graph, with edges connecting vertices when the corresponding fixed points are connected by a $T$-invariant curve. This graph is called the moment graph of $X$, and we will see several examples in the next few chapters. (Symplectic geometry explains the way these graphs are drawn; see


Figure 1. The fixed points in $X=\operatorname{Gr}\left(2, \mathbb{C}^{4}\right)$, and the class $[\Omega]^{T}$ restricted to $H_{T}^{*} X^{T}$.
the Notes in Chapter 7.) The image of a class under the restriction $H_{T}^{*} X \hookrightarrow H_{T}^{*} X^{T}$ is given by labelling the vertices of the moment graph with characters.

Example 2.7. We will compute the number of lines meeting four general lines in $\mathbb{P}^{3}$. Let $X=\operatorname{Gr}\left(2, \mathbb{C}^{4}\right)$ be the space of lines on $\mathbb{P}^{3}$, with an action of $T$ induced by characters $\chi_{1}, \ldots, \chi_{4}$.

Fix the line $\ell_{0}$ corresponding to the subspace $E_{12}=\operatorname{span}\left\{e_{1}, e_{2}\right\} \subseteq$ $\mathbb{C}^{4}$, and consider the locus $\Omega \subseteq X$ of lines $\ell$ meeting $\ell_{0}$, i.e.,

$$
\Omega=\left\{E \subseteq \mathbb{C}^{4} \mid \operatorname{dim}\left(E \cap E_{12}\right) \geq 1\right\}
$$

This is defined by the condition that $\mathbb{S} \rightarrow \mathbb{C}^{4} / E_{12}$ has rank at most 1 , where $\mathbb{S}$ is the tautological bundle on $X$. In other words, the determinant homomophism

$$
\Lambda^{2} \mathbb{S} \rightarrow \bigwedge^{2}\left(\mathbb{C}^{4} / E_{12}\right)
$$

is zero. So $\Omega=Z(s)$ is the zeroes of a section of the line bundle

$$
\operatorname{Hom}\left(\bigwedge^{2} \mathbb{S}, \Lambda^{2}\left(\mathbb{C}^{4} / E_{12}\right)\right)=\Lambda^{2} \mathbb{S}^{\vee} \otimes \mathbb{C}_{\chi_{3}+\chi_{4}}
$$

and $[\Omega]^{T}$ is equal to its equivariant first Chern class. We will compute its restriction to the fixed points $p_{I}$.

We have $\left.c_{1}^{T}\left(\bigwedge^{2} \mathbb{S}^{\vee} \otimes \mathbb{C}_{\chi_{3}+\chi_{4}}\right)\right|_{p_{i j}}=-\chi_{i}-\chi_{j}+\chi_{3}+\chi_{4}$. The class $[\Omega]^{T}$ is shown as a labelled moment graph in Figure 1.

To address the four-lines problem, first note that the assumption that the given lines be general means that the intersection

$$
\Omega_{\ell_{1}} \cap \Omega_{\ell_{2}} \cap \Omega_{\ell_{3}} \cap \Omega_{\ell_{4}}=\left\{\ell \mid \ell \text { meets } \ell_{1}, \ell_{2}, \ell_{3}, \text { and } \ell_{4}\right\}
$$

is transverse and zero-dimensional, and we wish to compute the number of points-that is,

$$
\int_{X}\left[\Omega_{\ell_{1}}\right] \cdot\left[\Omega_{\ell_{2}}\right] \cdot\left[\Omega_{\ell_{3}}\right] \cdot\left[\Omega_{\ell_{4}}\right]
$$

where $\int_{X}$ is the (non-equivariant) pushforward $H^{*} X \rightarrow H^{*}(\mathrm{pt})=\mathbb{Z}$.
Any line $\ell^{\prime}$ in $\mathbb{P}^{3}$ can be translated to $\ell_{0}$ by an element $g \in G L_{4}$. So

$$
\Omega_{\ell^{\prime}}=\left\{\ell \mid \ell \cap \ell^{\prime} \neq \emptyset\right\}=g^{-1} \Omega
$$

and since $G L_{4}$ is a connected group, we have $\left[\Omega_{\ell^{\prime}}\right]=[\Omega]$ in $H^{*} X$. So it is equivalent to compute $\int_{X}[\Omega]^{4}$.

By basic properties of Gysin homomorphisms (Chapter 3, §6), $\int_{X}[\Omega]^{4}$ is equal to the image of $\rho_{*}\left(\left([\Omega]^{T}\right)^{4}\right)$ under $H_{T}^{*}(\mathrm{pt}) \rightarrow H^{*}(\mathrm{pt})$. The class is in degree 0 , and $H_{T}^{0}(\mathrm{pt})=H^{0}(\mathrm{pt})=\mathbb{Z}$. So this nonequivariant pushforward is the same as the equivariant one, and we can compute it using the integration formula:

$$
\begin{aligned}
\rho_{*}\left(\left([\Omega]^{T}\right)^{4}\right)= & \frac{\left(\chi_{3}+\chi_{4}-\chi_{1}-\chi_{2}\right)^{4}}{\left(\chi_{3}-\chi_{1}\right)\left(\chi_{3}-\chi_{2}\right)\left(\chi_{4}-\chi_{1}\right)\left(\chi_{4}-\chi_{2}\right)} \\
& +\frac{\left(\chi_{4}-\chi_{1}\right)^{4}}{\left(\chi_{2}-\chi_{1}\right)\left(\chi_{2}-\chi_{3}\right)\left(\chi_{4}-\chi_{1}\right)\left(\chi_{4}-\chi_{3}\right)} \\
& +(\text { four more terms, one of which is zero }) .
\end{aligned}
$$

This expression can be evaluated quickly by computer algebra, but to carry out the calculation by hand, it is useful to employ another simplification.

Let us write $\Omega_{i j}=\left\{E \mid \operatorname{dim}\left(E \cap E_{i j}\right) \geq 1\right\}$, so $\Omega=\Omega_{12}$. By the same reasoning as before, we can compute with any four choices of $i j$; in particular, we may choose them so that many terms in the integration formula are zero. For example, the product $\left[\Omega_{12}\right]^{T} \cdot\left[\Omega_{13}\right]^{T} \cdot\left[\Omega_{34}\right]^{T}$. $\left[\Omega_{24}\right]^{T}$ has nonzero localizations at only two fixed points, $p_{14}$ and $p_{23}$. (See Figure 2.) Using the integration formula for this product, one


Figure 2. The product $\left[\Omega_{12}\right]^{T} \cdot\left[\Omega_{13}\right]^{T} \cdot\left[\Omega_{34}\right]^{T} \cdot\left[\Omega_{24}\right]^{T}$ in $H_{T}^{*} G r\left(2, \mathbb{C}^{4}\right)$, represented by its localizations at fixed points.
sees

$$
\begin{aligned}
\int_{X}[\Omega]^{4}= & \rho_{*}\left(\left[\Omega_{12}\right]^{T} \cdot\left[\Omega_{13}\right]^{T} \cdot\left[\Omega_{34}\right]^{T} \cdot\left[\Omega_{24}\right]^{T}\right) \\
= & \frac{\left(\chi_{3}-\chi_{1}\right)\left(\chi_{2}-\chi_{1}\right)\left(\chi_{2}-\chi_{4}\right)\left(\chi_{3}-\chi_{4}\right)}{\left(\chi_{2}-\chi_{1}\right)\left(\chi_{3}-\chi_{1}\right)\left(\chi_{2}-\chi_{4}\right)\left(\chi_{3}-\chi_{4}\right)} \\
& +\frac{\left(\chi_{4}-\chi_{2}\right)\left(\chi_{4}-\chi_{3}\right)\left(\chi_{1}-\chi_{3}\right)\left(\chi_{1}-\chi_{2}\right)}{\left(\chi_{1}-\chi_{2}\right)\left(\chi_{4}-\chi_{2}\right)\left(\chi_{1}-\chi_{3}\right)\left(\chi_{4}-\chi_{3}\right)} \\
= & 1+1=2
\end{aligned}
$$

so there are two lines through the four given lines.
Exercise 2.8. How many lines in $\mathbb{P}^{4}$ meet six general planes? ${ }^{3}$

## 3. Equivariant formality

There are general criteria which imply the hypotheses of the localization theorems-in particular, freeness of $H_{T}^{*} X$ as a $\Lambda$-module. As noted earlier, we will be able to verify these hypotheses directly for our main examples and applications, so the results of this section are not logically necessary. However, it is sometimes useful to know when to expect the localization package to work, and the terminology appears frequently in the literature.

For a Lie group $G$ acting on $X$, an integer $m>0$, and a coefficient ring $R$ (usually $\mathbb{Z}$ or a field), consider the following condition:
$\left({ }_{m}\right)$ For $0 \leq i \leq m, H^{i} X$ is finitely generated and free over $R$, and there are elements $x_{i j} \in H_{G}^{i} X$ that restrict to a basis for $H^{i} X$.

The space $X$ is called (cohomologically) equivariantly formal with respect to the action of $G$ and the coefficient ring $R$ if it satisfies $\left({ }_{m}\right)$ for all $m>$ 0 . The main reason for introducing this condition is the following direct consequence of the Leray-Hirsch theorem (Appendix A, §4):

Proposition 3.1. Assume ( $*_{m}$ ) holds for some $m>0$.
(1) Every element of $H_{G}^{m} X$ has a unique expression as $\sum_{i, j} c_{i j} x_{i j}$, for some $c_{i j} \in H^{m-i} \mathbb{B} G$.
(2) If $X$ is equivariantly formal, then $H_{G}^{*} X$ is a free $\Lambda_{G}$-module with basis $\left\{x_{i j}\right\}$, and the forgetful homomorphism

$$
H_{G}^{*} X \otimes_{\Lambda_{G}} R \rightarrow H^{*} X
$$

is an isomorphism. In fact, for any $G^{\prime}$ acting on $X$ through a homomorphism $G^{\prime} \rightarrow G$, the corresponding homomorphism

$$
H_{G}^{*} X \otimes_{\Lambda_{G}} \Lambda_{G^{\prime}} \rightarrow H_{G^{\prime}}^{*} X
$$

is an isomorphism.
We are most interested in the case where $G=T$ is a torus. For nonsingular complete varieties with finitely many fixed points, a general theorem provides a cell decomposition.

Theorem 3.2 (Biaeynicki-Birula). Suppose a torus $T$ acts on a nonsingular complete variety $X$ with finitely many fixed points. Then there is a filtration by $T$-invariant closed subsets $X=X_{n} \supseteq X_{n-1} \supseteq \cdots \supseteq X_{0} \supseteq \emptyset$, with $X_{i} \backslash X_{i-1}=\amalg U_{i j}$ and $U_{i j} \cong \mathbb{A}^{i}$. Moreover, the total number of cells $U_{i j}$ is equal to $\# X^{T}$.

This implies such varieties are always equivariantly formal, since the classes of the invariant subvarieties $\overline{U_{i j}}$ form bases for $H_{T}^{*} X$ and $H^{*} X$, over $\Lambda$ and $R$, respectively.

Corollary 3.3. Let a torus $T$ act on a nonsingular complete variety $X$, with finitely many fixed points. Then $X$ is equivariantly formal with integral coefficients. In particular,
(1) $H_{T}^{*} X \rightarrow H^{*} X$ is surjective, with kernel generated by the kernel of $\Lambda_{T} \rightarrow \mathbb{Z}$; and
(2) $H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ is injective, and becomes an isomorphism after inverting finitely many characters in $\Lambda_{T}$.

Proof. With cells $U_{i j}$ as in the Białynicki-Birula decomposition, the equivariant class $\left[\overline{U_{i j}}\right]^{T}$ restricts to the nonequivariant class $\left[\overline{U_{i j}}\right]$, so $X$ is equivariantly formal. Injectivity of the restriction homomorphism comes from the diagram

for a suitable multiplicative set $S \subseteq \Lambda$, where the vertical arrows are injective since $H_{T}^{*} X$ and $H_{T}^{*} X^{T}$ are free over $\Lambda$, and the bottom arrow is an isomorphism by the basic localization theorem (Theorem 1.8).

Thus complete nonsingular varieties with finitely many fixed points give a large class of examples where one sees the "two notions" about equivariant cohomology described in Chapter 1.

Applying the general localization theorem to be proved in Chapter 7 , similar reasoning shows that if a $T$-variety $X$ is equivariantly formal, and $H^{*} X^{T}$ is also free over $R$, then the restriction homomorphism $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ is injective.

## Notes

Luna's étale slice theorem is explained in [GIT, p. 198]. The topological slice theorem is apparently due to Koszul [Ko53], and can be found in Audin's book [Aud04, Chapter I]. We learned Example 1.7 from Johan de Jong.

Iversen's theorem on the nonsingularity of the fixed locus (Lemma 1.11) applies more generally for actions of linearly reductive groups, i.e., those
for which all finite-dimensional respresentations are completely reducible; in positive characteristic this amounts to considering diagonalizable groups [Iv72]. Iversen also includes a formula for Euler characteristics which gives rk $H^{*} X=\# X^{T}$ in the case when $X$ has finitely many fixed points and no odd-dimensional cohomology. Again, the novelty is mainly the algebraic proof and the application to positive characteristic; as Iversen points out, in topology it can be deduced from the Lefschetz trace formula.

The idea of proving localization theorems using Gysin pushforwards can be traced to Quillen [Qn71a] and Quart [Qt79], who used similar techniques in cobordism and K-theory, respectively.

The integration formula, especially in the finite fixed point case of Corollary 2.4 , is known by many names in the literature. Names commonly attached to it include Atiyah-Bott (after their paper [AtBo84]), Berline-Vergne ([BeVer82]), Duistermaat-Heckman ([DuHe82]), and "stationary phase formula" (especially in the physics literature).

Example 2.5 is one case of a family of identities due to Sylvester, and rediscovered by many other mathematicians. A short review of the history, along with an elementary proof, can be found in [Bh99]. Many such identities can be obtained by equivariant localization on other spaces.

The usage of the term "equivariantly formal" in the sense of $\S 3$ appears to originate in the seminal article of Goresky-Kottwitz-MacPherson [GKM98]. In this paper (and in much of the literature stemming from it), an equivariantly formal space is defined to be one for which the Serre spectral sequence for the fibration $\mathbb{E} G \times^{G} X \rightarrow \mathbb{B} G$,

$$
E_{2}^{p, q}=H^{p}\left(\mathbb{B} G ; H^{q} X\right) \Rightarrow H_{G}^{p+q} X,
$$

degenerates at the $E_{2}$ term. This condition was considered earlier by Borel [Bor60, §XII.3-6].

Using coefficients in $\mathbb{Q}$, nine sufficient conditions for equivariant formality are given in [GKM98, Theorem 14.1], including the following.

- $H^{*}(X ; \mathbb{Q})$ vanishes in odd degrees, and $G$ is a connected linear algebraic group or compact Lie group.
- X is a nonsingular projective variety, and $G=T$ is a torus.
- $X$ is a possibly singular projective algebraic variety, $G=T$ is a torus, and for all $q \geq 0, H^{q}(X ; \mathbb{Q})$ is pure of weight $q$ (in the sense of mixed Hodge theory).

The last condition includes all toric varieties. The use of field coefficients is essential in all of these conditions.

A different notion of equivariant formality is used in rational homotopy theory, where it involves an isomorphism between $H^{*}(X ; \mathbb{Q})$ and a certain differential graded algebra. In order to disambiguate the terminology, Franz and Puppe propose to add the modifier "cohomological" to the equivariant formality we consider. (They also point out that the abbreviation CEF also stands for "cohomology extension of the fiber", which nicely captures the geometry.)

Białynicki-Birula proved a stronger version of Theorem 3.2, where the fixed locus $X^{T}$ may have positive-dimensional components [BB73]; see also [Bri97b, §3.1].

## Hints for exercises

${ }^{1}$ Here is another way to prove injectivity. The composition

$$
\Lambda^{\oplus n}=H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T} \xrightarrow{\iota_{4}} H_{T}^{*} \mathbb{P}^{n-1} \xrightarrow{\stackrel{l}{*}^{\rightarrow}} H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T}=\Lambda^{\oplus n}
$$

is diagonal. What is its determinant? (This shows the maps $S^{-1} H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T} \rightarrow$ $S^{-1} H_{T}^{*} \mathbb{P}^{n-1} \rightarrow S^{-1} H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T}$ are isomorphisms, for an appropriate multiplicative set $S$.)
${ }^{2}$ The tangent bundle $T X$ restricts to $Z_{d}$ as $\operatorname{Hom}(\mathbb{S}, \mathbb{Q})=\bigoplus_{i, j} \operatorname{Hom}\left(\mathbb{S}_{i}, \mathbb{Q}_{j}\right)$, and $T Z_{d}$ accounts for the diagonal summands; this explains the computation of $N_{d}$. The characters are $\chi_{j}-\chi_{i}$ for $i \neq j$, appearing with multiplicity $d_{i}\left(n_{j}-d_{j}\right)$.
${ }^{3}$ The locus $\Omega \subseteq G r\left(2, \mathbb{C}^{5}\right)$ of lines meeting the plane $\mathbb{P}\left(E_{123}\right)$ is given by the vanishing of $\bigwedge^{2} \mathbb{S} \rightarrow \bigwedge^{2}\left(\mathbb{C}^{5} / E_{123}\right)$. So its class is $[\Omega]^{T}=c_{1}^{T}\left(\bigwedge^{2} \mathbb{S}^{\vee} \otimes \mathbb{C}_{\chi_{4}+\chi_{5}}\right)$.

## CHAPTER 6

## Conics

The problem of determining the number of conics tangent to five given conics is a famous example in intersection theory. In this chapter, we work out the answer as a sample computation using localization in equivariant cohomology.

## 1. Steiner's problem

In 1848, Steiner asked for the number of conics which are tangent to five fixed general conics. One approach is to compactify the space of conics as the projective space of coefficients of an equation $a X^{2}+$ $b Y^{2}+c Z^{2}+d X Y+e Y Z+f X Z=0$; that is, using $\mathbb{P}(V) \cong \mathbb{P}^{5}$, where $V=\operatorname{Sym}^{2} \mathbb{C}^{3}$. For a given conic $C$, the set $Z_{C}$ of all $C^{\prime}$ tangent to $C$ forms a sextic hypersurface in $\mathbb{P}(V)$. Steiner observed this by examining the equations. It can also be seen geometrically by taking $C$ to be an ellipse, and drawing the pencil of circles tangent to a fixed line at a fixed general point in the interior of $C$ : one sees six circles tangent to $C$ in this pencil.

Naively, one might use $\left[Z_{C}\right]=6 H$ to compute the desired number as

$$
\int_{\mathbb{P}(V)}\left[Z_{C_{1}}\right] \cdot\left[Z_{C_{2}}\right] \cdot\left[Z_{C_{3}}\right] \cdot\left[Z_{C_{4}}\right] \cdot\left[Z_{C_{5}}\right]=\int_{\mathbb{P}^{5}}(6 H)^{5}=7776,
$$

by Bézout's theorem. This gives the wrong answer, though: each of the hypersurfaces $Z_{C_{i}}$ contains the Veronese surface $S$ of double lines, so the intersection $Z_{C_{1}} \cap Z_{C_{2}} \cap Z_{C_{3}} \cap Z_{C_{4}} \cap Z_{C_{5}}$ is not transverse.

The correct answer, 3264, was first computed by de Jonquières in 1859, and Chasles in 1864. From a modern point of view, the basic idea is to modify the moduli space by blowing up the Veronese surface $S \subseteq \mathbb{P}(V)$, working instead with the space of complete conics $\mathscr{C}=\operatorname{Bl}_{S} \mathbb{P}(V)$.

Exercise 1.1. Consider the simpler problem of conics tangent to five general lines. Show that the set $Z_{\ell} \subseteq \mathbb{P}(V)$ of conics tangent to a given line is a quadric hypersurface. On the other hand, every such $Z_{\ell}$ contains the Veronese surface $S$; show that the number of conics tangent to five lines is $1 .{ }^{1}$

## 2. Cohomology of a blowup

We first consider the general setting of blowing up a nonsingular variety along a nonsingular subvariety.

Let $G$ be a linear algebraic group acting on a nonsingular variety $X$, with $S \subseteq X$ a nonsingular $G$-invariant subvariety. The blowup of $X$ along $S$, written $\widetilde{X}=\mathrm{Bl}_{S} X$, is equipped with a natural $G$-action. Let $d$ be the codimension of $S$ in $X$, so the normal bundle $N=N_{S / X}$ has rank $d$, and the exceptional divisor $E=\mathbb{P}(N) \rightarrow S$ is a $\mathbb{P}^{d-1}$-bundle. These fit into a diagram

and $j^{*} \mathscr{O}(E)=\mathscr{O}(-1) \subseteq p^{*} N$ is the normal bundle to $E$ in $\widetilde{X}$. All these maps and bundles are naturally $G$-equivariant.

Proposition 2.1. There is an isomorphism

$$
\begin{aligned}
& H_{G}^{k} X \oplus \bigoplus_{\ell=1}^{d-1} H_{G}^{k-2 \ell} S \\
& \stackrel{\sim}{\rightarrow} H_{G}^{k} \widetilde{X} \\
& \quad\left(a, b_{1}, \ldots, b_{d-1}\right) \mapsto p^{*} a+j_{*}\left(\sum_{\ell=1}^{d-1} \zeta^{\ell-1} q^{*} b_{\ell}\right)
\end{aligned}
$$

where $\zeta=c_{1}^{G}(\mathscr{O}(1))$.
The product is determined by three formulas:
(1) $p^{*}(a) \cdot p^{*}\left(a^{\prime}\right)=p^{*}\left(a \cdot a^{\prime}\right)$;
(2) $j_{*}(b) \cdot j_{*}\left(b^{\prime}\right)=-j_{*}\left(b \cdot b^{\prime} \cdot \zeta\right)$; and
(3) $p^{*}(a) \cdot j_{*}(b)=j_{*}\left(q^{*} i^{*}(a) \cdot b\right)$.

The inverse to the isomorphism of the proposition maps a class $c$ to $\left(a, b_{1}, \ldots, b_{d-1}\right)$, with $a=p_{*} c$ and $b_{\ell}=q_{*}\left(c_{d-1-\ell}^{G}(Q) \cdot j^{*}\left(c-p^{*} p_{*} c\right)\right)$. Here $Q$ is the quotient bundle on $E=\mathbb{P}(N)$, i.e., there is an exact sequence $0 \rightarrow \mathscr{O}(-1) \rightarrow q^{*} N \rightarrow Q \rightarrow 0$ on $E$. There is also a split exact sequence

$$
0 \rightarrow H_{G}^{k} \widetilde{X} \rightarrow H_{G}^{k} X \oplus H_{G}^{k} E \rightarrow H_{G}^{k} S \rightarrow 0
$$

where the first map is given by $c \mapsto\left(p_{*} c, j^{*} c\right)$, and the second by $(a, b) \mapsto i^{*} a-q_{*}\left(c_{d-1}^{G}(Q) \cdot b\right)$.

The proofs of all these facts are exactly the same as in the nonequivariant setting.

Another useful formula, whose proof is the same as in the nonequivariant case, is the following equivariant analogue of a theorem of Keel:

Proposition 2.2 (Keel). Suppose $i^{*}: H_{G}^{*} X \rightarrow H_{G}^{*}$ S is surjective, with kernel I. Choose lifts $a_{k} \mapsto c_{k}^{G}(N)$, for $k=1, \ldots, d-1$. Then

$$
H_{G}^{*} \widetilde{X}=\left(H_{G}^{*} X\right)[E] / J
$$

where the ideal $J$ is generated by $[E] \cdot I$ and $[E]^{d}-a_{1}[E]^{d-1}+\cdots+(-1)^{d}[S]$.
Exercise 2.3. Consider vector bundles $F \subseteq V$ on a variety $Y$. There is a rational map

$$
\mathbb{P}(V) \mapsto \mathbb{P}(V / F)
$$

of projective bundles, whose indeterminacy is resolved by


Show that $\pi$ identifies $\widetilde{X} \cong \mathbb{P}\left(F^{\prime}\right) \rightarrow \mathbb{P}(V / F)$, where $F^{\prime} / F \cong \mathscr{O}(-1) \subseteq$ $V / F$ is the tautological bundle on $\mathbb{P}(V / F)$. Compute $H^{*} \widetilde{X}$ using the projective bundle formula.

Exercise 2.4. Let $G=G L_{3}$ act on $S=\mathbb{P}^{2}$ via its standard action on $\mathbb{C}^{3}$, and on $\mathbb{P}^{5}$ via the representation Sym $^{2} \mathbb{C}^{3}$. Let $i: S \hookrightarrow \mathbb{P}^{5}$ be the Veronese embedding, so it is G-equivariant. Then $i^{*}: H^{*} \mathbb{P}^{5} \rightarrow H^{*} S$ is
surjective if one uses $\mathbb{Q}$ coefficients (but not $\mathbb{Z}$ coefficients). Compute the Keel presentation of $H_{G}^{*} \mathrm{Bl}_{S} \mathbb{P}^{5}$ (with $\mathbb{Q}$ coefficients). ${ }^{2}$

For our purposes, local information on tangent spaces will often suffice. It follows from the definition of the blowup that there are canonical isomorphisms $T_{x} \widetilde{X} \cong T_{x} X$ for $x \in \widetilde{X} \backslash E=X \backslash S$. Similarly, for $x \in E \subseteq \widetilde{X}$, there are exact sequences

$$
0 \rightarrow T_{x} E \rightarrow T_{x} \widetilde{X} \rightarrow L \rightarrow 0
$$

and

$$
0 \rightarrow \operatorname{Hom}(L, N / L) \rightarrow T_{x} E \rightarrow T_{s} S \rightarrow 0
$$

where $s=q(x) \in S \subseteq X, N=N_{S / X}$, and $L=\left.\mathscr{O}(-1)\right|_{x} \subseteq\left(q^{*} N\right)_{x}=N_{s}$. (So $L \subseteq N_{s}$ is the line corresponding to the point $x \in E=\mathbb{P}(N)$.)

Now suppose $G=T$ is a torus acting on $X$, with $S \subseteq X$ a $T$ invariant subvariety. The above isomorphisms and exact sequences are $T$-equivariant, for a fixed point $x$. That is, there are isomorphisms of $T$-modules

$$
T_{x} \widetilde{X}=T_{x} X
$$

for $x \in \widetilde{X}^{T} \backslash E^{T}=X^{T} \backslash S^{T}$, and

$$
\begin{aligned}
T_{x} \widetilde{X} & =T_{x} E \oplus L \\
& =\operatorname{Hom}\left(L, N_{s} / L\right) \oplus T_{s} S \oplus L
\end{aligned}
$$

for $x \in E^{T}$ mapping to $s \in S^{T}$. These observations lead to a criterion for $\widetilde{X}$ to have finitely many fixed points.

Proposition 2.5. Suppose $X^{T}$ is finite. Then $\widetilde{X}^{T}$ is finite if and only if for all $s \in S^{T}$, the characters on $N_{S}=\left.N_{S / X}\right|_{s}$ are distinct.

Proof. As we saw in Chapter 5, Lemma 1.5, a fixed point $x$ is isolated if and only if all characters at $x$ are nonzero. There is nothing to check for $x \in \widetilde{X} \backslash E=X \backslash S$, since $X^{T}$ is finite. At a point $x \in E^{T} \subseteq \widetilde{X}^{T}$ corresponding to a $T$-invariant line $L \subseteq N_{s}$ of nonzero weight $\chi$, the characters on $T_{x} \widetilde{X}$ are
$\left\{\right.$ characters of $\left.T_{s} S\right\} \cup\{\chi\} \cup\left\{\chi_{i}-\chi \mid \chi_{i}\right.$ is a character of $\left.N_{s} / L\right\}$.

All the characters in the first two sets are nonzero; those of the third are nonzero for any choice of $L$ exactly when all characters of $N_{s}$ are distinct.

Example 2.6. Consider $X=\mathbb{A}^{2}$ with $T$ acting by nonzero characters $\chi_{1}, \chi_{2}$. Let $S=\{0\}$ be the origin, and $\widetilde{X}=\mathrm{Bl}_{0} \mathbb{A}^{2}$. Take $x=[1,0] \in E \cong \mathbb{P}^{1}$, corresponding to the horizontal tangent line at 0 , that is, $L=\left\langle e_{1}\right\rangle \subseteq \mathbb{C}^{2}=T_{0} X$. The weight on $T_{x} E \subseteq T_{x} \widetilde{X}$ comes from $T_{x} E=\operatorname{Hom}\left(L, \mathbb{C}^{2} / L\right)$, so it is $\chi_{2}-\chi_{1}$. The weights on $T_{x} \widetilde{X}$ are therefore $\left\{\chi_{1}, \chi_{2}-\chi_{1}\right\}$. (This is also easy to see directly from coordinates on $\widetilde{X}$. ${ }^{3}$

## 3. Complete conics

Given a nonsingular plane curve $C \subset \mathbb{P}^{2}$, the dual curve $C^{\vee} \subseteq$ $\left(\mathbb{P}^{2}\right)^{\vee}=\left\{\ell \subseteq \mathbb{P}^{2}\right\}$ is

$$
C^{\vee}=\left\{\ell \subseteq \mathbb{P}^{2} \mid \ell \text { is tangent to } C\right\} .
$$

If $C$ is singular and irreducible, $C^{\vee}$ is defined to be the closure of the locus of tangents to $C$ at nonsingular points. When $C$ is a nonsingular conic in $\mathbb{P}^{2}$, the dual curve $C^{\vee}$ is a nonsingular conic in $\left(\mathbb{P}^{2}\right)^{\vee}$.

Recall that $\mathbb{P}(V) \cong \mathbb{P}^{5}$ parametrizes degree two equations, where $V=$ Sym $^{2} \mathbb{C}^{3}$. Taking the dual curve defines a rational map

$$
\begin{array}{r}
\mathbb{P}(V) \mapsto \mathbb{P}\left(V^{\vee}\right) \\
{[C]}
\end{array}>\left[C^{\vee}\right] .
$$

In fact, this map is regular on $\mathbb{P}(V) \backslash S$, the complement of the Veronese surface of double lines: a reduced degenerate conic, the union of two distinct lines $C=\ell_{1} \cup \ell_{2}$, maps to the double line through points $\left[\ell_{1}\right]$ and $\left[\ell_{2}\right]$ in $\left(\mathbb{P}^{2}\right)^{\vee}$.

The blowup $\mathscr{C}=\widetilde{X}=\mathrm{Bl}_{S} \mathbb{P}(V)$ resolves the indeterminacy of this rational map:

$$
\mathscr{C}=\overline{\left\{\left([C],\left[C^{\vee}\right]\right) \mid C, C^{\vee} \text { are nonsingular conics }\right\}} \subset \mathbb{P}(V) \times \mathbb{P}\left(V^{\vee}\right)
$$



The space $\mathscr{C}$ is a moduli space of complete conics. It parametrizes four types of geometric figures in $\mathbb{P}^{2}$ :
(1) nonsingular conics $C$;
(2) unions of two lines $\ell_{1} \cup \ell_{2}$;
(3) lines with two marked points $\left(\ell \ni p_{1}, p_{2}\right)$; and
(4) lines with one marked point $(\ell \ni p)$.

Duality preserves types (1) and (4), and exchanges types (2) and (3).
For any point $p \in \mathbb{P}^{2}$, there is a divisor $\Sigma_{p} \subseteq \mathbb{P}(V)$ of conics containing $p$; this is a hyperplane. Similarly, for any line $\ell \subseteq \mathbb{P}^{2}$, there is a divisor $\Theta_{\ell} \subseteq \mathbb{P}(V)$ of conics tangent to $\ell$; this is a (singular) quadric. The two are exchanged under duality: the rational map $\mathbb{P}(V) \rightarrow \mathbb{P}\left(V^{\vee}\right)$ sends $\Sigma_{p}$ to $\Theta_{[p]}^{\vee}$ and $\Theta_{\ell}$ to $\Sigma_{[\ell]}^{\vee}$, where $[p] \subseteq\left(\mathbb{P}^{2}\right)^{\vee}$ and $[\ell] \in\left(\mathbb{P}^{2}\right)$ are the line and point corresponding to $p$ and $\ell$, respectively.

Let $\sigma_{p} \subseteq \mathscr{C}$ and $\tau_{\ell} \subseteq \mathscr{C}$ be the proper transforms of $\Sigma_{p}$ and $\Theta_{\ell}$, respectively. We will abuse notation by using the same symbols for their (equivariant) cohomology classes. Non-equivariantly, these classes are independent of $p$ and $\ell$, so we may omit the subscripts. One has $\pi_{*} \sigma=\Sigma=H$ and $\pi_{*} \tau=\Theta=2 H$, where $H$ is the hyperplane class in $H^{2} \mathbb{P}(V)$; similarly, $\varphi_{*} \sigma=\Theta^{\vee}=2 H^{\vee}$ and $\varphi_{*} \tau=\Sigma^{\vee}=H^{\vee}$ in $H^{2} \mathbb{P}\left(V^{\vee}\right)$.

The class of the proper transform $\widetilde{Z}_{C}$ of $Z_{C}$ —the sextic hypersurface of conics tangent to $C$-is also independent of $C$, and in $H^{*} \mathscr{C}$ there is a relation $\widetilde{Z}=2 \sigma+2 \tau$. One can prove that for five general conics $C_{1}, \ldots, C_{5}$, the corresponding subvarieties $\widetilde{Z}_{C_{i}} \subseteq \mathscr{C}$ do intersect transversally, so the solution to Steiner's problem is given by the
integral

$$
\begin{align*}
& \int_{\mathscr{C}}(2 \sigma+2 \tau)^{5}=32\left(\int \sigma^{5}+5 \int \sigma^{4} \tau+10 \int \sigma^{3} \tau^{2}\right. \\
&\left.+10 \int \sigma^{2} \tau^{3}+5 \int \sigma \tau^{4}+\int \tau^{5}\right) \tag{*}
\end{align*}
$$

There are many ways to compute the numbers $\int \sigma^{i} \tau^{5-i}$. We will do this equivariantly, as an example of the localization techniques from the previous chapter.

Let $T=\left(\mathbb{C}^{*}\right)^{3}$ act in the standard way on $\mathbb{P}^{2}$, with characters $t_{1}, t_{2}, t_{3}$. The induced action on $V=\operatorname{Sym}^{2} \mathbb{C}^{3}$ has characters

$$
2 t_{1}, 2 t_{2}, 2 t_{3}, t_{1}+t_{2}, t_{2}+t_{3}, t_{1}+t_{3}
$$

corresponding to the basis

$$
X^{2}, Y^{2}, Z^{2}, X Y, Y Z, X Z
$$

It is often useful to record this in a weight diagram:


The tangent spaces to $\mathbb{P}(V)$ at $X^{2}$ and $X Y$ have weights

$$
\begin{aligned}
& T_{X^{2}} \mathbb{P}(V):\left\{t_{2}+t_{3}-2 t_{1}, t_{2}-t_{1}, 2\left(t_{2}-t_{1}\right), t_{3}-t_{1}, 2\left(t_{3}-t_{1}\right)\right\} \quad \text { and } \\
& T_{X Y} \mathbb{P}(V):\left\{2 t_{3}-t_{1}-t_{2}, t_{1}-t_{2}, t_{2}-t_{1}, t_{3}-t_{2}, t_{2}-t_{3}\right\} .
\end{aligned}
$$

The others can be obtained from these by symmetry.
Products of tangent weights can be represented by arrows on the weight diagram: each arrow represents a weight (considered as a vector in the character lattice), and when several arrows are drawn together, they are multiplied. An example is shown in Figure 1.


Figure 1. $c_{5}^{T}\left(T_{X^{2}} \mathbb{P}(V)\right)=4\left(t_{2}-t_{1}\right)^{2}\left(t_{3}-t_{1}\right)^{2}\left(t_{2}+t_{3}-2 t_{1}\right)$, represented via arrows

The Veronese surface $S \subseteq \mathbb{P}(V)$ has fixed points $X^{2}, Y^{2}, Z^{2}$. The tangent space $T_{X^{2}} S$ has weights $\left\{t_{2}-t_{1}, t_{3}-t_{1}\right\}$, from the standard action of $T$ on $S=\mathbb{P}^{2}$. So the normal weights to $S$ at $X^{2}$ are

$$
N_{X^{2}}:\left\{t_{2}+t_{3}-2 t_{1}, 2\left(t_{2}-t_{1}\right), 2\left(t_{3}-t_{1}\right)\right\} .
$$

This is all we need in order to compute weights on $\mathscr{C}=\mathrm{Bl}_{S} \mathbb{P}(V)$.
First, since the normal weights are distinct at each fixed point of $S$, the fixed locus $\mathscr{C}^{T}$ is finite, by Proposition 2.5. In fact, there are 6 fixed points in $\mathbb{P}(V), 3$ of which lie in $S$. Each fiber of $\pi: \mathscr{C} \rightarrow \mathbb{P}(V)$ over $S$ is a $\mathbb{P}^{2}$, so there are 3 fixed points in $\mathscr{C}$ mapping to each fixed point in $S$. Thus we have

$$
\begin{aligned}
\# \mathscr{C}^{T} & =\#(\mathbb{P}(V) \backslash S)^{T}+3 \cdot \# S^{T} \\
& =3+3 \cdot 3=12
\end{aligned}
$$

On the other hand, from the blowup exact sequence

$$
0 \rightarrow H^{*} \mathscr{C} \rightarrow H^{*} \mathbb{P}(V) \oplus H^{*} E \rightarrow H^{*} S \rightarrow 0
$$

we see $H^{*} \mathscr{C}$ is free, of rank $6+9-3=12$. (The exceptional $E$ is a $\mathbb{P}^{2}$-bundle over $S=\mathbb{P}^{2}$, so its cohomology has rank $3 \cdot 3=9$.) Using the simple localization theorem, Theorem 1.8 of Chapter 5, we know that

$$
H_{T}^{*} \mathscr{C} \hookrightarrow H_{T}^{*} \mathscr{C}^{T}
$$

(While not logically necessary for computing integrals, this allows us to determine classes in $H_{T}^{*} \mathscr{C}$ from their localizations.)


Figure 2. The 12 fixed points in the space of complete conics.

What are the fixed points of $\mathscr{C}$ ? They map to fixed points in $\mathbb{P}(V)$, so to points of the form $X Y$ or $X^{2}$.
(1) Over $X Y$, the projection $\pi$ is an isomorphism, so the corresponding fixed point is just a pair of lines.
(2) Over the double line $X^{2}$, we need to add the data of one or two points, and these points must be $T$-fixed.
Torus-fixed points and lines in $\mathbb{P}^{2}$ can be represented as a triangle, and $T$-fixed complete conics can be drawn on such a triangle. Here is $\mathbb{P}^{2}$, together with the complete conics $X Y=0$ and $(X=0,[0,0,1])$.


Figure 2 displays a diagram showing all 12 fixed points of $\mathscr{C}$.
The tangent weights to $\mathscr{C}$ at $\overline{ }$ are the same as those on $T_{X Y} \mathbb{P}(V)$ :

$$
T_{\Gamma} \mathscr{C}:\left\{2 t_{3}-t_{1}-t_{2}, t_{1}-t_{2}, t_{2}-t_{1}, t_{3}-t_{2}, t_{2}-t_{3}\right\}
$$

Next we consider points in the exceptional divisor, in the fiber over $X^{2} \in S$. As noted earlier, the normal weights to $S$ at the point $X^{2}$ are $\left\{t_{2}+t_{3}-2 t_{1}, 2\left(t_{2}-t_{1}\right), 2\left(t_{3}-t_{1}\right)\right\}$, each corresponding to a $T$-invariant line $L \subseteq N$ and therefore a fixed point in $E^{T}$. Taking $L$ with character


Figure 3. Top Chern classes of $T_{p} \mathscr{C}$ at three points.
$2\left(t_{2}-t_{1}\right)$ corresponds to the point ${ }^{-}$, and we see weights

$$
\begin{aligned}
T_{\bullet}-E: & \{\underbrace{t_{2}-t_{1}, t_{3}-t_{1}}_{\text {from } T_{x^{2}} S}\} \\
& \cup\{\underbrace{\left(t_{2}+t_{3}-2 t_{1}\right)-2\left(t_{2}-t_{1}\right), 2\left(t_{3}-t_{1}\right)-2\left(t_{2}-t_{1}\right)}_{\text {from } L^{\mathrm{V}} \otimes N / L}\} .
\end{aligned}
$$

Including $L$ (the normal space to $E$ ), we see weights

$$
T-\mathscr{C}:\{\underbrace{t_{2}-t_{1}, t_{3}-t_{1}, t_{3}-t_{2}, 2\left(t_{3}-t_{2}\right)}_{\text {from } E}, \underbrace{2\left(t_{2}-t_{1}\right)}_{\text {from } L}\} .
$$

Starting with $L \subseteq N$ of character $t_{2}+t_{3}-2 t_{1}$, which corresponds to the point $\because$, a similar calculation gives

$$
T \bullet \mathscr{C}:\left\{t_{2}-t_{1}, t_{3}-t_{1}, t_{2}-t_{3}, t_{3}-t_{2}, t_{2}+t_{3}-2 t_{1}\right\} .
$$

Diagrams for these three examples are in Figure 3. Weights at the other fixed points can be obtained by symmetry.

We can compute the classes $\sigma_{p}$ and $\tau_{\ell}$ by localizing. For the point $p=[1,0,0]=\bullet$, the hyperplane $\Sigma_{p} \subseteq \mathbb{P}(V)$ is the zeroes of a map $\mathscr{O}(-1) \rightarrow V / F$, where $F=\left\langle Y^{2}, Z^{2}, X Y, X Z, Y Z\right\rangle$. That is, it is the zeroes of a section of $\mathscr{O}(1) \otimes \mathbb{C}_{2 t_{1}}$, so its class in $H_{T}^{2} \mathbb{P}(V)$ is

$$
\left[\Sigma_{p}\right]^{T}=c_{1}^{T}\left(\mathscr{O}(1) \otimes \mathbb{C}_{2 t_{1}}\right) .
$$



Figure 4. Localizations of divisor classes.

We know the restriction of $\mathscr{O}(1)$ to each fixed point, from Chapter 5, Example 1.1. Since $\sigma_{\bullet}=\pi^{*} \Sigma_{\text {, }}$, we have

$$
\begin{aligned}
& \sigma_{\bullet}\left|\leftharpoondown=\sigma_{\bullet}\right|-=\sigma_{\bullet}\left|\sqcap=\Sigma_{\bullet}\right|-=0, \\
& \sigma_{\bullet}\left|\Gamma=\Sigma_{\bullet}\right| \Gamma=t_{1}-t_{2}, \\
& \quad \text { etc. }
\end{aligned}
$$

Similarly, $\tau_{\searrow_{V}}=\varphi^{*} \Sigma_{\}^{*}$ is the proper transform of a hyperplane in the dual projective space $\mathbb{P}\left(V^{*}\right)$, and we have

$$
\begin{aligned}
& \tau_{\Upsilon}\left|\rightarrow=\tau_{\Upsilon}\right|_{7}=\left.\tau_{\Upsilon}\right|_{\jmath}=0, \\
& \tau_{\Upsilon} \mid \bullet=t_{3}-t_{2} \\
& \quad \text { etc. }
\end{aligned}
$$

The restrictions of the exceptional divisor $E$ are even easier to compute, since one simply records the character of $L \subseteq N$ at each fixed point. Figure 4 shows the complete data.

Exercise 3.1. For any fixed points $p \neq q$ in $\mathbb{P}^{2}$, show $\sigma_{p}+\sigma_{q}-E=\tau_{\overline{p q}}$ in $H_{T}^{2} \mathscr{C}$. ${ }^{4}$

Now we can compute the numbers $\int_{\mathscr{C}} \sigma^{i} \tau^{5-i}$ by localization. As we saw with the Grassmannian, convenient choices of equivariant lifts will simplify the calculation.

We know $\int \sigma^{5}=\int \tau^{5}=1$, since these come from hyperplanes in $\mathbb{P}(V)$ and $\mathbb{P}\left(V^{\vee}\right)$. More generally, $\int \sigma^{i} \tau^{5-i}=\int \sigma^{5-i} \tau^{i}$ by duality, so there are only two more integrals to compute.

To compute $\int_{\mathscr{C}} \sigma^{4} \tau$, we use localization on the product

$$
\alpha=\left(\sigma_{\bullet}\right)^{2} \sigma_{\bullet} \sigma_{\searrow} \cdot \tau_{\searrow} .
$$

Diagrammatically, this is
so the integration formula gives

$$
\begin{aligned}
\int_{\mathscr{C}} \sigma^{4} \tau= & \frac{\left.\alpha\right|_{\Gamma}}{c_{5}^{T}\left(T_{\Gamma} \mathscr{C}\right)}+\frac{\left.\alpha\right|_{V}}{c_{5}^{T}\left(T_{V} \mathscr{C}\right)} \\
= & \frac{\left(t_{1}-t_{2}\right)^{2}\left(2 t_{3}-t_{1}-t_{2}\right)\left(t_{2}-t_{1}\right)\left(2\left(t_{3}-t_{2}\right)\right)}{\left(2 t_{3}-t_{1}-t_{2}\right)\left(t_{1}-t_{2}\right)\left(t_{2}-t_{1}\right)\left(t_{3}-t_{2}\right)\left(t_{3}-t_{1}\right)} \\
& \quad+\frac{\left(2 t_{1}-t_{2}-t_{3}\right)^{2}\left(t_{3}-t_{2}\right)\left(t_{2}-t_{3}\right)\left(2\left(t_{1}-t_{2}\right)\right)}{\left(2 t_{1}-t_{2}-t_{3}\right)\left(t_{1}-t_{2}\right)\left(t_{1}-t_{3}\right)\left(t_{3}-t_{2}\right)\left(t_{2}-t_{3}\right)} \\
= & \frac{2\left(t_{1}-t_{2}\right)}{t_{3}-t_{1}}+\frac{2\left(2 t_{1}-t_{2}-t_{3}\right)}{t_{1}-t_{3}} \\
= & 2 .
\end{aligned}
$$

Similarly, to compute $\int_{\mathscr{C}} \sigma^{3} \tau^{2}$, one can apply the integration formula to $\beta=\sigma_{\bullet}, \sigma_{\bullet} \cdot \tau_{\searrow} \tau_{,}$, and obtain

$$
\begin{aligned}
\int_{\mathscr{C}} \sigma^{3} \tau^{2} & =\frac{\left.\beta\right|_{\vee}}{c_{5}^{T}\left(T_{V^{\mathscr{C}}}\right)} \\
& =\frac{\left(2 t_{1}-t_{2}-t_{3}\right)\left(2\left(t_{1}-t_{2}\right)\right)\left(2\left(t_{1}-t_{3}\right)\right)\left(t_{3}-t_{2}\right)\left(t_{2}-t_{3}\right)}{\left(2 t_{1}-t_{2}-t_{3}\right)\left(t_{1}-t_{2}\right)\left(t_{1}-t_{3}\right)\left(t_{3}-t_{2}\right)\left(t_{2}-t_{3}\right)} \\
& =4
\end{aligned}
$$

With these numbers in Equation (*), we obtain

$$
\begin{aligned}
\int_{\mathscr{C}}(2 \sigma+2 \tau)^{5} & =32(1+5 \cdot 2+10 \cdot 4+10 \cdot 4+5 \cdot 2+1) \\
& =3264
\end{aligned}
$$

conics tangent to five (general) conics.

## Notes

A sketch of the six circles tangent to the ellipse, along with a solution to Steiner's problem using modern intersection theory, can be found in [FulMac78]. The claim about 7776 conics appears near the end of Steiner's paper [S1848]. A more detailed history of this problem was assembled by Kleiman [K180].

The first serious applications of the equivariant integration formula as a tool to solve classical problems in enumerative geometry appeared in the 1990s, especially in work of Ellingsrud and Strømme [ElSt96] and Kontsevich [Kon95]. For example, Ellingsrud and Strømme use localization on Hilbert schemes to show that there are 317, 206, 375 twisted cubic curves on a quintic threefold in $\mathbb{P}^{4}$.

Proposition 2.1 is proved in [Ful-IT, §6.7]. Proposition 2.2 is in [Keel92]. A generalization of Keel's theorem to Chow motives was given by Li [Li09].

The space of complete conics is a prototypical example of a spherical variety, and a description of its equivariant cohomology ring from this point of view can be found in Brion's expository articles [Bri89, Bri98].

We learned the notation for representing (localized) equivariant classes as arrows on moment graphs from Allen Knutson.

## Hints for exercises

${ }^{1}$ Use projective duality: this is equivalent to the number of conics passing through five general points.
${ }^{2}$ Let $z=c_{1}^{G}\left(\mathscr{O}_{\mathbb{P}^{5}}(1)\right)$ and $\zeta=c_{1}^{G}\left(\mathscr{O}_{\mathbb{P}^{2}}(1)\right)$, and write $\Lambda_{G}=\mathbb{Z}\left[c_{1}, c_{2}, c_{3}\right]$. We have presentations

$$
H_{G}^{*} \mathbb{P}^{5}=\Lambda_{G}[z] /\left(\left(z^{3}+2 c_{1} z^{2}+\left(c_{1}^{2}+c_{2}\right) z+c_{1} c_{2}-c_{3}\right)\left(z^{3}+2 c_{1} z^{2}+4 c_{2} z+8 c_{3}\right)\right)
$$

and

$$
H_{G}^{*} S=\Lambda_{G}[\zeta] /\left(\zeta^{3}+c_{1} \zeta^{2}+c_{2} \zeta+c_{3}\right),
$$

and the homomorphism $H_{G}^{*} \mathbb{P}^{5} \rightarrow H_{G}^{*} S$ is given by $z \mapsto 2 \zeta$.
One computes

$$
c_{1}^{G}\left(N_{S / \mathbb{P}^{5}}\right)=9 \zeta+3 c_{1} \quad \text { and } \quad c_{2}^{G}\left(N_{S / \mathbb{P}^{5}}\right)=30 \zeta^{2}+8 c_{1} \zeta+4 c_{2}
$$

so, now using $\mathbb{Q}$ coefficients, these classes are lifted to $H_{G}^{*} \mathbb{P}^{5}$ by

$$
a_{1}=\frac{9}{2} z+3 c_{1} \quad \text { and } \quad a_{2}=\frac{15}{2} z^{2}+4 c_{1} z+4 c_{2}
$$

respectively. Since we have

$$
[S]=4\left(z^{3}+2 c_{1} z^{2}+\left(c_{1}^{2}+c_{2}\right) z+c_{1} c_{2}-c_{3}\right),
$$

setting $e=[E]$, the Keel presentation is $H_{G}^{*} \mathrm{Bl}_{S} \mathbb{P}^{5}=\Lambda_{G}[z, e] /(f, g, h)$, where the ideal is generated by elements
$f=\left(z^{3}+2 c_{1} z^{2}+\left(c_{1}^{2}+c_{2}\right) z+c_{1} c_{2}-c_{3}\right)\left(z^{3}+2 c_{1} z^{2}+4 c_{2} z+8 c_{3}\right)$,
$g=\left(z^{3}+2 c_{1} z^{2}+4 c_{2} z+8 c_{3}\right) \cdot e$, and
$h=e^{3}-\left(\frac{9}{2} z+3 c_{1}\right) e^{2}+\left(\frac{15}{2} z^{2}+4 c_{1} z+4 c_{2}\right) e-4\left(z^{3}+2 c_{1} z^{2}+\left(c_{1}^{2}+c_{2}\right) z+c_{1} c_{2}-c_{3}\right)$.
(One way to verify these computations is by using the calculations of local tangent and normal weights from §3.)
${ }^{3}$ Use coordinates $x, y$ on $X$, and $x, y$ on $\widetilde{X}$, where $y=x y^{\prime}$. Since the characters of $x, y$ are $\chi_{1}, \chi_{2}$, one sees the character of $y^{\prime}$ is $\chi_{2}-\chi_{1}$.
${ }^{4}$ Non-equivariantly, $\sigma_{p}=\sigma_{q}=\sigma$ in $H^{*} \mathscr{C}$, so this says $2 \sigma-E=\tau$. Since $2 \sigma-E$ is the class of the proper transform of the quadric hypersurface parametrizing conics tangent to a given line, one has

$$
\int(2 \sigma-E)^{5}=\int \tau^{5}=1
$$

resolving the "conics tangent to 5 lines" problem.

## CHAPTER 7

## Localization II

In this chapter, we refine the main localization theorem from Chapter 5 to see that it applies to all algebraic varieties. We then turn to the third piece of the localization package, which characterizes the image of the restriction homomorphism: we will see verison of a theorem due to Chang and Skjelbred, refined to allow integer coefficients. Along the way, we give a criterion for a nonsingular variety to have finitely many $T$-invariant curves.

Most of the results of this chapter are not needed elsewhere in the book. However, it is often useful-at least psychologically-to know a particular case of the image theorem, where there are finitely many fixed points and finitely many invariant curves. This is often known as the "GKM" description of equivariant cohomology, after Goresky, Kottwitz, and MacPherson.

## 1. The general localization theorem

We first set up some notation, which will be useful later in the chapter as well. Given a subgroup $L \subseteq M$ of the character lattice $M=\operatorname{Hom}\left(T, \mathbb{C}^{*}\right)$, let $T(L) \subseteq T$ be the subgroup of $T$ corresponding to the quotient $M / L$; that is,

$$
T(L)=\bigcap_{\chi \in L} \operatorname{ker}(\chi) .
$$

Let $S(L) \subseteq \Lambda=$ Sym $^{*} M$ be the multiplicative set generated by $M \backslash L$. By Lemma 1.11 of Chapter 5, the fixed locus $X^{T(L)}$ is nonsingular whenever $X$ is, because $T(L)$ is a diagonalizable group.

Theorem 1.1 (Localization). Let $X$ be an algebraic variety with the action of a torus $T$. The restriction homomorphism

$$
S(L)^{-1} H_{T}^{*} X \xrightarrow{S(L)^{-1} \iota^{*}} S(L)^{-1} H_{T}^{*} X^{T(L)}
$$

is an isomorphism, where $\iota: X^{T(L)} \hookrightarrow X$ is the inclusion.
In fact, $S(L)$ may be replaced by a smaller multiplicative set, generated by a finite set of characters depending on $X$.

Taking $L=0$, the theorem says that whenever $S$ contains all nonzero characters, $S^{-1} H_{T}^{*} X \rightarrow S^{-1} H_{T}^{*} X^{T}$ is an isomorphism.

In proving the localization theorem, we will use some fundamental (but nontrivial) facts about torus actions.

Theorem 1.2. Let a torus $T$ act on an algebraic variety $X$.
(1) (Sumihiro) If $X$ is normal, then it is covered by (finitely many) $T$-invariant Zariski open affine sets $U \subseteq X$.
(2) (Alper-Hall-Rydh) For any $X$, there is a T-equivariant affine étale cover $U \rightarrow X$.

References can be found in the Notes at the end of the chapter.
We also use a very easy fact about equivariant cohomology:
Lemma 1.3. Suppose $Y^{\prime} \rightarrow Y$ is a $T$-equivariant map. If $c \in \Lambda$ annihilates $H_{T}^{*} Y$, then it also annihilates $H_{T}^{*} Y^{\prime}$.

More precisely, suppose one has a map of spaces

and cup product by $c \in H^{*} \mathbb{B}$ annihilates $H^{k} Y$. Then $c$ also annihilates $H^{k} Y^{\prime}$.
(This second statement immediate from the functoriality of cohomology, because $H^{*} Y \rightarrow H^{*} Y^{\prime}$ is a homomorphism of $H^{*} \mathbb{B}$-algebras. The first statement follows, by applying the Borel construction.)

Proof of Theorem 1.1. First we treat the case where $X^{T(L)}=\emptyset$, in three steps.

Case 1. Suppose $V$ is an affine space with a linear $T$-action, and $X=V \backslash V^{T(L)}$. We can write

$$
V=\bigoplus_{\chi \in M} V_{\chi}=V^{+} \oplus V^{-}
$$

where $V^{+}$is the sum of $V_{\chi}$ with $\chi \in L$, and $V^{-}$is the sum of $V_{\chi}$ with $\chi \notin L$. Then $V^{+}=V^{T(L)}$ is the fixed locus for $T(L)$. Regarding $X=V \backslash V^{T(L)}$ as the complement of the zero section of a vector bundle over $V^{T(L)}$, it follows from the Gysin sequence that $H_{T}^{*} X=\Lambda /(c)$, where $c=\prod_{\chi \notin L} \chi^{\operatorname{dim} V_{\chi}}$. Since $c \in S(L)$, we have $S(L)^{-1} H_{T}^{*} X=0$. (Note that it suffices to invert the finitely many characters $\chi \notin L$ such that $V_{\chi} \neq 0$.)

Case 2. Next suppose $X$ is any affine variety with $X^{T(L)}=\emptyset$. It is a basic fact about linear algebraic group actions that one can find an equivariant embedding $X \hookrightarrow V$ in an affine space $V$ with linear $T$-action. By the assumption $X^{T(L)}=\emptyset$, we have $X \hookrightarrow V \backslash V^{T(L)}$. Taking $c$ as in the previous case, Lemma 1.3 says that $c$ annihilates $H_{T}^{*} X$, so $S(L)^{-1} H_{T}^{*} X=0$.

Case 3. Now consider any variety $X$ with $X^{T(L)}=\emptyset$. Using Theorem 1.2, we can find a finite cover of $X$ by invariant affines $U_{i} \rightarrow X$. From the previous case, we have elements $c_{i}$ annihilating $H_{T}^{*} U_{i}$, for each $i$. It follows from the Mayer-Vietoris sequence that $c=\prod c_{i}$ annihilates $H_{T}^{*} X$.

For the general case where $X^{T(L)}$ may be nonempty, proving the theorem is equivalent to showing that $S(L)^{-1} H_{T}^{*}\left(X, X^{T(L)}\right)=0$. We will do this by working on approximation spaces.

Choose a principal $T$-bundle $\mathbb{E} \rightarrow \mathbb{B}$ so that

$$
H_{T}^{k}\left(X, X^{T(L)}\right)=H^{k}\left(\mathbb{E} \times^{T} X, \mathbb{E} \times{ }^{T} X^{T(L)}\right)
$$

and let $\mathcal{U}$ be an open neighborhood of $\mathbb{E} X^{T} X^{T(L)}$ in $\mathbb{E} X^{T} X$. By the case where the fixed locus $X^{T(L)}$ is empty, we have an element $c \in H^{*} \mathbb{B}$ which annihilates $H^{k}\left(\left(\mathbb{E} \times^{T} X\right) \backslash\left(\mathbb{E} \times^{T} X^{T(L)}\right)\right)$. From Lemma 1.3, it follows that $c$ also annihilates $H^{k}\left(\mathcal{U} \backslash\left(\mathbb{E} \times^{T} X^{T(L)}\right)\right)$, and therefore it annihilates $H^{k}\left(\left(\mathbb{E} \times^{T} X\right) \backslash\left(\mathbb{E} \times{ }^{T} X^{T(L)}\right), \mathcal{U} \backslash\left(\mathbb{E} \times{ }^{T} X^{T(L)}\right)\right)$, using the
long exact sequence. By tautness and excision, we have

$$
\begin{aligned}
H_{T}^{k}\left(X, X^{T(L)}\right) & =H^{k}\left(\mathbb{E} \times^{T} X, \mathbb{E} \times^{T} X^{T(L)}\right) \\
& =\underset{\mathcal{U}}{\lim } H^{k}\left(\mathbb{E} \times^{T} X, \mathcal{U}\right) \\
& =\underset{\mathcal{U}}{\lim } H^{k}\left(\left(\mathbb{E} \times^{T} X\right) \backslash\left(\mathbb{E} \times^{T} X^{T(L)}\right), \mathcal{U} \backslash\left(\mathbb{E} \times^{T} X^{T(L)}\right)\right),
\end{aligned}
$$

so this group is also annihilated by $c$.
Finally, observe the element $c$ is a product of finitely many characters in $M \backslash L$, and $S(L)$ may be replaced by any multiplicative set containing $c$.

The localization theorem has many consequences. Here is one.
Corollary 1.4. Let $S \subseteq \Lambda$ be the multiplicative set generated by $M \backslash 0$. Suppose $Y \subseteq X$ is a $T$-invariant subvariety, and assume the restriction $H^{*} X^{T} \rightarrow H^{*} Y^{T}$ is surjective. If $\{\alpha\}$ is a set of generators for $H_{T}^{*} X$ as a $\Lambda$-algebra, then their restrictions to $H_{T}^{*} Y$ generate $S^{-1} H_{T}^{*} Y$ as an $S^{-1} \Lambda$ algebra.

A special case of the corollary gives a strong statement about varieties with finitely many attractive fixed points. An isolated fixed point $p \in X^{T}$ is attractive if all the weights in the (Zariski) tangent space $T_{p} X$ lie in an open half-space of $M \otimes \mathbb{R}$; that is, there is some dual vector $\lambda \in(M \otimes \mathbb{R})^{\vee}$ such that $\langle\lambda, \chi\rangle>0$ for all weights $\chi$ on $T_{p} X$.

Corollary 1.5. If $X$ is an irreducible projective variety with finitely many fixed points, all of which are attractive, then the $S^{-1} \Lambda$-algebra $S^{-1} H_{T}^{*} X$ is generated by the equivariant Chern class of an ample line bundle.

This is a direct consequence of the previous corollary, using the following lemma.

Lemma 1.6. Suppose $X$ is an irreducible projective variety, and let $X \hookrightarrow \mathbb{P}^{N}$ be an equivariant embedding. Suppose $p \in X^{T}$ is an attractive fixed point mapping to a connected component $Z \subseteq\left(\mathbb{P}^{N}\right)^{T}$. Then $p$ is the only point of $X$ which maps to $Z$.

Proof. Note that $Z$ is a linear subspace with trivial $T$-action. We need to show $Z \cap X^{T}$ consists of at most one point. If $Z$ is a point, this is obvious, so we may assume $Z$ is positive-dimensional. One can find a hyperplane in $Z$ avoiding any finite collection of points, and any hyperplane in $Z$ may be written as $Z \cap H$, for some $T$-invariant hyperplane $H \subseteq \mathbb{P}^{N}$. By choosing $H$ so that it avoids $Z \cap X^{T}$, we may replace $X$ by the affine variety $U=X \backslash H$.

We have reduced to proving that if an irreducible affine $T$-variety $U$ contains an attractive fixed point $p$, then $U^{T}=\{p\}$. To see this, let $A=\mathscr{O}(U)$ be the coordinate ring, and consider the action of $\mathbb{C}^{*}$ on $T_{p} U$ via $\lambda: \mathbb{C}^{*} \rightarrow T$, where $\langle\lambda, \chi\rangle>0$ for all characters $\chi$ of $T$ acting on $T_{p} U$. Lifting a basis of eigenvectors from $\left(T_{p} U\right)^{\vee}=m_{p} / m_{p}^{2}$ to generators of $\mathfrak{m}_{p}$, we obtain a grading

$$
A=\bigoplus_{d \geq 0} A_{d} .
$$

It follows that $U^{T}$ is defined by the ideal of positive-degree elements, and its coordinate ring is isomorphic to $A_{0}$. Since $A_{0} \subseteq A$ is a subring, it is a domain; since $p$ is an isolated fixed point, it then follows that $A_{0}=\mathbb{C}$, so $U^{T}=\{p\}$ as claimed.

In the situation of Corollary 1.5, if $X$ is also nonsingular, the Białynicki-Birula decomposition (Chapter 5, Theorem 3.2) implies that $H_{T}^{*} X$ is a free $\Lambda$-module, so that it embeds in $S^{-1} H_{T}^{*} X$. This leads to a remarkable and useful property of such varieties:

If $X$ is an irreducible nonsingular projective variety with finitely many attractive fixed points, then the ring structure of $H_{T}^{*} X$ is determined by multiplication by divisors.

This principle applies to standard torus actions on Grassmannians and flag varieties, and more generally, homogeneous spaces $G / P-$ although for most such spaces, $H_{T}^{*} X$ is not generated by divisor classes! Later we will see an alternative, algorithmic proof of this principle for $X=G / P$.

Without the assumption on attractive fixed points, however, the lemma and corollary may fail.

Exercise 1.7. Let $T$ act on $\mathbb{P}^{3}$ by characters $\chi,-\chi, 0,0$, for some nonzero character $\chi$. Using homogeneous coordinates $x, y, z, w$, the quadric hypersurface $X=\left\{x y=z^{2}-w^{2}\right\}$ is $T$-invariant. Check that $X^{T}$ is finite, determine the tangent weights on each fixed point, and show that two fixed points of $X$ lie in the same fixed component of $\mathbb{P}^{3}$. Show that the homomorphism $H_{T}^{*} \mathbb{P}^{3} \rightarrow H_{T}^{*} X$ does not become surjective after tensoring with the fraction field of $\Lambda .{ }^{1}$

## 2. Invariant curves

Much information can be gleaned from the $T$-invariant curves in a variety $X$. In the next section we will see how they determine the image of the restriction homomorphism $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$. First, we will need some notation and basic facts about such curves.

Suppose $T$ acts on $\mathbb{P}^{1}$ by distinct characters $\chi_{1}$ and $\chi_{2}$, so the fixed points are $0=[1,0]$ and $\infty=[0,1]$. Writing $\chi=\chi_{2}-\chi_{1}$, we have seen $T_{0} \mathbb{P}^{1}=\mathbb{C}_{\chi}$ and $T_{\infty} \mathbb{P}^{1}=\mathbb{C}_{-\chi}$.

More generally, if $T$ acts on a nonsingular curve $C$ with two fixed points, $C^{T}=\{p, q\}$, then there is an equivariant isomorphism $C \cong \mathbb{P}^{1}$ sending $p$ to 0 and $q$ to $\infty$. Indeed, for any $x \in C \backslash C^{T}$, the action map

$$
T \rightarrow T \cdot x=T / T_{x}
$$

realizes $C \backslash C^{T}$ as a one-dimensional quotient of $T$. One sees that $C$ is rational; a nonsingular rational curve containing $T / T_{x} \cong \mathbb{C}^{*}$ is either $\mathbb{C}^{*}, \mathbb{A}^{1}$, or $\mathbb{P}^{1}$, and only the latter has two fixed points. Choosing the isomorphism $T / T_{x} \cong \mathbb{C}^{*}$ so that $p=\lim _{z \rightarrow 0} z \cdot x$ defines an equivariant isomorphism $C \rightarrow \mathbb{P}^{1}$, with $p \mapsto 0$ and $q \mapsto \infty$. This also identifies the action map $T \rightarrow T \cdot x \cong \mathbb{C}^{*}$ as a character $\chi$.

There is one other choice of isomorphism, swapping $p$ with $q, z$ with $z^{-1}$, and $\chi$ with $-\chi$. Up to sign, then, the character $\chi$ depends only on the $T$-action on $C$. We will call $\pm \chi$ the character of $T$ acting on C.

Similarly, the character of $T$ acting on any (possibly singular) curve $C$ is defined to be $\pm \chi$ if a choice of isomorphism $T \cdot x \cong \mathbb{C}^{*}$ identifies $T \rightarrow T \cdot x$ with $\chi: T \rightarrow \mathbb{C}^{*}$, for some $x \in C \backslash C^{T}$; and it is defined to be 0 if the action is trivial.

For $T$ acting on a variety $X$, a $T$-curve $C \subseteq X$ is the closure of a one-dimensional $T$-orbit in $X$, so $C=\overline{T \cdot x}$. By choosing $T \cdot x \cong \mathbb{C}^{*}$, each $T$-curve has an associated nonzero character $\pm \chi$.

Example 2.1. Even when the fixed locus $X^{T}$ is finite, there are often infinitely many $T$-curves.

Suppose $T$ acts on $\mathbb{P}^{2}$ by characters $0, \chi, 2 \chi$, for some nonzero character $\chi$. The fixed points are the standard coordinate points $p_{1}=[1,0,0], p_{2}=[0,1,0]$, and $p_{3}=[0,0,1]$. The $T$-curves are the coordinate lines

$$
\begin{aligned}
& \left\{X_{1}=0\right\} \text { with character } \pm \chi, \\
& \left\{X_{2}=0\right\} \text { with character } \pm 2 \chi, \text { and } \\
& \left\{X_{3}=0\right\} \text { with character } \pm \chi,
\end{aligned}
$$

together with the conics

$$
\left\{X_{2}^{2}-\lambda X_{1} X_{3}=0\right\} \text { with character } \pm \chi
$$

for $\lambda \neq 0$.
Invariant curves may be singular. For example, if $T$ acts on $\mathbb{P}^{2}$ via characters $0, a \chi, b \chi$, with $0<a<b$, then the curves defined by $X_{2}^{b}-\lambda X_{1}^{b-a} X_{3}^{a}$ are invariant; these have cuspidal singularities if, for example, $a=1$ and $b \geq 3$.

However, there are limitations on the singularities that can occur.
Example 2.2. Let $C=\mathbb{P}^{1} /(0 \sim \infty)$ be a nodal curve with a nontrivial $T$-action induced from an action on $\mathbb{P}^{1}$. Such a curve cannot occur as a $T$-curve in any nonsingular, or even normal, algebraic variety $X$. This is because Sumihiro's theorem (Theorem 1.2) provides a $T$-invariant affine cover of such an $X$, but there is no $T$-invariant affine neighborhood of the singular point of $C$.

The local structure of $T$-curves on nonsingular varieties can be classified. We will use some terminology for characters and curves. Any nonzero character $\chi \in M$ is uniquely $c \cdot \eta$, where $c$ is a positive integer and $\eta$ is a primitive character-that is, the only expression
$\eta=c^{\prime} \cdot \eta^{\prime}$, with $c^{\prime}$ a positive integer, is $c^{\prime}=1$ and $\eta^{\prime}=\eta$. Writing a character $\chi$ this way, we call $c$ its coefficient and $\eta$ its direction. Two characters $\chi_{1}, \chi_{2}$ are parallel if their directions are the same or opposite, that is, if $\eta_{1}= \pm \eta_{2}$.

Proposition 2.3. Let $T$ act on an $n$-dimensional nonsingular algebraic variety $X$, and let $p \in X^{T}$ be an isolated fixed point, so the tangent weights $\chi_{1}, \ldots, \chi_{n}$ on $T_{p} X$ are all nonzero.
(1) If no two characters at $p$ are parallel, then there are finitely many $T$-curves in $X$ through $p$. In fact, there are $n$ such curves, all nonsingular at $p$, with characters $\chi_{1}, \ldots, \chi_{n}$.
(2) If two characters have the same direction, then there are infinitely many $T$-curves through $p$.
(3) If two characters have opposite directions, then there are infinitely many $T$-curves through any $T$-invariant neighborhood of $p$.

Proof. Using the slice theorem as in Chapter 5, we find a $T$ invariant neighborhood of $p$, equivariantly isomorphic to a neighborhood of $0 \in T_{p} X$, thereby reducing to the case where $p=0$ in $X=\mathbb{C}^{n}$, with $T$ acting via characters $\chi_{1}, \ldots, \chi_{n}$.

If, say, $\chi_{1}$ and $\chi_{2}$ are parallel, Example 2.1 shows that there are infinitely many $T$-curves in the corresponding plane; if $\chi_{1}$ and $\chi_{2}$ also have the same direction, all these curves go through 0 . (More precisely, suppose $\chi_{1}=a \chi$ and $\chi_{2}=b \chi$, with $a$ and $b$ relatively prime, and let $\left(x_{1}, x_{2}\right)$ be coordinates on the plane $\mathbb{C}^{2} \subseteq \mathbb{C}^{n}$ where $T$ acts by $\chi_{1}$ and $\chi_{2}$. If $a, b>0$ then for all $\lambda \neq 0$, the curves $\left\{x_{1}^{b}=\lambda x_{2}^{a}\right\}$ are invariant and pass through 0 . If $a>0>b$, then for all $\lambda \neq 0$, the curves $\left\{x_{1}^{-b} x_{2}^{a}=\lambda\right\}$ are invariant, and by taking $\lambda$ small, they pass arbitrarily close to 0 .) This proves (2) and (3).

For (1), if no two characters are parallel, any point $x \in \mathbb{C}^{n}$ with at least two nonzero coordinates has a $T$-orbit of dimension at least two. So in this case, the only $T$-curves are the $n$ coordinate axes.

Exercise 2.4. Let $X$ be a (possibly singular) variety of dimension $n$, with an isolated fixed point $p \in X^{T}$. Show that the number of
$T$-curves through $p$ is at least $n$. If $X$ has finitely many $T$-curves, but there are more than $n$ through $p$, then $p$ is a singular point.

## 3. Image of the restriction map

Our final aim is to characterize the image of the homomorphism $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$. Throughout this section, we use cohomology with coefficients in a UFD $R$. (Typically one takes $R$ to be $\mathbb{Z}, \mathbb{Q}$, or $\mathbb{F}_{p}$. ) Using the terminology of the previous section, two characters correspond to relatively prime elements of $\Lambda$ if and only if they are non-parallel, and their coefficients are relatively prime in $R$.

Before turning to the general theorems, we consider three illustrative examples. The strongest results will characterize the image of $\iota^{*}$ using the characters of $T$-curves, so let us first consider the case where $X$ itself is a curve.

Example 3.1. Let $T$ act on $\mathbb{P}^{1}$ by distinct characters $\chi_{1}, \chi_{2}$, so the fixed points are $0=[1,0]$ and $\infty=[0,1]$. Writing $\chi=\chi_{2}-\chi_{1}$ for the character of this action, we have $T_{0} \mathbb{P}^{1}=\mathbb{C}_{\chi}$ and $T_{\infty} \mathbb{P}^{1}=\mathbb{C}_{-\chi}$. The image of $H_{T}^{*} \mathbb{P}^{1}$ in $H_{T}^{*}\left(\mathbb{P}^{1}\right)^{T}=\Lambda \oplus \Lambda$ consists of pairs $\left(u_{0}, u_{\infty}\right)$ such that $u_{\infty}-u_{0}$ is divisible by $\chi$.

To see this, recall that $H_{T}^{*} \mathbb{P}^{1}=\Lambda[\zeta] /\left(\zeta+\chi_{1}\right)\left(\zeta+\chi_{2}\right)$ maps to $H_{T}^{*}\left(\mathbb{P}^{1}\right)^{T}=\Lambda \oplus \Lambda$ by $\zeta \mapsto\left(-\chi_{1},-\chi_{2}\right)$. The image satisfies the divisibility condition, because the image of $\zeta$ does. On the other hand, using the basis $\left\{1,[\infty]^{T}\right\}$ for $H_{T}^{*} \mathbb{P}^{1}$, we see the divisibility condition is also sufficient to characterize the image: if $\left(u_{0}, u_{\infty}\right)$ satisfies it, we can write

$$
\begin{aligned}
\left(u_{0}, u_{\infty}\right) & =u_{0} \cdot(1,1)+u_{\infty}^{\prime} \cdot(0, \chi) \\
& =\iota^{*}\left(u_{0} \cdot 1-u_{\infty}^{\prime} \cdot[\infty]^{T}\right),
\end{aligned}
$$

where $u_{\infty}-u_{0}=\chi \cdot u_{\infty}^{\prime}$.
Next, we consider the general case of a projective space with finitely many $T$-curves.

Example 3.2. Let $T$ act on $\mathbb{P}^{n-1}$ by distinct characters $\chi_{1}, \ldots, \chi_{n}$, and for each $i$, assume the $n-1$ characters $\chi_{j}-\chi_{i}($ for $j \neq i)$ are pairwise relatively prime in $\Lambda$. By Proposition 2.3, this means there are finitely many $T$-curves, namely the coordinate lines $C_{i j}$ connecting points $p_{i}$ and $p_{j}$.

Claim. An element $\left(u_{1}, \ldots, u_{n}\right) \in H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T}=\Lambda^{\oplus n}$ belongs to the image of $\iota^{*}: H_{T}^{*} \mathbb{P}^{n-1} \rightarrow H_{T}^{*}\left(\mathbb{P}^{n-1}\right)^{T}$ if and only if $u_{i}-u_{j}$ is divisible by $\chi_{i}-\chi_{j}$ for all $i \neq j$.

First observe that divisibility is necessary. The restriction map factors as

$$
H_{T}^{*} \mathbb{P}^{n-1} \rightarrow H_{T}^{*} C_{i j} \xrightarrow{\iota_{i j}^{*}} \Lambda \oplus \Lambda,
$$

and any $\left(u_{i}, u_{j}\right)$ in the image of $\iota_{i j}^{*}$ must have $u_{i}-u_{j}$ divisible by $\chi_{i}-\chi_{j}$, by the $\mathbb{P}^{1}$ case discussed in Example 3.1.

To see that it is also sufficient, we can proceed inductively. For any $u_{1} \in \Lambda$, the element $\left(u_{1}, \ldots, u_{1}\right)=u_{1} \cdot(1, \ldots, 1)$ is certainly in the image of $\iota^{*}$. To see $\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ is in the image, it suffices to show that $\left(0, u_{2}-u_{1}, \ldots, u_{n}-u_{1}\right)$ is in the image-that is, we may assume the first entry is zero. By the divisibility condition, we can write such an element as $\left(0,\left(\chi_{1}-\chi_{2}\right) v_{2},\left(\chi_{1}-\chi_{3}\right) v_{3}, \ldots,\left(\chi_{1}-\chi_{n}\right) v_{n}\right)$.

The element $\left(\zeta+\chi_{1}\right) v_{2} \in H_{T}^{*} \mathbb{P}^{n-1}$ restricts to

$$
\left(0,\left(\chi_{1}-\chi_{2}\right) v_{2},\left(\chi_{1}-\chi_{3}\right) v_{2}, \ldots\right)
$$

and by subtracting this, we reduce to the case where the first two entries are zero. So it suffices to prove that
$\left(0,0,\left(\chi_{1}-\chi_{3}\right)\left(\chi_{2}-\chi_{3}\right) w_{3},\left(\chi_{1}-\chi_{4}\right)\left(\chi_{2}-\chi_{4}\right) w_{4}, \ldots,\left(\chi_{1}-\chi_{n}\right)\left(\chi_{2}-\chi_{n}\right) w_{n}\right)$
lies in the image. In using the divisibility condition to extract the factors $\left(\chi_{1}-\chi_{i}\right)\left(\chi_{2}-\chi_{i}\right)$, we have used that $R$ (and hence $\Lambda$ ) is a UFD.

Continuing in this way, we reduce to proving that

$$
\left(0, \ldots, 0, \prod_{i=1}^{n-1}\left(\chi_{i}-\chi_{n}\right) z_{n}\right)
$$

lies in the image. By the self-intersection formula, this is the restriction of $z_{n} \cdot \prod_{i=1}^{n-1}\left(\zeta+\chi_{i}\right)=z_{n} \cdot\left[p_{n}\right]^{T} \in H_{T}^{*} \mathbb{P}^{n-1}$ (Chapter 4, §7).

Without the condition that characters be relatively prime-so with infinitely many $T$-curves-the divisibility criterion is more complicated.

Example 3.3. Let $T$ act on $\mathbb{P}^{2}$ by characters $0, \chi, 2 \chi$, where $\chi$ is a primitive (nonzero) character. The image of

$$
\begin{aligned}
H_{T}^{*} \mathbb{P}^{2}=\Lambda[\zeta] / \zeta(\zeta+\chi)(\zeta+2 \chi) & \rightarrow \Lambda^{\oplus 3}=H_{T}^{*}\left(\mathbb{P}^{2}\right)^{T} \\
\zeta & \mapsto(0,-\chi,-2 \chi)
\end{aligned}
$$

is the subring of triples $\left(u_{1}, u_{2}, u_{3}\right)$ such that
(1) $u_{2}-u_{1}$ and $u_{3}-u_{2}$ are divisible by $\chi, u_{3}-u_{1}$ is divisible by $2 \chi$; and
(2) $u_{1}-2 u_{2}+u_{3}$ is divisible by $2 \chi^{2}$.

Necessity of the first condition is just as before, by factoring through $H_{T}^{*} C_{i j}$. Necessity of the second condition follows from the integration formula, as we saw in Chapter 5, Example 2.6. Sufficiency of the conditions is an exercise. ${ }^{2}$

To state and prove the general theorems about the image of the restriction map, we introduce one more piece of notation. An irreducible element $f \in \Lambda$ is an irreducible factor if it is the image of a prime in $\mathbb{Z}$ or a primitive character in $M$ under the canonical homomorphisms $\mathbb{Z} \rightarrow \Lambda$ and $M \rightarrow \Lambda$. (So $f$ has degree 0 or 2.) These are the elements which occur as factors of characters in $\Lambda$.

Given an irreducible factor $f$, we will write $L_{f} \subseteq M$ for the subgroup of characters divisible by $f$, and $T(f)=T\left(L_{f}\right) \subseteq T$ for the corresponding subtorus. If $f=\chi$ is a primitive character in $M$, then $T(f) \subseteq T$ is a subtorus of codimension one; if $f=p$ is a prime in $\mathbb{Z}$, then $T(f) \subseteq T$ is the finite subgroup of all elements of order $p$ (a " $p$-torus"). Note that $X^{T} \subseteq X^{T(f)} \subseteq X$.

The main theorem on the image of the restriction homomorphism gives a characterization in terms of the fixed loci $X^{T(f)}$.

Theorem 3.4 (Chang-Skjelbred). Let T act on a variety $X$, and assume that $H^{*} X^{T}$ is a free $R$-module and $H_{T}^{*} X$ is a free $\Lambda$-module. Then an element
$\alpha \in H_{T}^{*} X^{T}$ lies in the image of $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ if and only if it lies in the image of $H_{T}^{*} X^{T(f)} \rightarrow H_{T}^{*} X^{T}$ for all irreducible factors $f$.

Letting $Z \subseteq X^{T}$ range over connected components, so

$$
H_{T}^{*} X^{T}=\bigoplus_{Z \subseteq X^{T}} \Lambda \otimes_{R} H^{*} Z,
$$

one can write $\alpha=\left(\alpha_{Z}\right)$ as a tuple of elements of $\Lambda \otimes_{R} H^{*} Z$. This is especially useful when the fixed points are isolated, where $\left(\alpha_{Z}\right)$ is just a tuple of polynomials. (See Corollary 4.3.)

Proof. Since $X^{T(f)} \supseteq X^{T}$, the "only if" direction is clear. For the other direction, assume $\alpha \in H_{T}^{*} X^{T}$ lies in the images of all $H_{T}^{*} X^{T(f)}$. Since $S^{-1} H_{T}^{*} X=S^{-1} H_{T}^{*} X^{T}$ for $S \subseteq \Lambda$ generated by all nonzero characters, we can find an element $g \in S$ such that $g \alpha \in H_{T}^{*} X$. Take $g$ to be minimal, so that for any proper divisor $g^{\prime}$ of $g, g^{\prime} \alpha \notin H_{T}^{*} X$. Let $e_{1}, \ldots, e_{r}$ be a basis for $H_{T}^{*} X$ over $\Lambda$, and write $g \alpha=a_{1} e_{1}+\cdots+a_{r} e_{r}$.

Suppose for contradiction that $\alpha$ is not in the image of $H_{T}^{*} X$. Then $g$ is not a unit in $\Lambda$. Let $f$ be an irreducible factor of $g$. By minimality of $g$, some $a_{i}$ is relatively prime to $f$; say this is $a_{1}$.

By the general localization theorem, $S(f)^{-1} H_{T}^{*} X=S(f)^{-1} H_{T}^{*} X^{T(f)}$, where $S(f)$ is the multiplicative set generated by characters not divisible by $f$. So there is an element $\psi_{f} \in S(f)$ so that $\psi_{f} \alpha \in H_{T}^{*} X$. Write $\psi_{f} \alpha=b_{1} e_{1}+\cdots+b_{r} e_{r}$. From the definition of $S(f)$, we know $f$ does not divide $\psi_{f}$. On the other hand, the coefficient of $e_{1}$ in $\left(g \psi_{f}\right) \alpha$ is $\psi_{f} a_{1}=g b_{1}$. Since $f$ divides the right-hand side, we reach a contradiction.

A version of the theorem was first proved by Chang and Skjelbred, using $\mathbb{Q}$ coefficients. In fact, one can relax the requirement that $H_{T}^{*} X$ be a free $\Lambda$-module, as shown in the following exercises. More comments on this story are in the Notes.

Exercise 3.5. Show that one can strengthen the statement of Theorem 3.4, by requiring only that the quotient of $H_{T}^{*} X$ modulo $\Lambda$-torsion is free as a $\Lambda$-module. (In the case where $T=\mathbb{C}^{*}$ and $R$ is a field, this hypothesis holds for any space $X$, since $\Lambda$ is a PID.)

Exercise 3.6. Let $X$ be the nodal curve obtained by identifying the points $0=[1,0]$ and $\infty=[0,1]$ on $\mathbb{P}^{1}$, with a $\mathbb{C}^{*}$ action induced by the action $z \cdot[a, b]=[a, z b]$ on $\mathbb{P}^{1}$. (This was considered in Exercise 5.1 of Chapter 3.) Compute the restriction map $H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}=H_{T}^{*}(p)$, where $p \in X^{T}$ is the node, and verify the conditions of Theorem 3.4, as refined by Exercise 3.5. On the other hand, show that the forgetful map $H_{T}^{*} X \rightarrow H^{*} X$ is not surjective.

Exercise 3.7. Let $X \subseteq \mathbb{P}^{2}$ be the union of the three coordinate lines. (If $X_{1}, X_{2}, X_{3}$ are homogeneous coordinates on $\mathbb{P}^{2}, X$ is defined by the equation $X_{1} X_{2} X_{3}=0$.) Let $T=\mathbb{C}^{*}$, and let $K=S^{1} \subset T$ be the (compact) circle subgroup, so $\Lambda_{T}=\Lambda_{K}=\mathbb{Z}[t]$. Consider the action of $T$ given by $z \cdot\left[x_{1}, x_{2}, x_{3}\right]=\left[z^{2} x_{1}, z x_{2}, x_{3}\right]$, so $X$ is $T$ - and $K$-invariant.

Using the Mayer-Vietoris sequence, compute $H_{T}^{*} X=H_{K}^{*} X$. In particular, show that $H_{T}^{i} X$ is zero for $i>1$ odd, but $H_{T}^{1} X=\mathbb{Z}$. Therefore $t \cdot H_{T}^{1} X=0$, so $H_{T}^{*} X$ is not a free $\Lambda$-module.

On the other hand, $H_{T}^{*} X$ is free modulo $\Lambda$-torsion. Check that the image of $H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}=\Lambda^{\oplus 3}$ is characterized by the condition of Theorem 3.4 (using the refinement from Exercise 3.5). ${ }^{3}$

## 4. The image theorem for nonsingular varieties

Theorem 3.4 describes the image of $H_{T}^{*} X$ as an intersection of $H_{T}^{*} X^{T(f)}$ over all irreducible factors $f$, but in fact it suffices to consider only finitely many fixed loci. When $X$ is nonsingular, further refinements are possible.

Let $\mathscr{S} \subseteq M$ be the (finite) set of all characters occurring as weights on $T_{p} X$, for fixed points $p \in X^{T}$. Given an irreducible factor $f$, take $L_{f} \subseteq M$ to be the subgroup of characters divisible by $f$ (as before). Let $\mathscr{S}_{f}^{+}=\mathscr{S} \cap L_{f}$ be the set of characters which occur as tangent weights and are divisible by $f$, and let $\mathscr{S}_{f}^{-}=\mathscr{S} \backslash \mathscr{S}_{f}^{+}$be those which are not divisible by $f$. Finally, let

$$
T_{f}=\bigcap_{\chi \in \mathscr{S}_{f}^{+}} \operatorname{ker}(\chi) \quad \text { and } \quad X^{f}=X^{T_{f}}
$$

and let $S_{f} \subseteq \Lambda$ be the multiplicative set generated by $\mathscr{S}_{f}^{-}$.

Since $T_{f} \subseteq T$ is a diagonalizable group and $X$ is nonsingular, $X^{f}$ is also nonsingular. In general, $T(f) \subseteq T_{f}, X^{T(f)} \subseteq X^{f}$, and $S(f) \supseteq S_{f}$. If $f$ does not divide any characters occurring at fixed points, then $X^{f}=X^{T}$.

Exercise 4.1. Suppose $X$ is nonsingular. Show that in Theorem 3.4, one can replace $X^{T(f)}$ and $S(f)$ by $X^{f}$ and $S_{f}$, respectively. Furthermore, in the "if" statement of the theorem, it suffices to consider only those $f$ which occur as irreducible factors of tangent weights at fixed points.

When $X$ has finitely many $T$-curves, the sets $X^{f}$ have a more concrete description.

Lemma 4.2. Suppose $X$ is nonsingular, $X^{T}$ is finite, and at each fixed point, the tangent weights are relatively prime, so there are finitely many $T$-curves in $X$. Then $X^{f}$ is the union of all $T$-curves $C$ whose character is divisible by $f$, together with all isolated fixed points $p \in X^{T}$ where no weight of $T_{p} X$ is divisible by $f$.

Proof. We may assume $R=\mathbb{Z}$ and $\operatorname{dim} X>1$. Certainly $X^{f}$ contains this union: $T_{f}$ fixes all $T$-curves whose character $\chi$ is divisible by $f$, because $T_{f} \subseteq \operatorname{ker}(\chi)$ by definition.

For the other direction, we must show that $T$-curves whose characters are not divisible by $f$ are not fixed by $T_{f}$. That is, when $\chi \in \mathscr{S}_{f}^{-}$, the restriction of $\chi$ to $T_{f}$ is nontrivial. Note that $\mathscr{S}_{f}^{-}$is nonempty-since the characters at a given fixed point are pairwise relatively prime, those which are divisible by $f$ form a proper subset $\mathscr{S}_{f}^{+} \subsetneq \mathscr{S}$.

Let $K_{f}$ be the sublattice generated by $\mathscr{S}_{f}^{+}$, so $K_{f} \subseteq L_{f} \subseteq M$, and $M_{f}=M / K_{f}$ is the character group of $T_{f}$. Any character $\chi \in \mathscr{S}_{f}^{-}$ lies in $M \backslash L_{f} \subseteq M \backslash K_{f}$. Its restriction to $T_{f}$ is therefore nonzero, because this is given by the surjection $M \rightarrow M_{f}=M / K_{f}$.

A particularly vivid instance of the image theorem was popularized by Goresky, Kottwitz, and MacPherson.

Corollary 4.3 (GKM). Let $X$ be a nonsingular variety with $X^{T}$ finite, and assume $H_{T}^{*} X$ is free over $\Lambda$. Suppose that for each $p \in X^{T}$, the weights on $T_{p} X$ are relatively prime. Then a tuple

$$
\left(u_{p}\right)_{p \in X^{T}} \in H_{T}^{*} X^{T}
$$

lies in the image of $\iota^{*}: H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$ if and only if for each $T$-curve $C_{p q} \cong \mathbb{P}^{1}$ connecting distinct points $p, q \in X^{T}$, the difference $u_{p}-u_{q}$ is divisible by the character $\pm \chi_{p q}$ of $C_{p q}$.

Proof. The divisibility condition is always necessary: as before, we can factor $l^{*}$ as

and apply the $\mathbb{P}^{1}$ case.
For sufficiency, we will show that the divisibility condition means ( $u_{p}$ ) lifts to $H_{T}^{*} X^{f}$, for each irreducible factor $f$, and apply Theorem 3.4. Using the lemma, $X^{f}$ is the union of $T$-curves whose character is divisible by $f$, together with isolated fixed points. Such $T$-curves are nonsingular and disjoint, so each component must be (1) $C_{p q} \cong \mathbb{P}^{1}$, (2) $C_{p} \cong \mathbb{A}^{1}$, or (3) $C_{\emptyset} \cong \mathbb{C}^{*}$. Now consider the restriction homomorphism $H_{T}^{*} X^{f} \rightarrow H_{T}^{*} X^{T}$, on components of each type. Divisibility guarantees that ( $u_{p}$ ) lifts to each summand $H_{T}^{*} C_{p q}$ of type (1), by the $\mathbb{P}^{1}$ case. Summands of type (2) map isomorphically, $H_{T}^{*} C_{p}=H_{T}^{*} \mathbb{A}^{1} \xrightarrow{\sim} H_{T}^{*}(p)=\Lambda$, so lifting is trivial for such summands. Finally, summands of type (3) map to zero, since $H_{T}^{*} C_{\emptyset}$ is a torsion module.

Putting this together, we see that $\left(u_{p}\right)$ lifts to $H_{T}^{*} X^{f}$, so the corollary follows.

The relatively prime condition on torus weights impies that $X$ has finitely many $T$-curves. In fact, when the coefficients are $R=\mathbb{Q}$ (or any field), having relatively prime weights at all fixed points is


Figure 1. The moment graph for $T=\left(\mathbb{C}^{*}\right)^{4}$ acting on $\operatorname{Gr}\left(2, \mathbb{C}^{4}\right)$, with edges labeled by characters of $T$-curves.
equivalent to having finitely many $T$-curves; such varieties are often called GKM varieties.

The hypothesis of the "GKM" corollary also implies that $\iota^{*}$ is injective, so it gives an appealing characterization of $H_{T}^{*} X$ as tuples of polynomials satisfying divisibility conditions. As we have seen in the last two chapters, this information is often organized into a moment graph: vertices correspond to fixed points $p \in X^{T}$, and edges correspond to $T$-curves $C_{p q}$ for $p \neq q$. Each edge is labelled by the character $\pm \chi_{p q}$ of $C_{p q}$. It is a basic fact from symplectic geometry that the moment graph can be embedded in Euclidean space so that edges with parallel characters embed as parallel lines. We have seen examples of this in the last two chapters.

Example 4.4. Consider $X=G r\left(2, \mathbb{C}^{4}\right)$, with the standard action of $T=\left(\mathbb{C}^{*}\right)^{4}$. The fixed points are $p_{i j}=\left\langle e_{i}, e_{j}\right\rangle$, that is, the coordinate subspaces. We have already computed the weights at fixed points, and this is enough to determine the characters of the $T$-curves. (Half of the 12 edge labels are shown in Figure 1; the remaining labels are determined by parallel edges.)

Inside $X$, we have

$$
\Omega=\left\{E \subseteq \mathbb{C}^{4} \mid \operatorname{dim}\left(E \cap E_{12}\right) \geq 1\right\}=\overline{\Omega^{\circ}}
$$

where $\Omega^{\circ}$ is a neighborhood of $p_{24}$ in $\Omega$. Using columns of a matrix to represent points of $X$,

$$
\Omega^{\circ}=\left[\begin{array}{cc}
* & * \\
1 & 0 \\
0 & * \\
0 & 1
\end{array}\right]
$$

We know that $p_{34} \notin \Omega$, and can see that $p_{24} \in \Omega$ is a nonsingular point with normal character $t_{3}-t_{2}$. These observations show that

$$
\left.[\Omega]^{T}\right|_{p_{34}}=0 \quad \text { and }\left.\quad[\Omega]^{T}\right|_{p_{24}}=t_{3}-t_{2}
$$

The restrictions to all other fixed points are determined by the divisibility condition! (We saw another way to compute in Example 2.7 of Chapter 5.)

Exercise 4.5. Use divisibility to work out all restrictions $\left.[\Omega]^{T}\right|_{p_{i j}}$.
Using the integration formula, divisibility criteria extend to varieties with possibly infinite families of $T$-curves.

Corollary 4.6. Let $X$ be a nonsingular variety, with $T$ acting so that $H_{T}^{*} X$ is a free $\Lambda$-module. For all irreducible factors $f$, assume $X^{f}$ is compact and $H_{T}^{*} X^{f}$ is free over $\Lambda$. Letting $Z \subseteq X^{T}$ range over connected components, an element $\left(\alpha_{Z}\right) \in H_{T}^{*} X^{T}$ lies in the image of $H_{T}^{*} X$ if and only if for all irreducible factors $f$ and all $\beta \in H_{T}^{*} X^{f}$, we have

$$
\sum_{Z \subseteq X^{T}} \frac{\left.\alpha_{Z} \beta\right|_{Z}}{c_{\text {top }}^{T}\left(N_{Z / X^{f}}\right)} \in \Lambda
$$

In fact, it suffices to let $f$ vary over irreducible factors of tangent weights at fixed points in $X^{T}$, and to choose $\beta$ from a $\Lambda$-module basis of $H_{T}^{*} X^{f}$.

Proof. If $\left(\alpha_{Z}\right)$ is the image of $\alpha \in H_{T}^{*} X$, and $\alpha_{f}$ is the restriction of $\alpha$ to $H_{T}^{*} X^{f}$, then by the integration formula, the sum equals $\rho_{*}^{f}\left(\alpha_{f} \cdot \beta\right)$, where $\rho^{f}: X^{f} \rightarrow \mathrm{pt}$ is the projection. Thus the condition is necessary.

To see that the condition is sufficient, suppose it holds for some $f$. We will show that $\left(\alpha_{Z}\right)$ lies in the image of $H_{T}^{*} X^{f} \rightarrow H_{T}^{*} X^{T}$, and conclude by Theorem 3.4.

Let $x_{1}, \ldots, x_{r}$ be a $\Lambda$-module basis for $H_{T}^{*} X^{f}$, with Poincaré dual basis $y_{1}, \ldots, y_{r}$. Choose $S$ so that $S^{-1} H_{T}^{*} X^{f}=S^{-1} H_{T}^{*} X^{T}$, and write $\alpha=\left(\alpha_{Z}\right)=a_{1} x_{1}+\cdots+a_{r} x_{r}$, for some $a_{i} \in S^{-1} \Lambda$. So $\alpha$ lies in $H_{T}^{*} X^{f}$ exactly when all $a_{i}$ lie in $\Lambda$. By Poincaré duality, we know $a_{i}=\rho_{*}^{f}\left(\alpha \cdot y_{i}\right)$, where $\rho_{*}^{f}$ is extended linearly to a homomorphism $S^{-1} H_{T}^{*} X^{f} \rightarrow S^{-1} \Lambda$. By the observation above, this is

$$
a_{i}=\rho_{*}^{f}\left(\alpha \cdot y_{i}\right)=\sum_{Z \subseteq X^{T}} \frac{\left.\alpha_{Z} \cdot y_{i}\right|_{Z}}{c_{\text {top }}^{T}\left(N_{Z / X^{f}}\right)}
$$

which lies in $\Lambda$ by hypothesis.
When $X^{T}$ is finite and the tangent weights at each fixed point are relatively prime, so each $X^{f}$ is a union of $\mathbb{P}^{1 / s}$ and isolated fixed points, we recover the case of the GKM theorem (Corollary 4.3) where all $T$-curves are complete. Here we can take $\beta=1$. For a component $C_{p q} \cong \mathbb{P}^{1}$ of $X^{f}$ where $T$ acts with character $\chi$, the condition of Corollary 4.6 says

$$
\frac{\alpha_{p}}{\chi}+\frac{\alpha_{q}}{-\chi}=\frac{\alpha_{p}-\alpha_{q}}{\chi} \in \Lambda .
$$

That is, $\chi$ divides $\alpha_{p}-\alpha_{q}$.
The description of $H_{T}^{*} \mathbb{P}^{2}$ given in Example 3.3 may be obtained using Corollary 4.6. A similar example is given in the following exercise.

Exercise 4.7. Let $T$ act on $\mathbb{P}^{1}$ by characters $(0, \chi)$ (for nonzero $\chi$ ), and diagonally on $X=\mathbb{P}^{1} \times \mathbb{P}^{1}$. Check that $X^{T}$ consists of the four fixed points $p_{1}=(0,0), p_{2}=(0, \infty), p_{3}=(\infty, 0)$, and $p_{4}=(\infty, \infty)$, but there are infinitely many $T$-curves. Use Corollary 4.6 to compute the image of $H_{T}^{*} X \rightarrow H_{T}^{*} X^{T}$. ${ }^{4}$

## Notes

Topological versions of the main localization theorem can be found in textbooks on transformation groups [Hs75, §III.2], [tD87, §III.3], [AllPup93, §3.1]. A simple proof in this context was given by Brion and Vergne [BriVer97b].

Sumihiro's theorem [Su74, Corollary 2], was refined by Brion to include non-normal quasi-projective varieties [Bri15], and vastly generalized by Alper-Hall-Rydh to the setting of algebraic spaces (and beyond) [AHR20, Theorem 2.4].

Special cases of Corollaries 1.4 and 1.5 appear in [CFKS08, Lemma 4.1.3] and [BCMP16, Remark 5.11].

The image theorem can be phrased quite generally, but less explicitly, in terms of natural exact sequeneces. Chang and Skjelbred proved one of the first theorems of this type [ChSk74, 2.3, 2.4]:

Theorem. Suppose $X$ is equivariantly formal with respect to a $T$-action and $\mathbb{Q}$ coefficients. Let $X_{i}$ be the union of all $T$-orbits of complex dimension at most $i$, so $X_{0}=X^{T}$. Then the sequence

$$
\begin{equation*}
0 \rightarrow H_{T}^{*}(X ; \mathbb{Q}) \rightarrow H_{T}^{*}\left(X_{0} ; \mathbb{Q}\right) \rightarrow H_{T}^{*+1}\left(X_{1}, X_{0} ; \mathbb{Q}\right) \tag{*}
\end{equation*}
$$

is exact.

The last map in ( $*$ ) comes from the long exact sequence of the pair ( $X_{1}, X_{0}$ ), so the theorem says the image of $H_{T}^{*} X$ under the restriction map is equal to that of $H_{T}^{*} X_{1}$; that is, equivariant cohomology of $X$ is determined by equivariant cohomology of one-dimensional orbits (its " 1 -skeleton"). There is no hypothesis on $\operatorname{dim}\left(X_{i}\right)$, so in this form the theorem applies to the situation of infinitely many fixed points or $T$-curves. Our proof of Theorem 3.4 is similar to the one given in [ChSk74].

For a compact nonsingular variety $X$ with the action of an $n$-dimensional torus $T$, and a $T$-equivariant ample line bundle $L$, there is a moment map $\mu_{L}: X \rightarrow \dagger_{\mathbb{R}}^{\vee} \cong \mathbb{R}^{n}$. The Atiyah-Guillemin-Sternberg convexity theorem [At82, GS82] says that the image of the moment map is convex, and its fibers are connected. The fact that the moment graph embeds so that edges are parallel to their labels is a consequence of the convexity theorem, but it also follows from two easier properties of the moment map: (1) if $Y \subseteq X$ is a $T$-invariant subvariety, then $\mu_{\left.L\right|_{Y}}: Y \rightarrow \mathrm{t}_{\mathbb{R}}^{\vee}$ is the restriction of $\mu_{L}$ to $Y$; and (2) the image of the moment map of a $T$-curve is a line segment parallel to its character.

These theorems belong to a more general story about Hamiltonian actions on symplectic manifolds; see [Aud04, §IV.4].

The formulation of the image theorem (Theorem 3.4) in terms of explicit divisibility conditions-at least in the case of finitely many $T$-curves, and
using coefficients in $\mathbb{Q}, \mathbb{R}$, or $\mathbb{C}$-is due to Goresky, Kottwitz, and MacPherson [GKM98, Theorems 1.2.2 and 7.2]. The idea of encoding equivariant cohomology in a moment graph also appears in this paper. (As the authors note, the Euclidean embedding of the moment graph is not necessarily a graph embedding, since edges may cross or overlap.)

The idea of exploiting exactness of the sequence (*) to describe equivariant cohomology in terms of fixed points can be traced to work of Atiyah in K-theory [At74, Lecture 7] and Bredon in cohomology [Bre74, Main Lemma]. For an $n$-dimensional torus, Bredon proves exactness of the longer sequence

$$
\begin{equation*}
0 \rightarrow H_{T}^{*}(X) \rightarrow H_{T}^{*}\left(X_{0}\right) \rightarrow H_{T}^{*+1}\left(X_{1}, X_{0}\right) \rightarrow \cdots \rightarrow H_{T}^{*+n}\left(X_{n}, X_{n-1}\right) \rightarrow 0, \tag{**}
\end{equation*}
$$

again using $\mathbb{Q}$ coefficients.
Franz and Puppe have carried out a detailed study of the role of equivariant formality in localization theorems, emphasizing the "Atiyah-Bredon sequence" $(* *)$ [FrPu07, FrPu11]. They give extensions of the Chang-Skjelbred theorem to allow integer coefficients, as well as weaker conditions which imply partial exactness of the sequence ( $* *$ ).

A version of Corollary 4.6 was proved by Evain [Ev07], developing ideas of Brion. Some variations are discussed by Braden, Chen, and Sottile [BCS08, §5.C].

We thank Volker Puppe for explaining the history of these ideas.

## Hints for exercises

${ }^{1}$ In the patch $\mathbb{A}^{3}=\{w \neq 0\} \subseteq \mathbb{P}^{3}, X$ is given by $\left\{x y=z^{2}-1\right\}$. The torus fixes the $z$-axis of $\mathbb{A}^{3}$. The fixed points of $X$ are $(0,0, \pm 1)$ in this patch.
${ }^{2}$ Imitate the argument from Example 3.2, noting that an element of the form $\left(0,0, w_{3}\right)$ which satisfies the second divisibility condition must have $w$ divisible by $2 \chi^{2}$, so $\left(0,0, w_{3}\right)$ is a multiple of the point class $\left[p_{3}\right]^{T}$.
${ }^{3} H_{T}^{*} X \cong \Lambda[x, y, z, \alpha] / I$, where $\alpha$ has degree 1 and the other variables have degree 2 , and $I$ is generated by

$$
\alpha^{2}, x+y+z-t, x y, x z, y z, x^{2}-t x, y^{2}-t y, z^{2}-t z, x \alpha, y \alpha, z \alpha .
$$

The groups are $H_{T}^{0} X=\mathbb{Z}, H_{T}^{1} X=\mathbb{Z}, H_{T}^{2 i} X=\mathbb{Z}^{3}$, and $H_{T}^{2 i+1} X=0$ (for $i>0$ ). They can be computed via the Mayer-Vietoris sequence for two $K$-invariant open sets.

This forces most of the relations in the ring; to see $x+y+z=t$, use restriction to fixed points.
${ }^{4}$ The image consists of tuples $\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ such that

$$
u_{1}-u_{2}, u_{1}-u_{3}, u_{2}-u_{4}, \text { and } u_{3}-u_{4}
$$

are divisible by $\chi$, and

$$
u_{1}-u_{3}+u_{2}-u_{4}
$$

is divisible by $\chi^{2}$.

## CHAPTER 8

## Toric varieties

Toric varieties provide a rich source of examples of equivariant geometry. In this chapter, we will describe the equivariant cohomology of a complete nonsingular toric variety. There are many ways to present this ring, and we will see several of them. With finitely many fixed points and invariant curves, one can apply the "GKM" package developed in the last chapter to obtain one such description.

## 1. Equivariant geometry of toric varieties

We begin by quickly reviewing some basic notions; references are given at the end of the chapter.

Let $T$ be an $n$-dimensional torus with character group $M$, and let $N=\operatorname{Hom}_{\mathbb{Z}}(M, \mathbb{Z})$ be the dual lattice, with pairing denoted $\langle$,$\rangle .$ A complete nonsingular toric variety $X=X(\Sigma)$ corresponds to a complete nonsingular fan $\Sigma$. This means $\Sigma$ is a collection of convex polyhedral cones $\sigma$ in the vector space $N_{\mathbb{R}}=N \otimes_{\mathbb{Z}} \mathbb{R}$ such that any two cones meet along a face of each; each cone must be generated by part of a basis for $N$ (so $\Sigma$ is nonsingular), and the union of the cones is all of $N_{\mathbb{R}}$ (so $\Sigma$ is complete).

For any convex cone $\sigma \subseteq N_{\mathbb{R}}$, the dual cone in $M_{\mathbb{R}}$ is

$$
\sigma^{\vee}=\left\{u \in M_{\mathbb{R}} \mid\langle u, v\rangle \geq 0 \text { for all } v \in \sigma\right\}
$$

Intersecting with the lattice, one obtains a semigroup $\sigma^{\vee} \cap M$, with corresponding semigroup algebra $\mathbb{C}\left[\sigma^{\vee} \cap M\right]$. For any $u \in M$, we will write $\mathrm{e}^{u} \in \mathbb{C}[M]$ for the corresponding element of the semigroup algebra.

The toric variety $X$ is covered by $T$-invariant open affine sets $U_{\sigma}=\operatorname{Spec} \mathbb{C}\left[\sigma^{\vee} \cap M\right]$. In fact, $U_{\sigma} \cong \mathbb{C}^{k} \times\left(\mathbb{C}^{*}\right)^{n-k}$, where $k=\operatorname{dim} \sigma$. The affines $U_{\sigma}$ for $n$-dimensional (maximal) cones $\sigma$ suffice to cover $X$.

At the other extreme, $U_{\{0\}}=\operatorname{Spec} \mathbb{C}[M]=T$. In general, intersection of cones corresponds to intersection of open sets: $U_{\sigma} \cap U_{\tau}=U_{\sigma \cap \tau}$.

Each cone $\tau$ of the fan $\Sigma$ also determines a closed $T$-invariant subvariety $V(\tau) \subseteq X$. This is again nonsingular, and its codimension in $X$ is the dimension of $\tau$. On open affines, it is given by

$$
V(\tau) \cap U_{\sigma}=\operatorname{Spec} \mathbb{C}\left[\tau^{\perp} \cap \sigma^{\vee} \cap M\right]
$$

with the containment in $U_{\sigma}$ given by

$$
\begin{aligned}
\mathbb{C}\left[\sigma^{\vee} \cap M\right] & \rightarrow \mathbb{C}\left[\tau^{\perp} \cap \sigma^{\vee} \cap M\right], \\
\mathrm{e}^{u} & \mapsto \begin{cases}\mathrm{e}^{u} & \text { if } u \in \tau^{\perp} ; \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

(This is a homomorphism, because $\tau^{\perp} \cap \sigma^{\vee}$ is a face of $\sigma^{\vee}$.) Thus $V(\tau)$ is a nonsingular toric variety, for the torus with character group $\tau^{\perp} \cap M$ (a quotient of $T$ ); it corresponds to a fan in $N / N_{\tau}$, where $N_{\tau}$ is the sublattice generated by $\tau$.

The $V(\tau)$ are all the $T$-invariant subvarieties of $X$. In particular, the $T$-fixed points are $p_{\sigma}=V(\sigma)$ for maximal cones $\sigma$ (so $\operatorname{dim} \sigma=n$ ). The invariant curves are $V(\tau)$ for cones $\tau$ of dimension $n-1$. Each such $\tau$ lies in exactly two maximal cones, with $\tau=\sigma \cap \sigma^{\prime}$, and the corresponding invariant curve $V(\tau)$ is isomorphic to $\mathbb{P}^{1}$, with $V(\tau)^{T}=\left\{p_{\sigma}, p_{\sigma^{\prime}}\right\}$.

A toric variety $X$ is projective if and only if there is a lattice polytope $P \subseteq M_{\mathbb{R}}$ such that $\Sigma$ is the (inward) normal fan to $P$. (A polytope in $M_{\mathbb{R}}$ is the convex hull of finitely many points. A lattice polytope is one whose vertices are in M.) More precisely, for each face $F$ of $P$, the corresponding cone in $\Sigma$ is

$$
\sigma_{F}=\left\{v \mid\left\langle u^{\prime}, v\right\rangle \geq\langle u, v\rangle \text { for all } u^{\prime} \in P, u \in F\right\} .
$$

This correspondence reverses dimensions and inclusions: $\operatorname{dim} \sigma_{F}=$ $\operatorname{codim} F$, and $\sigma_{F} \subseteq \sigma_{F}$ iff $F \supseteq F^{\prime}$. The normal fan to $P$ is nonsingular if and only if $P$ is simple: at each vertex of $P$, the primitive lattice vectors along incident edges form a basis for $M$.
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Figure 1. Polytope and fan for $X=\mathbb{P}^{2}$
Example. Let $e_{1}, \ldots, e_{n}$ be a basis for $M \cong \mathbb{Z}^{n}$. For the standard $n$ dimensional simplex, with vertices at $0, e_{1}, \ldots, e_{n}$, the corresponding toric variety is $\mathbb{P}^{n}$. (See Figure 1.) The $n$-dimensional cube, with vertices at $\pm e_{1}, \ldots, \pm e_{n}$, corresponds to $\left(\mathbb{P}^{1}\right)^{n}$.

## 2. Cohomology rings

Suppose $X=X(\Sigma)$ is projective, with $P$ a polytope whose normal fan is $\Sigma$. Choosing a general vector $v \in N_{\mathbb{R}}$, one obtains an ordering of the vertices $u_{1}, \ldots, u_{s}$ by $\left\langle u_{1}, v\right\rangle<\cdots<\left\langle u_{s}, v\right\rangle$. Via the correspondence between faces of $P$ and cones of $\Sigma$, we get an ordering of maximal cones, $\sigma_{1}, \ldots, \sigma_{s}$. For $1 \leq i \leq s$, let

$$
\tau_{i}=\bigcap_{\substack{j>i \\ \operatorname{dim}\left(\sigma_{j} \cap \sigma_{i}\right)=n-1}} \sigma_{i} \cap \sigma_{j},
$$

so $\tau_{1}=\{0\}$, $\tau_{s}=\sigma_{s}$, and generally $\tau_{p} \subseteq \tau_{q}$ implies $p \leq q$. Such an ordering of cones is called a shelling of the fan.

A shelling gives a cellular decomposition of $X$, with the closures of cells being $V\left(\tau_{1}\right), \ldots, V\left(\tau_{s}\right)$. It follows that the classes

$$
\left[V\left(\tau_{1}\right)\right], \ldots,\left[V\left(\tau_{s}\right)\right]
$$

forms a basis for $H^{*} X$ (over $\mathbb{Z}$ ), and the corresponding equivariant classes $\left[V\left(\tau_{1}\right)\right]^{T}, \ldots,\left[V\left(\tau_{s}\right)\right]^{T}$ form a basis for $H_{T}^{*} X$ over $\Lambda=\Lambda_{T}$.

If $X$ is not projective, by subdividing cones one can always find a refinement $\Sigma^{\prime}$ of $\Sigma$, giving a surjective birational $T$-equivariant morphism $\pi: X^{\prime} \rightarrow X$, with $X^{\prime}=X\left(\Sigma^{\prime}\right)$ projective and nonsingular.

Under $\pi$, a subvariety $V\left(\tau^{\prime}\right)$ maps onto $V(\tau)$, where $\tau$ is the smallest cone of $\Sigma$ containing $\tau$. The map $V\left(\tau^{\prime}\right) \rightarrow V(\tau)$ is birational if $\operatorname{dim} \tau^{\prime}=\operatorname{dim} \tau$.

The composition $\pi_{*} \circ \pi^{*}$ is the identity on $H^{*} X$ and on $H_{T}^{*} X$ (e.g., by the projection formula), and it follows that $\pi^{*}$ is injective and $\pi_{*}$ is surjective. This also shows:

Proposition. For any complete nonsingular toric variety $X$, the cohomology ring $H^{*} X$ is generated by classes $[V(\tau)]$ as a $\mathbb{Z}$-module, and $H_{T}^{*} X$ is generated by $[V(\tau)]^{T}$ as a $\Lambda$-module. There is an isomorphism $H_{T}^{*} X \otimes_{\Lambda} \mathbb{Z} \xrightarrow{\sim} H^{*} X$.

In the next section, we will see that $H^{*} X$ and $H_{T}^{*} X$ are always free of rank $s$, the number of maximal cones. Unlike the projective case, however, we don't know if the cohomology always has a basis of classes of invariant varieties.

Let $D_{1}, \ldots, D_{d}$ be the $T$-invariant divisors, with $D_{i}=V\left(\rho_{i}\right)$ for rays $\rho_{1}, \ldots, \rho_{d}$ of $\Sigma$. Let $v_{i} \in N$ be the minimal generator of the ray $\rho_{i}$. For $u \in M$, the element $\mathrm{e}^{u} \in \mathbb{C}[M]$ determines a rational function on $X$. The corresponding divisor is

$$
\operatorname{div}\left(\mathrm{e}^{u}\right)=\sum\left\langle u, v_{i}\right\rangle D_{i}
$$

Equivariantly, $\mathrm{e}^{u}$ is a rational section of the (topologically trivial) line bundle $L_{u}$ with character $u$, so we have a relation

$$
u=c_{1}^{T}\left(L_{u}\right)=\left[\operatorname{div}\left(\mathrm{e}^{u}\right)\right]^{T}=\sum\left\langle u, v_{i}\right\rangle\left[D_{i}\right]^{T}
$$

in $H_{T}^{2} X$.
If two cones $\sigma$ and $\tau$ span a cone $\gamma$, then $V(\sigma) \cap V(\tau)=V(\gamma)$. If $\operatorname{dim} \gamma=\operatorname{dim} \sigma+\operatorname{dim} \tau$, the intersection is transverse, so

$$
[V(\sigma)]^{T} \cdot[V(\tau)]^{T}=[V(\gamma)]^{T}
$$

in $H_{T}^{*}$. If $\sigma$ and $\tau$ are not contained in a common cone of $\Sigma$, then $V(\sigma) \cap V(\tau)=\emptyset$, and in this case $[V(\sigma)]^{T} \cdot[V(\tau)]^{T}=0$. In particular, given distinct rays $\rho_{i_{1}}, \ldots, \rho_{i_{r}}$, we have

$$
\left[D_{i_{1}}\right]^{T} \cdots\left[D_{i_{r}}\right]^{T}=[V(\tau)]^{T}
$$

if the rays span a cone $\tau$ of $\Sigma$, and the product is zero otherwise. (The same is true for non-equivariant products.)

## 3. The Stanley-Reisner ring

Let $X_{1}, \ldots, X_{d}$ be variables, one for each ray of $\Sigma$. In the polynomial ring $\mathbb{Z}[X]=\mathbb{Z}\left[X_{1}, \ldots, X_{d}\right]$, we have two ideals:

- $I$ is generated by all monomials $X_{i_{1}} \cdots X_{i_{r}}$ such that the corresponding rays $\rho_{i_{1}}, \ldots, \rho_{i_{r}}$ do not span a cone.
- $J$ is generated by all elements $\sum\left\langle u, v_{i}\right\rangle X_{i}$, ranging over all $u \in M$.

To generate $I \subseteq \mathbb{Z}[X]$, it suffices to consider minimal sets of rays not spanning a cone (so any proper subset does span a cone). To generate $J \subseteq \mathbb{Z}[X]$, it suffices to let $u$ run over a basis for $M$. The ring $\mathbb{Z}[X] / I$ is called the Stanley-Reisner ring of $\Sigma$.

We have a homomorphism

$$
\begin{equation*}
\mathbb{Z}[X] /(I+J) \rightarrow H^{*} X, \tag{*}
\end{equation*}
$$

given by $X_{i} \mapsto\left[D_{i}\right]$. Indeed, we have seen that $I$ and $J$ map to zero, so the homomorphism is well-defined. It is surjective, because $[V(\tau)]=\left[D_{i_{1}}\right] \cdots\left[D_{i_{r}}\right]$, where $\rho_{i_{1}}, \ldots, \rho_{i_{r}}$ are the rays spanning $\tau$. In fact, $(*)$ is an isomorphism, and we will deduce this from the corresponding equivariant statement.

Turning to equivariant cohomology, in $\Lambda[X]=\Lambda\left[X_{1}, \ldots, X_{d}\right]$ again we have two ideals:

- $I^{\prime}$ has the same generators as $I$, all monomials $X_{i_{1}} \cdots X_{i_{r}}$ such that the corresponding rays $\rho_{i_{1}}, \ldots, \rho_{i_{r}}$ do not span a cone.
- $J^{\prime}$ is generated by elements $u-\sum\left\langle u, v_{i}\right\rangle X_{i}$, ranging over all $u$ in $M$ (or a basis for $M$ ).
We have a homomorphism

$$
\begin{equation*}
\Lambda[X] /\left(I^{\prime}+J^{\prime}\right) \rightarrow H_{T}^{*} X \tag{T}
\end{equation*}
$$

by $X_{i} \mapsto\left[D_{i}\right]^{T}$. Again, we have seen that $I^{\prime}$ and $J^{\prime}$ map to zero, so the homomorphism is well-defined; it is surjective for similar reasons. We will prove that it is an isomorphism.

Theorem 3.1. The homomorphisms ( $*$ ) and ( $*_{T}$ ) are isomorphisms, presenting the cohomology rings as

$$
H^{*} X \cong \mathbb{Z}[X] /(I+J) \quad \text { and } \quad H_{T}^{*} X \cong \Lambda[X] /\left(I^{\prime}+J^{\prime}\right)
$$

This identifies the equivariant cohomology of $X=X(\Sigma)$ with the Stanley-Reisner ring of $\Sigma$, thanks to the following simple lemma.

Lemma 3.2. The canonical homomorphism

$$
\mathbb{Z}[X] / I \rightarrow \Lambda[X] /\left(I^{\prime}+J^{\prime}\right)
$$

is an isomorphism.
Proof. Let $u_{1}, \ldots, u_{n}$ be a basis for $M$. Since $\Lambda=\mathbb{Z}\left[u_{1}, \ldots, u_{n}\right]$, the elements

$$
u_{1}-\sum_{i}\left\langle u_{1}, v_{i}\right\rangle X_{i}, \ldots, u_{n}-\sum_{i}\left\langle u_{n}, v_{i}\right\rangle X_{i}
$$

form a regular sequence in $\Lambda[X]$ and generate $J^{\prime}$, with quotient $\Lambda[X] / J^{\prime} \cong \mathbb{Z}[X]$. Since $I^{\prime}=I \cdot \Lambda[X]$ by definition, we have the asserted isomorphism.

There are several ways to prove the theorem. We will construct a complex which is useful for studying general toric varieties, including singular or non-compact ones, and use this complex to give an algebraic argument that $\mathbb{Z}[X] / I$ is a free $\Lambda$-module. (Another proof, based on the GKM picture, is indicated in Exercise 4.1 below.)

For each cone $\tau$, let $v_{i_{1}}, \ldots, v_{i_{k}}$ be its minimal generators, and set

$$
\mathbb{Z}[\tau]:=\mathbb{Z}\left[X_{i_{1}}, \ldots, X_{i_{k}}\right]=\mathbb{Z}[X] /\left(X_{j} \mid v_{j} \notin \tau\right)
$$

We consider this both as a $\mathbb{Z}$-module, and as a $(\mathbb{Z}[X] / I)$-module. For each face $\gamma$ of $\tau$, there is a canonical surjection $\mathbb{Z}[\tau] \rightarrow \mathbb{Z}[\gamma]$.

Next, we set

$$
C_{k}=\bigoplus_{\operatorname{dim} \tau=k} \mathbb{Z}[\tau]
$$

and define a homomorphism $d_{k}: C_{k} \rightarrow C_{k-1}$ which maps $\mathbb{Z}[\tau]$ to the sum of $\mathbb{Z}[\gamma]$ over facets $\gamma \subseteq \tau$. More precisely, let $v_{i_{1}}, \ldots, v_{i_{k}}$ be the generators of $\tau$, ordered so that $i_{1}<\cdots<i_{k}$, and let $\gamma$ be generated by $v_{i_{1}}, \ldots, \widehat{v_{i_{p}}}, \ldots, v_{i_{k}}$. Then $d_{k}$ is $(-1)^{p}$ times the canonical surjection
$\mathbb{Z}[\tau] \rightarrow \mathbb{Z}[\gamma]$. This defines a complex resolving the Stanley-Reisner ring.

Lemma 3.3. We have an exact sequence of $\mathbb{Z}[X] / I$-modules

$$
C_{\bullet}: \quad 0 \rightarrow \mathbb{Z}[X] / I \rightarrow C_{n} \xrightarrow{d_{n}} C_{n-1} \xrightarrow{d_{n-1}} \cdots \xrightarrow{d_{1}} C_{0} \rightarrow 0 .
$$

Proof. Consider $\mathbb{Z}[X]$ as a multigraded ring, graded by $\mathbb{N}^{d}$, so it decomposes into a direct sum with one graded piece for each monomial $X_{1}^{m_{1}} \cdots X_{d}^{m_{d}}$. The map $d_{k}$ is a homomorphism of graded modules over $\mathbb{Z}[X]$, so we may analyze the complex $C$ • by graded pieces.

Fix a monomial $X_{1}^{m_{1}} \cdots X_{d}^{m_{d}}$. Every term of $C \bullet$ vanishes unless the set of $v_{i}$ with $m_{i}>0$ spans a cone $\gamma$ in $\Sigma$. In this case, each $C_{k}$ contributes one copy of $\mathbb{Z}$ for each $\tau$ that contains $\gamma$. The resulting complex is the one computing the reduced homology of a simplicial spehere in $N / N_{\gamma}$, so it is exact.

The composition $\Lambda \rightarrow \Lambda[X] \rightarrow \mathbb{Z}[X] / I$ takes $u \in M$ to $\sum\left\langle u, v_{i}\right\rangle X_{i}$. With this $\Lambda$-module structure, it follows that the complex $C_{\bullet}$ is an exact sequence of $\Lambda$-modules.

Proposition 3.4. The Stanley-Reisner ring $\mathbb{Z}[X] / I \cong \Lambda[X] /\left(I^{\prime}+J^{\prime}\right)$ is free over $\Lambda$, of rank $s=\#($ maximal cones $)$.

Proof. Given a $k$-dimensional cone $\tau$ with primitive generators $v_{i_{1}}, \ldots, v_{i_{k}}$, choose any vectors $z_{k+1}, \ldots, z_{n}$ to complete a basis of $N$. Let $u_{1}, \ldots, u_{n}$ be the dual basis of $M$. Then $\mathbb{Z}[\tau] \cong \Lambda /\left(u_{k+1}, \ldots, u_{n}\right)$ as $\Lambda$-modules, so the projective dimension of $C_{k}$ is $\mathrm{pd}_{\Lambda} C_{k}=n-k$. By induction, it follows that

$$
\operatorname{pd}_{\Lambda}\left(\operatorname{ker}\left(C_{k} \rightarrow C_{k-1}\right)\right) \leq n-k
$$

and in particular, $\operatorname{pd}_{\Lambda} \mathbb{Z}[X] / I=0$. So $\mathbb{Z}[X] / I$ is a projective $\Lambda$ module, and by the (easy) graded version of the Quillen-Suslin theorem, $\mathbb{Z}[X] / I$ is free.

Finally, consider the beginning of the complex $C_{\bullet}$ :

$$
0 \rightarrow \mathbb{Z}[X] / I \rightarrow C_{n} \rightarrow C_{n-1} .
$$

We know $C_{n}$ is free over $\Lambda$ on $s$ generator, since $\mathbb{Z}[\sigma] \cong \Lambda$ for $n$ dimensional cones, and $C_{n-1}$ is a torsion $\Lambda$-module. It follows that $\mathbb{Z}[X] / I$ is a free $\Lambda$-module of rank $s$.

Now we complete the proof of the theorem.
Proof of Theorem 3.1. Consider the diagram

where $\varphi$ maps $\mathbb{Z}[\sigma]$ isomorphically to $H_{T}^{*}\left(p_{\sigma}\right)$, as follows. For each such maximal cone $\sigma$, suppose $v_{i_{1}}, \ldots, v_{i_{n}}$ are the primitive vectors spanning $\sigma$, and let $u_{1}(\sigma), \ldots, u_{n}(\sigma)$ be the dual basis for $M$. Using $\mathbb{Z}[\sigma]=\mathbb{Z}\left[X_{i_{1}}, \ldots, X_{i_{n}}\right]$, the map $\varphi$ is given by the isomorphisms

$$
\mathbb{Z}\left[X_{i_{1}}, \ldots, X_{i_{n}}\right] \rightarrow \Lambda
$$

sending $X_{i_{j}} \mapsto u_{j}(\sigma)$.
The left vertical arrow is the composition

$$
\mathbb{Z}[X] / I \rightarrow \Lambda[X] /\left(I^{\prime}+J^{\prime}\right) \rightarrow H_{T}^{*} X
$$

taking $X_{i}$ to $\left[D_{i}\right]^{T}$ for each $i$. We identify this with the homomorphism ( ${ }^{*} T$ ).

The diagram commutes, because the restriction $H_{T}^{*} X \rightarrow H_{T}^{*}\left(p_{\sigma}\right)$ factors through $H_{T}^{*} U_{\sigma}$, and $U_{\sigma} \cong \mathbb{C}^{n}$ with $T$ acting by weights $u_{1}(\sigma), \ldots, u_{n}(\sigma)$. For any $1 \leq i \leq d$, if $v_{i} \in \sigma$, say $i=i_{j}$, then [ $\left.D_{i}\right]^{T}$ restricts to $u_{j}(\sigma)$. (Indeed, $D_{i} \cap U_{\sigma}$ is defined by the equation $\left\{\mathrm{e}^{u_{j}(\sigma)}=0\right\}$, so its equivariant class restricts to $c_{1}^{T}\left(\mathbb{C}_{u_{j}(\sigma)}\right)=u_{j}(\sigma)$.) On the other hand, if $v_{i} \notin \sigma$, then $D_{i} \cap U_{\sigma}=\emptyset$, so $\left[D_{i}\right]^{T} \mapsto 0$ in $H_{T}^{*}\left(p_{\sigma}\right)$.

Since $\mathbb{Z}[X] / I \rightarrow C_{n}$ is injective, and $\varphi$ is an isomorphism, it follows that the left vertical arrow is injective. Identifying this map with $\left({ }_{T}\right)$, we have already seen that it is surjective. We conclude that $\mathbb{Z}[X] / I \cong \Lambda[X] /\left(I^{\prime}+J^{\prime}\right) \cong H_{T}^{*} X$.

Using $\mathbb{Z} \cong \Lambda / M \Lambda$, we have

$$
\left(\Lambda[X] /\left(I^{\prime}+J^{\prime}\right)\right) \otimes_{\Lambda} \mathbb{Z}=\mathbb{Z}[X] /(I+J)
$$

and similarly $H_{T}^{*} X \otimes_{\Lambda} \mathbb{Z} \xrightarrow{\sim} H^{*} X$, so the non-equivariant presentation (*) follows.

The complex $C$. leads quickly to combinatorial results in convex geometry. For $0 \leq i \leq n$, let $a_{i}$ be the number of cones of dimension $i$ in $\Sigma$. (So $a_{0}=1$ and $a_{n}=s$.) Considering the Stanley-Reisner ring as a usual (singly) graded ring, its Hilbert series is defined as

$$
H(\mathbb{Z}[X] / I, t)=\sum_{m=0}^{\infty} \operatorname{rk}_{\mathbb{Z}}(\mathbb{Z}[X] / I)_{m} t^{m}
$$

Using additivity of Hilbert series with respect to exact sequences, together with the fact that $\mathbb{Z}[\tau]$ is a polynomial ring on $k$ variables whenever $\operatorname{dim} \tau=k$, we obtain the following formula.

Corollary 3.5. We have

$$
H(\mathbb{Z}[X] / I, t)=\sum_{i=0}^{n} \frac{(-1)^{n-i} a_{i}}{(1-t)^{i}}=\frac{P(t)}{(1-t)^{n}} .
$$

where $p(t)=a_{n}-(1-t) a_{n-1}+(1-t)^{2} a_{n-2}-\cdots+(-1)^{n}(1-t)^{n} a_{0}$.
The ideal $J \subset \mathbb{Z}[X]$ is generated by elements of degree 1 , which form a regular sequence in $\mathbb{Z}[X] / I$. It follows that $P(t)$ is the Hilbert series of $\mathbb{Z}[X] /(I+J)$.

Corollary 3.6. We have

$$
\begin{aligned}
p(t) & =\sum_{i=0}^{n}(-1)^{i}(1-t)^{i} a_{n-i} \\
& =\sum_{m=0}^{\infty} \operatorname{rk}_{\mathbb{Z}}(\mathbb{Z}[X] /(I+J))_{m} t^{m} \\
& =\sum_{m=0}^{2 n} \operatorname{rk}_{\mathbb{Z}}\left(H^{2 m} X\right) t^{m}
\end{aligned}
$$

Since $H^{\text {odd }} X=0$, one obtains the Poincaré polynomial of $X$ by substituting $t=q^{2}$ in $p$. In particular, setting $q=-1$, so $t=1$, the Euler characteristic of $X$ is $a_{n}$, the number of $n$-dimensional cones, as we have already seen.

Poincaré duality for the complete nonsingular variety $X$ implies

$$
t^{n} p\left(t^{-1}\right)=p(t)
$$

and this encodes nontrivial relations among the numbers $a_{i}$. The classical case is when $X$ is projective, and $\Sigma$ is the normal fan to a simple polytope $P$. We have

$$
a_{i}=f_{n-i}:=\#(i \text {-dimensional faces of } P)
$$

The $h$-numbers of $P$ are defined by writing $p(t)=\sum h_{k} t^{k}$, so

$$
h_{k}=\sum_{i=k}^{n}(-1)^{i-k}\binom{i}{k} f_{n-i-1}
$$

where $f_{-1}=1$ by convention. The identities $h_{k}=h_{n-k}$ express the Dehn-Sommerville relations for $P$.

## 4. Other presentations

Using an alternative description of $\mathbb{Z}[X] / I$ and the localization theorems of Chapter 7, one can give another proof of Theorem 3.1. For any cone $\tau \subset N_{\mathbb{R}}$, one has the sublattice $N_{\tau} \subseteq N$ spanned by $\tau$, with corresponding quotient lattice $M \rightarrow M_{\tau}$. For $\gamma \subseteq \tau$, there is a corresponding projection $M_{\tau} \rightarrow M_{\gamma}$. We will write $\left.f \mapsto f\right|_{\gamma}$ for the corresponding map $\operatorname{Sym}^{*} M_{\tau} \rightarrow \operatorname{Sym}^{*} M_{\gamma}$. For any rational polyhedral fan $\Sigma$ in $N$, the ring of piecewise polynomial functions with respect to $\Sigma$ is

$$
P P^{*}(\Sigma)=\left\{\left(f_{\tau}\right)_{\tau \in \Sigma} \mid f_{\tau} \in \operatorname{Sym}_{\mathbb{Z}}^{*} M_{\tau}, \text { and }\left.f_{\tau}\right|_{\gamma}=f_{\gamma} \text { for all } \gamma \subseteq \tau\right\}
$$

When $\Sigma$ is a complete fan, $P P^{*}(\Sigma)$ is the ring of continuous functions on $N_{\mathbb{R}}$ which are given by polynomials in $\Lambda=\operatorname{Sym}^{*} M$ on each maximal cone $\sigma$. The following exercise idenitifies this ring with $H_{T}^{*} X(\Sigma)$.

Exercise 4.1. If $\Sigma$ is a nonsingular complete fan, show that there are canonical isomorphisms

$$
\begin{aligned}
\mathbb{Z}[X] / I & \cong P P^{*}(\Sigma) \\
& \cong\left\{\left(f_{\sigma}\right)_{\operatorname{dim} \sigma=n}\left|f_{\sigma}\right|_{\tau}=\left.f_{\sigma^{\prime}}\right|_{\tau} \text { if } \tau \text { is a facet of } \sigma \text { and } \sigma^{\prime}\right\} .
\end{aligned}
$$

By computing the characters on the $T$-invariant curves $V(\tau)$, identify this ring with the subring of

$$
H_{T}^{*} X^{T}=\bigoplus_{\operatorname{dim} \sigma=n} \Lambda
$$

defined by the GKM conditions. Using Chapter 7, Corollary 4.3, conclude that $\mathbb{Z}[X] / I \cong P P^{*}(\Sigma) \cong H_{T}^{*} X .{ }^{1}$

For example, the piecewise polynomial function shown in Figure 2 represents the equivariant top Chern class $c_{2}^{T}\left(T \mathbb{P}^{2}\right) \in H_{T}^{*} \mathbb{P}^{2}$.

$$
u_{1}^{2}-u_{1} u_{2} \overbrace{-u_{1} u_{2}}^{\stackrel{u_{1} u_{2}}{\longrightarrow}}+u_{2}^{2}
$$

Figure 2. A piecewise polynomial function

There is a dual description of $H_{T}^{*} X$. For each $v \in N$, we will write $y^{v} \in \mathbb{Z}[N]$ for the corresponding element of the group ring; these form a $\mathbb{Z}$-basis for $\mathbb{Z}[N]$, with multiplication given by $y^{v} \cdot y^{v^{\prime}}=y^{v+v^{\prime}}$. (The element $y^{v}$ may be regarded as a function on $M$; note that the above descriptions of $H_{T}^{*} X$ involved functions on $N$.) For any rational polyhedral fan $\Sigma$, the deformed group ring $\mathbb{Z}[N]^{\Sigma}$ has the same basis $y^{v}$, but multiplication is deformed so that

$$
y^{v} \cdot y^{v^{\prime}}= \begin{cases}y^{v+v^{\prime}} & \text { if } v, v^{\prime} \in \sigma \text { for some cone } \sigma \in \Sigma ; \\ 0 & \text { otherwise }\end{cases}
$$

Exercise 4.2. If $\Sigma$ is a nonsingular complete fan, show that there is an isomorphism

$$
\mathbb{Z}[X] / I \cong \mathbb{Z}[N]^{\Sigma}
$$

and conclude that $H_{T}^{*} X \cong \mathbb{Z}[N]^{\Sigma}$.

## Notes

We use [Ful93] as a general reference for basic facts about toric varieties; see also the more recent book by Cox, Little, and Schenck, which contains a short discussion of equivariant cohomology [CLS11].

The results of this chapter generally hold for simplicial fans, where each $k$-dimensional cone is spanned by $k$ vectors, if one uses $\mathbb{Q}$ coefficients in place of $\mathbb{Z}$ coefficients. The corresponding toric varieties $X(\Sigma)$ are orbifolds.

The Stanley-Reisner ring was studied by Stanley, Reisner, Hochster, and others in the 1970s. These authors usually consider simplicial complexes in general, rather than only nonsingular fans. Stanley applied Hilbert series to the combinatorics of polytopes and simplicial complexes, obtaining much finer results than the ones presented here. His book provides a fuller account of this story [Sta96].

The presentation (*) for $H^{*} X$ was proved by Jurkiewicz in the projective case, and by Danilov in general [Ju80, Da78]. The isomorphism (*) between the Stanley-Reisner ring and $H_{T}^{*} X$ is due to Bifet, De Concini, and Procesi, and holds for any nonsingular (but possibly not complete) toric variety [BDP90].

The complex $C_{\bullet}$ is related to the Bredon sequence for equivariant cohomology (see the notes to Chapter 7). The arguments we give are similar to those of Danilov, who cites Kushnirenko [Da78, §3]. For general toric varieties, a version of this complex was studied by Schenck [Sche12].

For a nonsingular toric variety $X$, Brion realized of $H_{T}^{*} X$ as an algebra of piecewise polynomial functions [Bri97a] (see also [BriVer97a]). For a general fan $\Sigma$, Payne showed that the ring $P P^{*}(\Sigma)$ is isomorphic to the (operational) equivariant Chow cohomology $A_{T}^{*} X(\Sigma)$ [Pa06].

Using rational coefficients, the deformed group ring $\mathbb{Q}[N]^{\Sigma}$ was introduced by Borisov, Chen, and Smith, who computed orbifold cohomology of toric Deligne-Mumford stacks [BCS04]. A different perspective on the isomorphism $H_{T}^{*} X(\Sigma) \cong \mathbb{Z}[N]^{\Sigma}$, using the arc space of a toric variety, appears in [AnSt13].

## Hints for exercises

${ }^{1}$ Suppose $u=0$ defines the common facet $\tau=\sigma \cap \sigma^{\prime}$. Then $V(\tau)$ has character $u$, and the relation $\left.f_{\sigma}\right|_{\tau}=\left.f_{\sigma^{\prime}}\right|_{\tau}$ is the same as requiring that $u$ divide the difference $f_{\sigma}-f_{\sigma^{\prime}}$.

## CHAPTER 9

## Schubert calculus on Grassmannians

In Chapter 4, we computed $H_{G}^{*} G r(d, V)$ in terms of Schur polynomials, using the tautological bundles on $\operatorname{Gr}(d, V)$. Here we will study the geometry of this space in more detail. Our main focus is on Schubert varieties, especially ways of describing and multiplying their classes in equivariant cohomology.

## 1. Schubert cells and Schubert varieties

As in Chapter 4, we fix $d+e=n$, and consider the Grassmannian $G r(d, V)=G r(V, e)$. Now we also fix a flag

$$
E_{\bullet}: E_{1} \subset E_{2} \subset \cdots \subset E_{n}=V,
$$

with $\operatorname{dim} E_{q}=q$. Often we will write $E^{q}=E_{n-q}$, so subscripts indicate dimension, and superscripts indicate codimension in $V$.

Given a partition $\lambda=\left(e \geq \lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0\right)$, the Schubert cell $\Omega_{\lambda}^{\circ}=\Omega_{\lambda}^{\circ}\left(E_{\bullet}\right)$ is the set of subspaces $F \subset V$ satisfying the conditions

$$
\operatorname{dim}\left(F \cap E_{q}\right)=k \text { for } q \in\left[e+k-\lambda_{k}, e+k-\lambda_{k+1}\right], k=0, \ldots, d
$$

Equivalently, given a subset $I=\left\{i_{1}<\cdots<i_{d}\right\} \subset\{1, \ldots, n\}$, this is the same as defining

$$
\Omega_{I}^{\circ}=\left\{F \mid \operatorname{dim}\left(F \cap E^{q-1}\right)=d-k \text { for } q \in\left(i_{k}, i_{k+1}\right], k=0, \ldots, d\right\} .
$$

(By convention, we set $\lambda_{0}=e, \lambda_{d+1}=0, i_{0}=0, i_{d+1}=n+1$.) The equivalence is by $i_{k}=k+\lambda_{d+1-k}$. The bijection between partitions $\lambda$ inside the $d \times e$ rectangle and $d$-element subsets $I \subseteq\{1, \ldots, n\}$ can be seen graphically by recording the vertical steps when walking SW to NE along the border of $\lambda$, as shown in Figure 1.

Let us choose a standard basis $e_{1}, \ldots, e_{n}$ so that the fixed subspace $E^{q}$ is the span of $e_{q+1}, \ldots, e_{n}$. The Borel subgroup $B^{-} \subseteq G L(V)$

$$
\begin{aligned}
& d=4, e=5, n=9 \\
& \lambda=(5,3,1,1) \\
& I=\{2,3,6,9\}
\end{aligned}
$$

Figure 1. Partitions and $k$-subsets of $\{1, \ldots, n\}$
preserving the flag $E_{\bullet}$ gets identified with lower-triangular matrices.
For each partition $\lambda$ (or subset $I$ ), there is a point $p_{\lambda}=p_{I} \in G r(d, V)$, corresponding to the subspace $E_{I} \subseteq V$ spanned by standard basis vectors $\left\{e_{i} \mid i \in I\right\}$. The cell $\Omega_{\lambda}^{\circ}$ can then be described as the $B^{-}$-orbit of this point, so

$$
\Omega_{\lambda}^{\circ}=B^{-} \cdot p_{\lambda}
$$

A simple exercise in Gaussian elimination shows that points in $\Omega_{\lambda}^{\circ}$ are uniquely represented as column spans of matrices in "column echelon form" as

$$
\Omega_{\lambda}^{\circ}=\Omega_{I}^{\circ}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
* & * & 0 & 0 \\
* & * & 0 & 0 \\
0 & 0 & 1 & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

with the pivots appearing in rows $I$. This shows that $\Omega_{\lambda}^{\circ}$ is an affine space of codimension $|\lambda|$ in $G r(d, V)$, that is, $\Omega_{\lambda}^{\circ} \cong \mathbb{C}^{d e-|\lambda|}$. It also shows that the Schubert cells decompose $\operatorname{Gr}(d, V)$, that is,

$$
G r(d, V)=\coprod_{\lambda} \Omega_{\lambda,}^{\circ} \quad \text { union over } \lambda \subseteq \square d
$$

The Schubert varieties are

$$
\Omega_{\lambda}=\Omega_{\lambda}\left(E_{\bullet}\right)=\overline{\Omega_{\lambda}^{\circ}} \subseteq G r(d, V)
$$

They can be described by replacing equalities by inequalities in the dimension conditions:

$$
\Omega_{\lambda}=\left\{F \mid \operatorname{dim}\left(F \cap E_{e+k-\lambda_{k}}\right) \geq k \text { for } k=1, \ldots, d\right\} .
$$

(This is not difficult to see, but it is not obvious either!) It follows that each Schubert variety decomposes into Schubert cells:

$$
\Omega_{\lambda}=\coprod_{\mu \supseteq \lambda} \Omega_{\mu}^{\circ}
$$

the union over partitions $\mu$ in the $d \times e$ rectangle which contain $\lambda$. As with Schubert cells, we will often write $\Omega_{I}=\Omega_{\lambda}$, when $I$ is the $d$-element subset corresponding to the partition $\lambda$.

Not all the inequalities are needed to define a Schubert variety:
Exercise 1.1. Show that the inequalities in the above definition of $\Omega_{\lambda}$ are equivalent to

$$
\Omega_{\lambda}=\left\{F \mid \operatorname{dim}\left(F \cap E_{e+k-\lambda_{k}}\right) \geq k \text { for } k \text { such that } \lambda_{k}>\lambda_{k+1}\right\} .
$$

That is, the conditions coming from corners of the Young diagram suffice to define $\Omega_{\lambda}$.

For example, if $\lambda=(p, \ldots, p, 0, \ldots, 0)$, with $p$ occurring $q$ times (so the Young diagram is a $q \times p$ rectangle), then $\Omega_{\lambda}$ is defined by the single condition $\operatorname{dim}\left(F \cap E_{e+q-p}\right) \geq q$.

## 2. Schubert classes and the Kempf-Laksov formula

The Schubert varieties $\Omega_{\lambda}\left(E_{\bullet}\right)$ are evidently $B^{-}$-invariant subvarieties, and the Schubert cell decomposition implies their classes form a basis for cohomology.

Proposition 2.1. The classes $\left[\Omega_{\lambda}\right]^{B^{-}}$form a basis for $H_{B^{-}}^{*} G r(d, V)$ over $\Lambda=\Lambda_{B^{-}}$.

Proof. Let $X_{i} \subseteq G r(d, V)$ be the union of all $\Omega_{\lambda}$ with $|\lambda|=d e-i$, i.e., all Schubert varieties of dimension $i$. Then $X_{i} \backslash X_{i-1}$ is the disjoint union of Schubert cells $\Omega_{\lambda}^{\circ}$ of dimension $i$, so the statement follows from the equivariant cell decomposition lemma (Chapter 4, Proposition 7.1).

In Chapter 4, we saw a presentation

$$
H_{B^{-}}^{*} G r(d, V)=\Lambda_{B^{-}}\left[c_{1}, \ldots, c_{e}\right] /\left(s_{d+1}, \ldots, s_{n}\right),
$$

with $c_{k}=c_{k}^{B^{-}}(\mathbb{Q})$ and $s_{k}=c_{k}^{B^{-}}(V-\mathbb{Q})$. Now that we have a basis of Schubert classes, a question naturally arises: How does one express $\left[\Omega_{\lambda}\right]^{B^{-}}$in terms of the presentation, i.e., as polynomials in the Chern classes $c_{k}^{B^{-}}(\mathbb{Q})$ ?

To give such a formula for $\left[\Omega_{\lambda}\right]^{B^{-}}$, we introduce some notation. Given a partition $\lambda=\left(\lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0\right)$ and elements $c(1), c(2), \ldots, c(d)$, where $c(i)$ is a graded series $1+c_{1}(i)+c_{2}(i)+\cdots$, the multi-Schur determinant is

$$
\begin{aligned}
\Delta_{\lambda}(\boldsymbol{c})=\Delta_{\lambda}(c(1), \ldots, c(d)) & :=\operatorname{det}\left(c_{\lambda_{i}+j-i}(i)\right)_{1 \leq i, j \leq d} \\
& =\left|\begin{array}{cccc}
c_{\lambda_{1}}(1) & c_{\lambda_{1}+1}(1) & \cdots & \\
c_{\lambda_{2}-1}(2) & c_{\lambda_{2}}(2) & \cdots & \\
\vdots & & \ddots & \\
& & & c_{\lambda_{d}}(d)
\end{array}\right| .
\end{aligned}
$$

(To remember this formula, write $c_{\lambda_{i}}(i)$ down the diagonal, and make the subscripts increase by 1 across rows.) One may truncate zeroes in $\lambda$ without changing the determinant $\Delta_{\lambda}(c)$. The Schur determinant considered in Chapter 4 is the case where $c=c(1)=\cdots=c(d)$.

Our first formula for equivariant Schubert classes was proved by Kempf and Laksov in the context of degeneracy loci. Special cases were found much earlier by Giambelli.

Theorem 2.2 (Kempf-Laksov). For $\lambda$ in the $d \times e$ rectangle, we have

$$
\left[\Omega_{\lambda}\right]^{B^{-}}=\Delta_{\lambda}(c(1), \ldots, c(d))
$$

where $c(i)=c^{B^{-}}\left(\mathbb{Q}-E_{\ell+i-\lambda_{i}}\right)$.
The entries $c(i)$ of the Schur determinant may be replaced by $c^{\prime}(i)=\cdots=c^{\prime}(k)=c^{B^{-}}\left(\mathbb{Q}-E_{e+k-\lambda_{k}}\right)$ if $\lambda_{i}=\cdots=\lambda_{k}>\lambda_{k+1}$. This follows from an easy property of multi-Schur determinants. Suppose $c(i-1)=c(i) \cdot(1+a)$, for some element $a$ of degree 1. If $\lambda_{i-1}=\lambda_{i}$, then

$$
\Delta_{\lambda}(\ldots, c(i-1), c(i), \ldots)=\Delta_{\lambda}(\ldots, c(i), c(i), \ldots) .
$$

(The left-hand side comes by adding $a$ times the $i$ th row to the $(i-1)$ st row of the matrix on the right-hand side, and this operation leaves the determinant unchanged.)

One can prove the Kempf-Laksov formula by finding a desingularization of the locus $\Omega_{\lambda}$ and computing pushforwards; this was Kempf and Laksov's approach. In §4, we will give a different proof in $T$-equivariant cohomology (which is the same as $B^{-}$-equivariant cohomology) via combinatorics of symmetric functions. In the next section, we establish some localization formulas which we will need.

Example 2.3. The formula says

$$
\left[\Omega_{\square}\left(E_{\bullet}\right)\right]^{B^{-}}=c_{1}^{B^{-}}\left(\mathbb{Q}-E_{e}\right) .
$$

This is easy to see directly, since

$$
\begin{aligned}
\Omega_{\square}\left(E_{\bullet}\right) & =\left\{F \mid \operatorname{dim}\left(E_{e} \cap F\right) \geq 1\right\} \\
& =\left\{F \mid \operatorname{rk}\left(E_{e} \rightarrow \mathbb{Q}\right)<e\right\} \\
& =\left\{F \mid \Lambda^{e} E_{e} \rightarrow \Lambda^{e} \mathbb{Q} \text { is } 0\right\},
\end{aligned}
$$

so its cohomology class is the first Chern class of the line bundle $\operatorname{Hom}\left(\bigwedge^{e} E_{e}, \bigwedge^{e} \mathbb{Q}\right)$, which is equal to $c_{1}^{B^{-}}\left(\mathbb{Q}-E_{e}\right)$. (We saw this for $\operatorname{Gr}\left(2, \mathbb{C}^{4}\right)$ in Example 2.7 of Chapter 5.)

Example 2.4. Other instances of the Kempf-Laksov formula are

$$
\begin{aligned}
{\left[\Omega_{\square}\left(E_{\bullet}\right)\right]^{B^{-}} } & =\left|\begin{array}{cc}
c_{2}^{B^{-}}\left(\mathbb{Q}-E_{e-1}\right) & c_{3}^{B^{-}}\left(\mathbb{Q}-E_{e-1}\right) \\
1 & c_{1}^{B^{-}}\left(\mathbb{Q}-E_{e+1}\right)
\end{array}\right| \\
& =c_{2}(1) c_{1}(2)-c_{3}(1)
\end{aligned}
$$

and

$$
\begin{aligned}
{\left[\Omega_{\boxminus}\left(E_{\bullet}\right)\right]^{B^{-}} } & =\left|\begin{array}{cc}
c_{1}^{B^{-}}\left(\mathbb{Q}-E_{\ell}\right) & c_{2}^{B^{-}}\left(\mathbb{Q}-E_{e}\right) \\
1 & c_{1}^{B^{-}}\left(\mathbb{Q}-E_{e+1}\right)
\end{array}\right| \\
& =c_{1}(1) c_{1}(2)-c_{2}(1),
\end{aligned}
$$

or alternatively,

$$
\begin{aligned}
{\left[\Omega_{\boxminus}\left(E_{\bullet}\right)\right]^{B^{-}} } & =\left|\begin{array}{cc}
c_{1}^{B^{-}}\left(\mathbb{Q}-E_{e+1}\right) & c_{2}^{B^{-}}\left(\mathbb{Q}-E_{\ell+1}\right) \\
1 & c_{1}^{B^{-}}\left(\mathbb{Q}-E_{\ell+1}\right)
\end{array}\right| \\
& =c_{1}(2) c_{1}(2)-c_{2}(2) .
\end{aligned}
$$

## 3. Tangent spaces and normal spaces

In the rest of this chapter, we study the equivariant geometry of $G r\left(d, \mathbb{C}^{n}\right)$ with respect to an action of a torus $T$ by characters $\chi_{1}, \ldots, \chi_{n}$. Let $e_{1}, \ldots, e_{n}$ be a weight basis, so $z \cdot e_{i}=\chi(z) e_{i}$ for all $z \in$ $T$. As we have seen before (Chapter 5, Example 1.10), $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$ has an open cover by $T$-invariant open sets, one for each $I=\left\{i_{1}<\cdots<i_{d}\right\} \subset$ $\{1, \ldots, n\}$.

In matrix form, these open sets are represented by
$\left[\begin{array}{llll}* & * & * & * \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ * & * & * & * \\ * & * & * & * \\ 0 & 0 & 1 & 0 \\ * & * & * & * \\ * & * & * & * \\ 0 & 0 & 0 & 1\end{array}\right]$ $n \times d$ matrices so that the submatrix on rows $I$ is the identity matrix, and the remaining entries are free. For example, if $d=4, n=9$, and $I=\{2,3,6,9\}$, the corresponding open set is shown at left. This illustrates a natural identification with the dedimensional affine space $E_{I}^{\vee} \otimes E_{\{1, \ldots, n\} \backslash I}$, where $T$ acts by the characters $\chi_{j}-\chi_{i}$ for $i \in I$ and $j \notin I$. There is an equivariant isomorphism between this open affine and the tangent space $T_{p_{I}} G r\left(d, \mathbb{C}^{n}\right)$, identifying $p_{I}$ with the origin $0 \in T_{p_{I}} G r\left(d, \mathbb{C}^{n}\right)$. If all characters $\chi_{1}, \ldots, \chi_{n}$ are distinct, then all characters on each tangent space $T_{p_{I}} G r\left(d, \mathbb{C}^{n}\right)$ are nonzero, and the fixed locus consists of the finitely many points $p_{I}$.

Comparing this with our description of the Schubert cell $\Omega_{I}^{\circ}$, we see that the weights of $T$ on $T_{p_{I}} \Omega_{I}$ are $\left\{\chi_{j}-\chi_{i} \mid i \in I, j \notin I, i<j\right\}$. It follows that the weights of $T$ on the normal space $N_{I}$ to $\Omega_{I}$ at $p_{I}$ are $\left\{\chi_{j}-\chi_{i} \mid i \in I, i \notin I, i>j\right\}$. From the self-intersection formula, this means

$$
\begin{equation*}
\left.\left[\Omega_{I}\right]^{T}\right|_{p_{I}}=c_{\text {top }}^{T}\left(N_{I}\right)=\prod_{\substack{i \in I, j \notin I \\ i>j}}\left(\chi_{j}-\chi_{i}\right) . \tag{*}
\end{equation*}
$$

From the cell decomposition, we know

$$
\begin{array}{llll}
\Omega_{\mu} \subseteq \Omega_{\lambda} & \text { iff } & \mu \supseteq \lambda \quad \text { (as diagrams) } \\
& \text { iff } & \left.J \geq I \quad \text { (i.e., } j_{k} \geq i_{k} \text { for all } k\right),
\end{array}
$$

where $I$ is the subset corresponding to the partition $\lambda$, and $J$ is the one corresponding to $\mu$. This means that $p_{\mu}=p_{J}$ lies in $\Omega_{\lambda}=\Omega_{I}$ iff $\mu \supseteq \lambda$ iff $J \geq I$, so

$$
\begin{equation*}
\left.\left[\Omega_{I}\right]^{T}\right|_{p_{J}}=0 \quad \text { unless } J \geq I \tag{**}
\end{equation*}
$$

Now let us assume the characters $\chi_{i}$ are all distinct, so the fixed points are isolated. It turns out that the two conditions (*) and (**) uniquely determine the class $\left[\Omega_{I}\right]^{T}$.

Lemma 3.1. If a homogeneous element $\alpha \in H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$ satisfies (*) and $(* *)$, then $\alpha=\left[\Omega_{I}\right]^{T}$.

Proof. We have seen that $\left[\Omega_{I}\right]^{T}$ satisfies the conditions, so it is enough to show that if two classes $\alpha$ and $\alpha^{\prime}$ satisfy $(*)$ and $(* *)$, then they must be the same. Equivalently, we will show that $\beta=\alpha-\alpha^{\prime}$ is zero.

We know $\left.\beta\right|_{p_{J}}=0$ unless $J \geq I$ by (**). Let $K \geq I$ be a minimal element such that $\left.\beta\right|_{p_{K}} \neq 0$. It must be that $K>I$, since $\left.\alpha\right|_{p_{I}}=\left.\alpha^{\prime}\right|_{p_{I}}$ by (*). The "GKM" divisibility conditions (Chapter 7, Corollary 4.3) force $\left.\beta\right|_{p_{K}}$ to be a multiple of

$$
\prod_{\substack{i \in K, j \not j K \\ i>j}}\left(\chi_{j}-\chi_{i}\right),
$$

which is equal to $\left.\left[\Omega_{K}\right]^{T}\right|_{p_{K}}$. So $\left.\beta\right|_{p_{K}}$ has degree at least $|v|$, where $v$ is the partition corresponding to $K$. Since $K>I$, we have $|v|>|\lambda|$, contradicting the homogeneity of the classes $\alpha$ and $\alpha^{\prime}$.

The conditions $(*)$ and $(* *)$ can be regarded as an interpolation problem; the lemma says this problem has a unique solution. We will next tie this to symmetric functions, making it an explicit problem of polynomial interpolation.

## 4. Double Schur polynomials

We consider functions of two sets of variables, $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right)$ and $y=\left(y_{1}, y_{2}, \ldots\right)$. (One can extend the $y$ variables to be doubly infinite, allowing non-positive indices, but in practice only finitely many appear.) We define the "double monomial"

$$
\left(x_{i} \mid y\right)^{p}=\left(x_{i}-y_{1}\right)\left(x_{i}-y_{2}\right) \cdots\left(x_{i}-y_{p}\right) .
$$

There are several equivalent definitions of double Schur functions $s_{\lambda}(x \mid y)$, generalizing corresponding definitions of the single Schur polynomials, which are recovered by setting $y=0$.

Bialternants. Generalizing Cauchy's functions, we set

$$
s_{\lambda}(x \mid y)=\frac{\left|\left(x_{i} \mid y\right)^{\lambda_{j}+d-j}\right|_{1 \leq i, j \leq d}}{\left|\left(x_{i} \mid y\right)^{d-j}\right|_{1 \leq i, j \leq d}}
$$

where both determinants are $d \times d$. The numerator is an alternating function of $x$, and a pleasant exercise shows that the denominator is the Vandermonde

$$
\left|\left(x_{i} \mid y\right)^{d-j}\right|=\left|x_{i}^{d-j}\right|=\prod_{i<j}\left(x_{i}-x_{j}\right)
$$

so the ratio is a polynomial.

Tableaux. There is a formula in terms of semistandard Young tableaux:

$$
s_{\lambda}(x \mid y)=\sum_{\mathcal{T} \in S S Y T(\lambda)} \prod_{(i, j) \in \lambda}\left(x_{\mathcal{T}(i, j)}-y_{\mathcal{T}(i, j)+j-i}\right)
$$

the sum over SSYT tableaux $\mathcal{T}$ of shape $\lambda$ with entries in $\{1, \ldots, d\}$.
For example, if $d=3$, there are 8 semistandard Young tableaux of shape $\lambda=\square$,

|  | 1 | 1 |  | 12 |  | 2 |  | \|3 |  | 3 |  | 2 |  | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 3 |  | 2 | 2 | 3 | , | 2 | , | 3 |  | 3 | , | 3 |  |

so the double Schur function is

$$
\begin{aligned}
s_{\lambda}(x \mid y)= & \left(x_{1}-y_{1}\right)\left(x_{1}-y_{2}\right)\left(x_{2}-y_{1}\right)+\left(x_{1}-y_{1}\right)\left(x_{1}-y_{2}\right)\left(x_{3}-y_{2}\right) \\
& +\left(x_{1}-y_{1}\right)\left(x_{2}-y_{3}\right)\left(x_{2}-y_{1}\right)+\left(x_{1}-y_{1}\right)\left(x_{2}-y_{3}\right)\left(x_{3}-y_{2}\right) \\
& +\left(x_{1}-y_{1}\right)\left(x_{3}-y_{4}\right)\left(x_{2}-y_{1}\right)+\left(x_{1}-y_{1}\right)\left(x_{3}-y_{4}\right)\left(x_{3}-y_{2}\right) \\
& +\left(x_{2}-y_{2}\right)\left(x_{2}-y_{3}\right)\left(x_{3}-y_{2}\right)+\left(x_{2}-y_{2}\right)\left(x_{3}-y_{4}\right)\left(x_{3}-y_{2}\right) .
\end{aligned}
$$

Jacobi-Trudi. The Jacobi-Trudi determinantal formula generalizes to

$$
s_{\lambda}(x \mid y)=\left|h_{\lambda_{i}+j-i}\left(x \mid \tau^{1-j} y\right)\right|_{1 \leq i, j \leq d}
$$

where
$h_{p}(x \mid y)=s_{(p)}(x \mid y)=\sum_{1 \leq i_{1} \leq \cdots \leq i_{p} \leq d}\left(x_{i_{1}}-y_{i_{1}}\right)\left(x_{i_{2}}-y_{i_{2}+1}\right) \cdots\left(x_{i_{p}}-y_{i_{p}+p-1}\right)$,
and $\tau$ is the shift operator defined by $\left(\tau^{j} y\right)_{i}=y_{i+j}$.
The main fact we need is a vanishing theorem for double Schur functions. Let $y_{k}^{\lambda}=y_{\lambda_{d+1-k}+k}$; or in terms of the corresponding subset $I, y_{k}^{I}=y_{i_{k}}$.

Lemma 4.1. We have

$$
s_{\lambda}\left(y^{\lambda} \mid y\right)=\prod_{\substack{i \in I, j \notin I \\ i>j}}\left(y_{j}-y_{i}\right)
$$

where $I \subseteq\{1, \ldots, n\}$ is the subset corresponding to $\lambda$, and

$$
s_{\lambda}\left(y^{\mu} \mid y\right)=0 \quad \text { if } \mu \nsupseteq \lambda
$$

## Exercise 4.2. Prove Lemma 4.1. ${ }^{1}$

After appropriately identifying the variables, the lemma says that double Schur functions satisfy conditions (*) and (**) from §3-that is, the same interpolation problem solved uniquely by $\left[\Omega_{\lambda}\right]^{T}$ ! To make this precise, let $x_{1}, \ldots, x_{d}$ be (equivariant) Chern roots of the dual tautological bundle $\mathbb{S}^{\vee}$ on $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$, so

$$
c_{k}^{T}\left(\mathbb{S}^{\vee}\right)=e_{k}\left(x_{1}, \ldots, x_{d}\right)
$$

Then, specializing the $y$ variables by $y_{i}=-\chi_{i}$,

$$
\left.c_{k}^{T}\left(\mathbb{S}^{\vee}\right)\right|_{p_{\lambda}}=c_{k}^{T}\left(E_{I}^{\vee}\right)=e_{k}\left(y_{1}^{\lambda}, \ldots, y_{d}^{\lambda}\right)
$$

In other words, there is a commuting diagram


The polynomials $s_{\lambda}(x \mid y)$ are symmetric in the $x$ variables, so they lie in $\Lambda\left[c_{1}, \ldots, c_{d}\right]$. They satisfy (*) and (**) by Lemma 4.1, so it follows from Lemma 3.1 that $s_{\lambda}(x \mid y) \mapsto\left[\Omega_{\lambda}\right]^{T}$.

Invoking the Jacobi-Trudi formula, we obtain:
Corollary 4.3. Evaluating $x_{1}, \ldots, x_{d}$ as equivariant Chern roots of $\mathbb{S}^{*}$, and $y_{i}=-\chi_{i}$, we have

$$
\begin{aligned}
{\left[\Omega_{\lambda}\right]^{T} } & =s_{\lambda}(x \mid y) \\
& =\left|h_{\lambda_{i}+j-i}\left(x \mid \tau^{1-j} y\right)\right|_{1 \leq i, j \leq d}
\end{aligned}
$$

This proves the Kempf-Laksov formula (Theorem 2.2), once one knows the entries of the matrices are identical.

Exercise 4.4. With the specializations as in Corollary 4.3, show that $c_{\lambda_{i}+j-i}^{T}\left(\mathbb{Q}-E_{e+i-\lambda_{i}}\right)=h_{\lambda_{i}+j-i}\left(x \mid \tau^{1-j} y\right) .{ }^{2}$

## 5. Poincaré duality

We have seen one basis for $H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$, the Schubert classes $\sigma_{\lambda}=\left[\Omega_{\lambda}\right]^{T}$. Our next goal is to describe the Poincaré dual basis. Let $\widetilde{E}_{\bullet}$ be the opposite flag to $E_{\bullet}$, so if $E_{k}$ is spanned by $e_{n+1-k}, \ldots, e_{n}$, then $\widetilde{E}_{k}$ is spanned by $e_{1}, \ldots, e_{k}$. The flag $\widetilde{E}_{\bullet}$ is fixed by the Borel group $B$, which in this basis is the set of upper-triangular matrices in $G L_{n}$.

The opposite Schubert cells and varieties are defined as before, but with respect to the flag $\widetilde{E}_{\bullet}$ :

$$
\widetilde{\Omega}_{\lambda}^{\circ}:=\Omega_{\lambda}^{\circ}\left(\widetilde{E}_{\bullet}\right) \quad \text { and } \quad \widetilde{\Omega}_{\lambda}:=\Omega_{\lambda}\left(\widetilde{E}_{\bullet}\right)
$$

These are $B$-invariant, so also $T$-invariant. To identify the $T$-fixed points contained in $\widetilde{\Omega}_{\lambda}$, it will help to introduce some more notation. Let $\lambda^{\vee}$ be the complement to $\lambda$ in the $d \times e$ rectangle, also called the dual partition. In formulas, this is $\lambda_{k}^{\vee}=e-\lambda_{d+1-k}$. Let $I^{\vee} \subseteq\{1, \ldots, n\}$ be the corresponding $d$-element subset, so $I^{\vee}=\left\{i_{1}^{\vee}<\cdots<i_{d}^{\vee}\right\}$, with $i_{k}^{\vee}=n+1-i_{d+1-k}$. This can be seen by reading the border of $\lambda \subseteq \square d$ in the opposite direction, from NE to SW, as illustrated below.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
|  |  | $\lambda=(5,3,1,1)$ $\lambda^{\vee}=(4,4,2,0)$ <br>  $=\{2,3,6,9\}$ | $I^{\vee}=\{1,4,7,8\}$ |

Exercise 5.1. Verify that $p_{I}=p_{\lambda}$ is the unique $T$-fixed point in $\widetilde{\Omega}_{I^{\vee}}^{\circ}=\widetilde{\Omega}_{\lambda^{\vee}}^{\circ}$, so $\widetilde{\Omega}_{\lambda^{\vee}}^{\circ}=B \cdot p_{\lambda}$.

For example, with $d=4, n=9$, and $I=\{2,3,6,9\}$, we have

$$
\Omega_{I}^{\circ}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
* & * & 0 & 0 \\
* & * & 0 & 0 \\
0 & 0 & 1 & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \quad \text { and } \quad \widetilde{\Omega}_{I^{\vee}}^{\circ}=\left[\begin{array}{cccc}
* & * & * & * \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & * & * \\
0 & 0 & * & * \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & 1
\end{array}\right],
$$

both inside the $T$-invariant affine neighborhood of $p_{I}$. The pivot 1's in $\widetilde{\Omega}_{I^{\vee}}^{\circ}$ are in the rows indicated by $I^{\vee}$, but read from bottom to top. So

$$
\operatorname{codim} \Omega_{\lambda}=\operatorname{dim} \widetilde{\Omega}_{\lambda^{v}}=|\lambda|
$$

while

$$
\operatorname{dim} \Omega_{\lambda}=\operatorname{codim} \widetilde{\Omega}_{\lambda^{\vee}}=\left|\lambda^{\vee}\right|
$$

The correspondence $\lambda \leftrightarrow \lambda^{\vee}$ reverses inclusions. Since the opposite Schubert variety decomposes as $\widetilde{\Omega}_{\lambda}=\bigsqcup_{\mu \supseteq \lambda} \widetilde{\Omega}_{\mu}^{\circ}$ and $p_{\mu^{\vee}} \in \widetilde{\Omega}_{\mu}^{\circ}$, we see

$$
p_{\mu} \in \widetilde{\Omega}_{\lambda} \quad \text { iff } \quad \mu^{\vee} \supseteq \lambda \quad \text { iff } \quad \mu \subseteq \lambda^{\vee}
$$

Proposition 5.2. Let $\sigma_{\lambda}=\left[\Omega_{\lambda}\right]^{T}$ and $\widetilde{\sigma}_{\lambda}=\left[\widetilde{\Omega}_{\lambda}\right]^{T}$. Then $\left\{\widetilde{\sigma}_{\lambda \vee}\right\}$ is the Poincaré dual basis to $\left\{\sigma_{\lambda}\right\}$.

Proof. We must show

$$
\rho_{*}\left(\sigma_{\lambda} \cdot \widetilde{\sigma}_{\mu}\right)= \begin{cases}1 & \text { if } \mu=\lambda^{\vee} \\ 0 & \text { otherwise }\end{cases}
$$

When $\mu=\lambda^{\vee}$, the varieties $\Omega_{\lambda}$ and $\widetilde{\Omega}_{\lambda^{\vee}}$ meet transversally in the single point $p_{\lambda}$. In general, the above analysis of fixed points shows that

$$
\left(\Omega_{\lambda} \cap \widetilde{\Omega}_{\mu}\right)^{T}=\left\{p_{v} \mid \mu^{\vee} \supseteq v \supseteq \lambda\right\}
$$

The fact that $\Omega_{\lambda} \cap \widetilde{\Omega}_{\lambda^{v}}$ is transverse is apparent from a computation of tangent spaces-say, by using matrix descriptions of $\Omega_{I}^{\circ}$ and $\widetilde{\Omega}_{I^{v}}^{\circ}$. One sees as before that $T_{p_{\lambda}} \widetilde{\Omega}_{\lambda^{\vee}}$ has weights $\left\{\chi_{j}-\chi_{i} \mid i \in I, j \notin I, i>j\right\}$, so that

$$
T_{p_{\lambda}} G r\left(d, \mathbb{C}^{n}\right)=T_{p_{\lambda}} \Omega_{\lambda} \oplus T_{p_{\lambda}} \widetilde{\Omega}_{\lambda^{v}} .
$$

This shows $\rho_{*}\left(\sigma_{\lambda} \cdot \widetilde{\sigma}_{\lambda^{\vee}}\right)=1$.
If $\mu \neq \lambda^{\vee}$, there are two possibilities to consider. First, suppose $\mu \nsubseteq \lambda^{\vee}$, so $\mu^{\vee} \nsupseteq \lambda$. Then $\left(\Omega_{\lambda} \cap \widetilde{\Omega}_{\mu}\right)^{T}=\emptyset$, so the intersection is empty. (Any nonempty projective variety has a $T$-fixed point, by Borel's fixed point theorem.) So $\rho_{*}\left(\sigma_{\lambda} \cdot \widetilde{\sigma}_{\mu}\right)=0$ in this case.

On the other hand, suppose $\mu \subsetneq \lambda^{\vee}$, so $\mu^{\vee} \supsetneq \lambda$. Then $\left|\mu^{\vee}\right|-|\lambda|>$ 0 . But this means $d e-|\mu|-|\lambda|>0$, that is, $|\mu|+|\lambda|-d e<0$. Since $\rho_{*}\left(\sigma_{\lambda} \cdot \widetilde{\sigma}_{\mu}\right) \in \Lambda_{T}^{2(|\mu|+|\lambda|-d e)}=0$, we are done.

We obtain a formula for the class of an opposite Schubert variety by replacing $E_{\bullet}$ by $\widetilde{E}_{\bullet}$ in the Kempf-Laksov formula.

Theorem 5.3. In $H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$, we have

$$
\begin{aligned}
{\left[\widetilde{\Omega}_{\lambda}\right]^{T} } & =\Delta_{\lambda}(\widetilde{c}(1), \ldots, \widetilde{c}(s)) \\
& =s_{\lambda}(x \mid \widetilde{y}),
\end{aligned}
$$

where $\widetilde{c}(k)=c^{T}\left(\mathbb{Q}-\widetilde{E}_{e+k-\lambda_{k}}\right), x_{1}, \ldots, x_{d}$ are equivariant Chern roots of $\mathbb{S}^{\vee}$, and $\widetilde{y}_{k}=y_{n+1-k}=-\chi_{n+1-k}$.

## 6. Multiplication

A major goal of equivariant Schubert calculus is to describe the coefficients $c_{\lambda \mu}^{v}$ appearing in the expansion

$$
\sigma_{\lambda} \cdot \sigma_{\mu}=\sum_{v} c_{\lambda \mu}^{v} \sigma_{v},
$$

in $H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$. The same problem can be posed for other flag varieties, but Grassmannians are one of the very few cases where a complete and satisfying answer is known.

We will prove some basic facts about these coefficients, assuming throughout that the characters $\chi_{1}, \ldots, \chi_{n}$ are distinct. (The general case can be obtained from this one, by specializing the $\chi_{i}$ 's.) Evidently, $c_{\lambda \mu}^{v}$ is a homogeneous polynomial of degree $|\lambda|+|\mu|-|v|$.

Lemma 6.1. The coefficients $c_{\lambda \mu}^{v}$ satisfy the following properties:
(i) $c_{\lambda \mu}^{v}=0$ unless $\lambda \subseteq v$ and $\mu \subseteq v$.
(ii) $c_{\lambda \mu}^{\mu}=\left.\sigma_{\lambda}\right|_{\mu}=\left.\left[\Omega_{\lambda}\right]^{T}\right|_{p_{\mu}}$.
(iii) $c_{\lambda \lambda}^{\lambda}=\prod_{\substack{i \in I, j \notin I \\ i>j}}\left(\chi_{j}-\chi_{i}\right)$.

Proof. For (i), the cell decomposition lemma shows that restrictions of classes $\sigma_{\alpha}$ for $\alpha \nsupseteq \lambda$ form a basis for $H^{*}\left(X \backslash \Omega_{\lambda}\right)$, because these are classes of the Schubert varieties $\Omega_{\alpha}$ not contained in $\Omega_{\lambda}$. The class $\sigma_{\lambda}$ maps to 0 under $H_{T}^{*} X \rightarrow H_{T}^{*}\left(X \backslash \Omega_{\lambda}\right)$ —as one can see by using the long exact sequence of Borel-Moore homology-so $\sigma_{\lambda} \cdot \sigma_{\mu}$ also maps to 0 , for any $\mu$. It follows that $\sigma_{\lambda} \cdot \sigma_{\mu}=\sum_{v} c_{\lambda \mu}^{v} \sigma_{v}$ involves
only those $v$ such that $v \supseteq \lambda$. By symmetry, one concludes that $v \supseteq \mu$, as well.

For (ii), we restrict the equation defining $c_{\lambda \mu}^{v}$ to $p_{\mu}$, obtaining

$$
\left.\left.\sigma_{\lambda}\right|_{\mu} \cdot \sigma_{\mu}\right|_{\mu}=\left.\sum_{v} c_{\lambda \mu}^{v} \sigma_{\nu}\right|_{\mu}
$$

We know $\left.\sigma_{\nu}\right|_{\mu}=0$ unless $p_{\mu} \in \Omega_{v}$, that is, $\mu \supseteq v$; but by (i), we also know $c_{\lambda \mu}^{v}=0$ unless $\mu \subseteq v$. The only term surviving on the right-hand side is $v=\mu$, so we find $\left.\left.\sigma_{\lambda}\right|_{\mu} \cdot \sigma_{\mu}\right|_{\mu}=\left.c_{\lambda \mu}^{\mu} \sigma_{\mu}\right|_{\mu}$. We found the formula for $\left.\sigma_{\mu}\right|_{\mu}$ in $\S 3$, and this is not a zerodivisor since all $\chi_{i}$ are distinct. Canceling these factors gives the claimed formula for $c_{\lambda \mu}^{\mu}$.

Formula (iii) follows from (ii), using the formula for $\left.\sigma_{\lambda}\right|_{\lambda}$.

The Chevalley-Pieri formula gives a rule for multiplication by a divisor class $\sigma_{\square}$. The classical (non-equivariant) version says that in $H^{*} X$,

$$
\sigma_{\square} \cdot \sigma_{\lambda}=\sum_{\lambda^{+}} \sigma_{\lambda^{+}}
$$

the sum over all partitions $\lambda^{+}$obtained from $\lambda$ by adding one box. For example, in $H^{*} G r\left(3, \mathbb{C}^{7}\right)$ we have

$$
\sigma_{\square} \cdot \sigma_{(3,2)}=\sigma_{(4,2)}+\sigma_{(3,3)}+\sigma_{(3,2,1)}
$$

We will prove a very general version of this formula in Chapter 19. The reader may enjoy proving the corresponding formula for multiplying a Schur polynomial by $h_{1}=x_{1}+x_{2}+\cdots+x_{d}$. (As usual, references are in the Notes.)

To state the equivariant version precisely, we need another formula:

$$
\begin{aligned}
\left.\sigma_{\square}\right|_{\lambda} & =\sum_{j \neq I} \chi_{j}-\sum_{i=d+1}^{n} \chi_{i} \\
& =\sum_{j=1}^{d} \chi_{j}-\sum_{i \in I} \chi_{i} .
\end{aligned}
$$

This follows from $\sigma_{\square}=c_{1}^{T}\left(\mathbb{Q}-E_{e}\right)$, using $\left.c_{1}^{T}(\mathbb{Q})\right|_{p_{\lambda}}=\sum_{j \notin I} \chi_{j}$. The second line makes it clear that the formula is independent of $n$. Note that $\sigma_{\square} \lambda_{\lambda} \neq\left.\sigma_{\square}\right|_{\mu}$ if $\lambda \neq \mu$.

Theorem 6.2 (Equivariant Chevalley-Pieri). In $H_{T}^{*} X$, we have

$$
\sigma_{\square} \cdot \sigma_{\lambda}=\sum_{\lambda^{+}} \sigma_{\lambda^{+}}+\left(\sum_{j=1}^{d} \chi_{j}-\sum_{i \in I} \chi_{i}\right) \sigma_{\lambda}
$$

the sum over $\lambda^{+}$obtained from $\lambda$ by adding one box.
Proof. The sum is from the nonequivariant case; the equivariant coefficients must agree by degree. The other term has coefficient $c_{\square^{\lambda}}^{\lambda}=\sigma_{\square^{\lambda}}$ by Lemma 6.1(iii). No other terms appear, since $c_{\square^{\lambda}}^{\nu}$ is nonzero only for $|v| \leq|\lambda|+1$ and $v \supseteq \lambda$, by Lemma 6.1(i).

Remarkably, the equivariant Chevalley rule determines all structure constants $c_{\lambda \mu}^{v}$ for $H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$, and hence also for $H^{*} G r\left(d, \mathbb{C}^{n}\right)$. This is far from true of the non-equivariant rule: $H^{*} G r\left(d, \mathbb{C}^{n}\right)$ is not generated by the divisor class. A general reason for this phenomenon was given in Chapter $7, \S 1$. Here we will see an algorithmic proof.

First, we need some more formulas.
Lemma 6.3. We have

$$
\begin{equation*}
\left(\left.\sigma_{\square}\right|_{\lambda}-\left.\sigma_{\square}\right|_{\mu}\right) c_{\lambda \mu}^{\lambda}=\sum_{\mu^{+}} c_{\lambda \mu^{+}}^{\lambda}, \tag{i}
\end{equation*}
$$

the sum over $\mu^{+}$obtained by adding one box to $\mu$, and

$$
\begin{equation*}
\left(\left.\sigma_{\square}\right|_{v}-\sigma_{\square} \mid \lambda\right) c_{\lambda \mu}^{v}=\sum_{\lambda^{+}} c_{\lambda^{+} \mu}^{v}-\sum_{v^{-}} c_{\lambda \mu^{\prime}}^{v^{-}} \tag{ii}
\end{equation*}
$$

the sums over $\lambda^{+}$obtained by adding one box to $\lambda$, and $v^{-}$obtained by removing one box from $v$.

Proof. For (i), using the formula $c_{\mu \lambda}^{\lambda}=\left.\sigma_{\mu}\right|_{\lambda}$ together with commutativity, the left-hand side is $\left.\left(\left.\sigma_{\square}\right|_{\lambda}-\left.\sigma_{\square}\right|_{\mu}\right) \sigma_{\mu}\right|_{\lambda}$, while the righthand side is $\left.\sum \sigma_{\mu^{+}}\right|_{\lambda}$. So (i) results from restricting the equivariant Chevalley-Pieri formula to $p_{\lambda}$.

For (ii), we will use associativity. By Chevalley-Pieri,

$$
\begin{aligned}
\sigma_{\square} \cdot\left(\sigma_{\lambda} \cdot \sigma_{\mu}\right) & =\sum_{v} c_{\lambda \mu}^{v} \sigma_{\square} \cdot \sigma_{v} \\
& =\sum_{v^{+}} c_{\lambda \mu}^{v} \sigma_{v^{+}}+\sum_{v} c_{\lambda \mu}^{v}\left(\left.\sigma_{\square}\right|^{v}\right) \sigma_{v}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\sigma_{\square} \cdot \sigma_{\lambda}\right) \cdot \sigma_{\mu} & =\sum_{\lambda^{+}} \sigma_{\lambda^{+}} \cdot \sigma_{\mu}+\left(\sigma_{\square} \mid \lambda\right) \sigma_{\lambda} \cdot \sigma_{\mu} \\
& =\sum_{\lambda^{+}} \sum_{v} c_{\lambda^{+} \mu}^{v} \sigma_{v}+\left(\sigma_{\square} \mid \lambda\right) \sum_{v} c_{\lambda \mu}^{v} \sigma_{v}
\end{aligned}
$$

One obtains (ii) by equating coefficients of $\sigma_{v}$.

Theorem 6.4 (Molev-Sagan). The polynomials $c_{\lambda \mu}^{v}$ in $\Lambda^{2(|\lambda|+|\mu|-|v|)}$ satisfy and are determined by the following properties:

$$
\begin{align*}
& c_{\lambda \lambda}^{\lambda}=\left.\sigma_{\lambda}\right|_{\lambda}=\prod_{\substack{i \in I, j \notin I \\
i>j}}\left(\chi_{j}-\chi_{i}\right),  \tag{i}\\
& \left(\left.\sigma_{\square}\right|_{\lambda}-\left.\sigma_{\square}\right|_{\mu}\right) c_{\lambda \mu}^{\lambda}=\sum_{\mu^{+}} c_{\lambda \mu^{+}}^{\lambda}, \tag{ii}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\left.\sigma_{\square}\right|_{v}-\sigma_{\square} \mid \lambda\right) c_{\lambda \mu}^{v}=\sum_{\lambda^{+}} c_{\lambda^{+} \mu}^{v}-\sum_{v^{-}} c_{\lambda \mu}^{v^{-}} \tag{iii}
\end{equation*}
$$

Proof. We have seen that (i)-(iii) hold. To prove that they uniquely characterize the coefficients $c_{\lambda \mu}^{v}$, we proceed by induction. Suppose $d_{\lambda \mu}^{\nu}$ are any polynomials satisfying (i)-(iii). We know $d_{\lambda \lambda}^{\lambda}=c_{\lambda \lambda}^{\lambda}$, since this is the explicit formula (i).

Next, $d_{\lambda \mu}^{\lambda}=\left.\sigma_{\mu}\right|_{\lambda}=c_{\lambda \mu^{\prime}}^{\lambda}$, by induction on $|\lambda|-|\mu|$ : the base case is where $\lambda=\mu$, and is done by (i); for $\lambda \supsetneq \mu$, use formula (ii) and induction. (On the left-hand side of (ii), the factor $\left(\left.\sigma_{\square}\right|_{\lambda}-\left.\sigma_{\square}\right|_{\mu}\right)$ is nonzero for $\lambda \neq \mu$. Terms on the right-hand side of (ii) have $\left.|\lambda|-\left|\mu^{+}\right|<|\lambda|-|\mu|.\right)$

Finally, use (iii) and induction on $|v|-|\lambda|$ to get $d_{\lambda \mu}^{v}=c_{\lambda \mu}^{v}$. All terms on the right-hand side of (iii) have $|v|-\left|\lambda^{+}\right|<|v|-|\lambda|$ and $\left|\nu^{-}\right|-|\lambda|<|\nu|-|\lambda|$. This reduces to the base case $\lambda=v$, which was handled previously.

Remark. By setting $v=\mu$ in (iii), one obtains

$$
\begin{equation*}
\left(\left.\sigma_{\square}\right|_{\mu}-\sigma_{\square} \mid \lambda\right) c_{\lambda \mu}^{\mu}=\sum_{\lambda^{+}} c_{\lambda^{+} \mu^{\prime}}^{\mu} \tag{ii'}
\end{equation*}
$$

since the coefficients $c_{\lambda \mu}^{\mu^{-}}$vanish. Using commutativity $\left(c_{\lambda \mu}^{v}=c_{\mu \lambda}^{v}\right)$ and interchanging $\lambda$ and $\mu$, one recovers (ii) from (ii'). The conditions (i), (ii'), and (iii) also characterize $c_{\lambda \mu}^{v}$.

## 7. Grassmann duality

In Chapter 4 we noted the canonical isomorphisms

$$
G r(d, V)=G r(V, e)=G r\left(V^{\vee}, d\right)=G r\left(e, V^{\vee}\right),
$$

where $d+e=n=\operatorname{dim} V$, by identifications

$$
[F \subseteq V] \leftrightarrow[V \rightarrow V / F] \leftrightarrow\left[V^{\vee} \rightarrow F^{\vee}\right] \leftrightarrow\left[(V / F)^{\vee} \subseteq V^{\vee}\right]
$$

These are equivariant for any group $G$ acting linearly on $V$, and by the dual representation on $V^{\vee}$.

To see this in matrices, we fix a basis, so $V \cong \mathbb{C}^{n} \cong V^{\vee}$. A point of $G r(d, V)$ is the image of an embedding [ $\mathbb{C}^{d} \hookrightarrow \mathbb{C}^{n}$ ], so it is represented as the column span of a full-rank matrix $A$ of size $n \times d$. A point of $G r(V, e)$ is an isomorphism class of quotients [ $\left.\mathbb{C}^{n} \rightarrow \mathbb{C}^{e}\right]$, represented by a full-rank matrix $B$ of size $e \times n$. Dually, a point of $G r\left(V^{\vee}, d\right)$ is a quotient represented by the transposed matrix $A^{\dagger}$, and a point of $G r\left(e, V^{\vee}\right)$ is the column span of $B^{+}$(that is, the row span of $B$ ).

With this notation, the Grassmann duality isomorphism is

$$
\begin{aligned}
\gamma: G r\left(d, \mathbb{C}^{n}\right) & \rightarrow G r\left(e, \mathbb{C}^{n}\right), \\
F & \mapsto \operatorname{ker}\left(A^{+}\right)=\operatorname{im}\left(B^{+}\right) .
\end{aligned}
$$

The group $G L_{n}$ acts on $G r\left(d, \mathbb{C}^{n}\right)$ by $F \mapsto g \cdot F$, which sends $A \mapsto g \cdot A$ and $B \mapsto B \cdot g^{-1}$. Grassmann duality is therefore equivariant with
respect to the group automorphism $\varphi: G L_{n} \rightarrow G L_{n}, \varphi(g)=\left(g^{\dagger}\right)^{-1}$. If $T \rightarrow G L_{n}$ is a homomorphism given by characters $\chi_{1}, \ldots, \chi_{n}$, then the algebra homomorphism $H_{T}^{*} G r\left(e, \mathbb{C}^{n}\right) \rightarrow H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$ intertwines the automorphism of $\Lambda_{T}=\operatorname{Sym}^{*} M$ induced by $\chi \mapsto-\chi$ for all $\chi \in M$.

EXERCISE 7.1. For $\lambda$ in the $d \times e$ rectangle, show that $\gamma\left(\Omega_{\lambda}\right)=\widetilde{\Omega}_{\lambda^{\prime}}$, where $\lambda^{\prime}$ is the conjugate partition (i.e., its diagram is the transpose of that of $\lambda$ ). ${ }^{3}$

Duality exchanges the exact sequences

$$
0 \rightarrow \mathbb{S} \rightarrow \mathbb{C}_{G r}^{n} \rightarrow \mathbb{Q} \rightarrow 0
$$

and

$$
0 \rightarrow \mathbb{Q}^{\vee} \rightarrow\left(\mathbb{C}_{G r}^{n}\right)^{\vee} \rightarrow \mathbb{S}^{\vee} \rightarrow 0
$$

Together with Exercise 7.1, this implies a dual Kempf-Laksov formula for Schubert classes:

Corollary 7.2. Let $x_{1}, \ldots, x_{d}$ be equivariant Chern roots of $\mathbb{S}^{\vee}$, and $\tilde{x}_{1}, \ldots, \widetilde{x}_{e}$ equivariant Chern roots of $\mathbb{Q}$. For a partition $\lambda$ in the $d \times e$ rectangle, we have

$$
\begin{aligned}
\sigma_{\lambda} & =s_{\lambda}(x \mid y) \\
& =s_{\lambda^{\prime}}(\widetilde{x} \mid-\widetilde{y}),
\end{aligned}
$$

and

$$
\begin{aligned}
\widetilde{\sigma}_{\lambda} & =s_{\lambda}(x \mid \widetilde{y}) \\
& =s_{\lambda^{\prime}}(\widetilde{x} \mid-y),
\end{aligned}
$$

where $T$ acts on $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$ by characters $\chi_{i}=-y_{i}=-\widetilde{y}_{n+1-i}$.
Expressed as multi-Schur determinants in Chern classes of $\mathbb{S}^{\vee}$ and $\mathbb{Q}$, these formulas translate into

$$
\sigma_{\lambda}=\Delta_{\lambda}(\boldsymbol{c})=\Delta_{\lambda^{\prime}}\left(\overline{\boldsymbol{c}}^{\prime}\right)
$$

and

$$
\widetilde{\sigma}_{\lambda}=\Delta_{\lambda}(\widetilde{c})=\Delta_{\lambda^{\prime}}\left(c^{\prime}\right),
$$

where

$$
\begin{aligned}
c(i) & =c^{T}\left(\mathbb{Q}-E_{e+i-\lambda_{i}}\right), \\
c^{\prime}(i) & =c^{T}\left(\mathbb{S}^{\vee}-E_{d+i-\lambda_{i}^{\prime}}^{\vee}\right), \\
\widetilde{c}(i) & =c^{T}\left(\mathbb{Q}-\widetilde{E}_{\mathcal{e}+i-\lambda_{i}}\right), \quad \text { and } \\
\widetilde{c}^{\prime}(i) & =c^{T}\left(\mathbb{S}^{\vee}-\widetilde{E}_{d+i-\lambda_{i}^{\prime}}^{\vee}\right),
\end{aligned}
$$

(Recall that $\Delta_{\lambda}(c(E))=s_{\lambda^{\prime}}\left(x_{1}, \ldots, x_{n}\right)$ when $x_{1}, \ldots, x_{n}$ are Chern roots of $E$.)

This lets us prove a refinement of the Cauchy identity used in Chapter 4, §6.

Corollary 7.3. Let $\delta: \operatorname{Gr}\left(d, \mathbb{C}^{n}\right) \rightarrow \operatorname{Gr}\left(d, \mathbb{C}^{n}\right) \times \operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$ be the diagonal embedding. Then

$$
\delta_{*}(1)=\sum_{\lambda} \Delta_{\lambda}(c) \times \Delta_{\left(\lambda^{\vee}\right)^{\prime}}\left(c^{\prime}\right) .
$$

(The partition $\left(\lambda^{\vee}\right)^{\prime}$ is what we called the complement to $\lambda$ in Chapter 4.)

Proof. Use the Kempf-Laksov formulas for Schubert classes, together with the decomposition

$$
\delta_{*}(1)=\sum_{\lambda} \sigma_{\lambda} \times \widetilde{\sigma}_{\lambda}{ }^{\vee}
$$

of the diagonal into Poincaré dual classes.
The same statement holds, without change, for equivariant Grassmann bundles $\operatorname{Gr}(d, V) \rightarrow Y$, so long as the vector bundle $V \rightarrow Y$ admits opposite flags $E_{\bullet}$ and $\widetilde{E}_{\bullet}$.

Writing $\left(\mathbb{S}^{\vee}\right)^{(1)}$ and $\mathbb{Q}^{(2)}$ for the tautological bundles from the first and second factors of $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right) \times G r\left(d, \mathbb{C}^{n}\right)$, and $x_{1}, \ldots, x_{d}$ and $\widetilde{x}_{1}, \ldots, \widetilde{x}_{e}$ for their respective Chern roots, the Corollary expresses an equality

$$
\prod_{i=1}^{d} \prod_{j=1}^{e}\left(x_{i}+\widetilde{x}_{j}\right)=\sum_{\lambda} s_{\lambda}(x \mid y) \cdot s_{\left(\lambda^{\vee}\right)^{\prime}}(\widetilde{x} \mid-y)
$$

in $H_{T}^{*}\left(G r\left(d, \mathbb{C}^{n}\right) \times G r\left(d, \mathbb{C}^{n}\right)\right)$, or in $H_{T}^{*}\left(\mathbf{G r}(d, V) \times_{Y} \mathbf{G r}(d, V)\right)$.

Exercise 7.4. Let $c_{\lambda \mu}^{v} \in \Lambda$ be the coefficient defined by

$$
\sigma_{\lambda} \cdot \sigma_{\mu}=\sum_{v} c_{\lambda \mu}^{v} \sigma_{v} \quad \text { in } H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)
$$

as before, and consider similar coefficients defined by

$$
\widetilde{\sigma}_{\lambda} \cdot \widetilde{\sigma}_{\mu}=\sum_{v} \widetilde{c}_{\lambda \mu}^{v} \widetilde{\sigma}_{v} \quad \text { in } H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)
$$

and

$$
\sigma_{\lambda^{\prime}} \cdot \sigma_{\mu^{\prime}}=\sum_{v^{\prime}} c_{\lambda^{\prime} \mu^{\prime}}^{v^{\prime}} \sigma_{\nu^{\prime}} \quad \text { in } H_{T}^{*} G r\left(e, \mathbb{C}^{n}\right)
$$

Show that $c_{\lambda \mu}^{v}$ maps to $\widetilde{c}_{\lambda \mu}^{v}$ under the substitution $\chi_{i} \mapsto \chi_{n+1-i}$, and $c_{\lambda \mu}^{v}$ maps to $c_{\lambda^{\prime} \mu^{\prime}}^{v^{\prime}}$ under $\chi_{i} \mapsto-\chi_{n+1-i}$.

For example, using $\sigma_{\lambda}=s_{\lambda}(x \mid y)$ and $y_{i}=-\chi_{i}$, one computes the product

$$
\begin{aligned}
\sigma_{(2)} \cdot \sigma_{(3,1)}= & \sigma_{(4,2)}+\sigma_{(3,3)}+\left(\chi_{1}+\chi_{3}-\chi_{5}-\chi_{6}\right) \sigma_{(4,1)} \\
& +\left(\chi_{1}-\chi_{5}\right) \sigma_{(3,2)}+\left(\chi_{1}-\chi_{5}\right)\left(\chi_{3}-\chi_{5}\right) \sigma_{(3,1)}
\end{aligned}
$$

in $H_{T}^{*} G r\left(2, \mathbb{C}^{6}\right)$. Compare this with

$$
\begin{aligned}
\widetilde{\sigma}_{(2)} \cdot \widetilde{\sigma}_{(3,1)}= & \widetilde{\sigma}_{(4,2)}+\widetilde{\sigma}_{(3,3)}+\left(\chi_{6}+\chi_{4}-\chi_{2}-\chi_{1}\right) \widetilde{\sigma}_{(4,1)} \\
& +\left(\chi_{6}-\chi_{2}\right) \widetilde{\sigma}_{(3,2)}+\left(\chi_{6}-\chi_{2}\right)\left(\chi_{4}-\chi_{2}\right) \widetilde{\sigma}_{(3,1)}
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma_{(1,1)} \cdot \sigma_{(2,1,1)}= & \sigma_{(2,2,1,1)}+\sigma_{(2,2,2)}+\left(\chi_{1}+\chi_{2}-\chi_{4}-\chi_{6}\right) \sigma_{(2,1,1,1)} \\
& +\left(\chi_{2}-\chi_{6}\right) \sigma_{(2,2,1)}+\left(\chi_{2}-\chi_{4}\right)\left(\chi_{2}-\chi_{6}\right) \sigma_{(2,1,1)}
\end{aligned}
$$

in $H_{T}^{*} G r\left(2, \mathbb{C}^{6}\right)$ and $H_{T}^{*} G r\left(4, \mathbb{C}^{6}\right)$, respectively.

## 8. Littlewood-Richardson rules

The ultimate goal is to find a positive formula for the coefficients $c_{\lambda \mu}^{v}$. Such a formula is often called a Littlewood-Richardson rule. Here we will state several of these rules, without proof.

In the nonequivariant case, the meaning of positivity is clear: $c_{\lambda \mu}^{v}$ is a nonnegative integer, and this Littlewood-Richardson rule is classical algebraic combinatorics. With $|\lambda|+|\mu|=|v|$, the coefficient $c_{\lambda \mu}^{v}$ is number of ways to fill the boxes of the skew diagram $v / \lambda$ with $\mu_{1}$ 1's, $\mu_{2}$ 2's, etc., so that
(a) the filling is weakly increasing along rows;
(b) the filling is strictly increasing down columns; and
(c) when the filling is read from right to left along rows, starting at the top, at each step one has

$$
\#\left(1^{\prime} s\right) \geq \#\left(2^{\prime} s\right) \geq \cdots .
$$

Conditions (a) and (b) say the filling is a semistandard Young tableau on the shape $v / \lambda$. Condition (c), sometimes called the "Yamanouchi word" condition, means that the partition $\mu$ grows by reading the filling (in the indicated order), placing a box in the $i$ th row when one reads an entry " $i$ ", and each intermediate step is also a partition.

Example 8.1. Let $\lambda=(2,1,1), \mu=(3,2,1), v=(4,3,2,1)$. There are three fillings of $v / \lambda$ satisfying the conditions:


So $c_{\lambda \mu}^{v}=3$. The corresponding reading words-112123,112132, and 112231 -satisfy the Yamanouchi condition.

There are many other versions of the Littlewood-Richardson rule. Some have equivariant analogues. In this context, a "positive" formula should express the polynomial $c_{\lambda \mu}^{v}$ as a weighted enumeration of some combinatorial set, with weights of the form $\Pi\left(\chi_{i}-\chi_{j}\right)$ for $i<j$. Indeed, the formulas we have seen for special cases have this property, and a general theorem of Graham guarantees that this is always possible. We will return to this in Chapter 19.

Here is one version, due to Krieman and Molev (working independently). In the statement, reading in column order means that
entries of a filling of $\lambda$ are read along columns, from bottom to top, starting at the left.

Theorem 8.2. The structure constants for multiplication in $H_{T}^{*} G r\left(d, \mathbb{C}^{n}\right)$ are given by

$$
c_{\lambda \mu}^{v}=\sum_{R} \sum_{\mathcal{T}} \prod_{(i, j) \in \lambda}\left(\chi_{e+\mathcal{T}}(i, j)-\rho(i, j)_{\mathcal{T}(i, j)}-\chi_{e+\mathcal{T}(i, j)-(j-i)}\right),
$$

where:
$R$ runs over all sequences

$$
\mu=\rho^{(0)} \subset \rho^{(1)} \subset \cdots \subset \rho^{(s)}=v,
$$

such that $\rho^{(i)}$ is obtained by adding one box to $\rho^{(i-1)}$, in row $r_{i}$ (so $s=|v / \mu|)$.
$\mathcal{T}$ runs over "reverse barred $v$-bounded tableaux" on the shape $\lambda$.
This means:
$-\mathcal{T}$ is a filling of the boxes of $\lambda$ using entries from $\{1, \ldots, d\}$, weakly decreasing along rows and strictly decreasing down columns;

- all entries in the jth column of $\lambda$ are less than or equal to the number of boxes in the jth column of $v$, that is, $\mathcal{T}(i, j) \leq v_{j}^{\prime}$;
$-s=|v / \mu|$ of the entries are marked with a bar. When these entries are read in column order, the resulting word is $\bar{r}_{1} \bar{r}_{2} \cdots \bar{r}_{s}$. Thus each barred entry corresponds to a partition $\rho^{(i)}$.

The product is over all boxes $(i, j) \in \lambda$ such that $\mathcal{T}(i, j)$ is unbarred. If $(i, j)$ is a box with an unbarred entry, $\rho(i, j)=\rho^{(t)}$ is the partition corresponding to the previous barred entry (in column order). If there are no previous barred entries, $\rho(i, j)=\rho^{(0)}=\mu$.

Furthermore, $\rho(i, j)_{\mathcal{T}(i, j)}>j-i$ for all unbarred boxes $(i, j)$.

Example 8.3. For $d=3, n=6$ (so $e=6-3=3$ ) and $\lambda=\mu=(2,1)$, $v=(3,1,1)$, there are two sequences $R$ :


There is only one tableau for the sequence $R_{1}$ :

(In this case, $\rho(1,2)=(3,1,1)$, so $\rho(1,2)_{\mathcal{T}(1,2)}=3$.) For $R_{2}$, there are two tableaux:

(For the first of these, $\rho(2,1)=(2,1)$, so $\rho(2,1)_{\mathcal{T}(2,1)}=2$. For the second, $\rho(2,1)=(2,1)$, and $\rho(2,1)_{\mathcal{T}(2,1)}=1$.) So the rule says $c_{\lambda \mu}^{v}=$ $\chi_{4}-\chi_{6}+\chi_{2}-\chi_{5}+\chi_{1}-\chi_{3}$.

Historically, the first positive rule for $c_{\lambda \mu}^{v}$ was given by Knutson and Tao, and involves the combinatorics of puzzles. To describe it, we use another encoding of Schubert classes in $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$. Recall that a partition $\lambda$ corresponds to a $d$-element subset $I \subseteq\{1, \ldots, n\}$. The 01sequence corresponding to $\lambda$ has 1's in positions $I$, and 0 's elsewhere. For example, with $d=2$ and $n=5$, the partition $\lambda=(2,0)$ has $I=\{1,4\}$ and 01-sequence 10010 .

To compute $c_{\lambda \mu^{\prime}}^{v}$, we label the boundary of an equilateral triangle by 01-sequences corresponding to three partitions $\lambda, \mu$, and $v$, oriented so that the sequence for $\lambda$ appears along the NW side (from SW to NE), the sequence for $\mu$ appears along the NE side (from NW
to SE ) and the sequence for $v$ appears along the S side (from W to E ). A puzzle of type $\Delta_{\lambda \mu}^{v}$ is a filling of the triangle by the pieces shown in Figures 2 and 3. All except the equivariant piece may be rotated; the equivariant piece must appear in its displayed orientation. (See Figure 5 for an example.)


Figure 2. Classical puzzle pieces.


Figure 3. The equivariant puzzle piece.
Each equivariant piece contributes a factor $\chi_{i}-\chi_{j}$, computed from its position as shown in Figure 4. The weight $\mathrm{wt}(P)$ of a puzzle $P$ is the product of all such factors; it is evidently an element of $\mathbb{Z}_{\geq 0}\left[\chi_{1}-\chi_{2}, \ldots, \chi_{n-1}-\chi_{n}\right]$.

The puzzle rule for computing $c_{\lambda \mu}^{v}$ is this:
Theorem 8.4 (Knutson-Tao). We have


Figure 4. An equivariant piece in position $(i, j)$.

For example, the puzzle in Figure 5 contributes $\chi_{3}-\chi_{5}$ to the coefficient of $\sigma_{(3,1)}$ in $\sigma_{(2,1)} \cdot \sigma_{(2)}$. There are two other puzzles, computing $c_{(2,1),(2)}^{(3,1)}=\left(\chi_{1}-\chi_{2}\right)+\left(\chi_{2}-\chi_{4}\right)+\left(\chi_{3}-\chi_{5}\right)=\chi_{1}+\chi_{3}-\chi_{4}-\chi_{5}$.


Figure 5. A puzzle of type $\Delta_{01010,10010}^{01001}$ and weight $\chi_{3}-\chi_{5}$.
The commutativity property $c_{\lambda \mu}^{v}=c_{\mu \lambda}^{v}$ is not immediately obvious from the puzzle rule-in general, there is no bijection between puzzles of types $\Delta_{\lambda \mu}^{v}$ and $\Delta_{\mu \lambda}^{v}$, although the sums of their weights are equal. On the other hand, Grassmann duality (Exercise 7.4) is evident: one defines a bijection between puzzles of type $\Delta_{\lambda \mu}^{v}$ and those of type $\Delta_{\mu^{\prime} \lambda^{\prime}}^{v^{\prime}}$ by reflecting a puzzle from left to right, and exchanging 0 's and 1's.

Exercise 8.5. Using the puzzle rule, for $\lambda$ corresponding to a subset $I$, show that

$$
c_{\lambda \lambda}^{\lambda}=\prod_{\substack{i \in I, j \notin I \\ i>j}}\left(\chi_{j}-\chi_{i}\right)
$$

recovering the formula we know for $c_{\lambda \lambda}^{\lambda}=\left.\sigma_{\lambda}\right|_{\lambda} \cdot{ }^{4}$
Exercise 8.6. Consider $\mathbb{P}^{n-1}=\operatorname{Gr}\left(1, \mathbb{C}^{n}\right)$. The Schubert class $y_{i} \in$ $H_{T}^{*} \mathbb{P}^{n-1}$ corresponds to the 01 -sequence with a 1 in position $i+1$, and 0 's elsewhere. Use the puzzle rule to recover the formula for $c_{i j}^{k}$ given in Chapter 4, §7.

## Notes

In the literature dealing with general Lie theory, $B^{-}$-invariant subvarieties are usually called "opposite." Our conventions are reversed, but have
the advantage of better stability properties. We will continue this usage through Chapter 13, and switch to the more standard convention when we discuss general Lie groups in Chapter 15.

The Kempf-Laksov theorem (Theorem 2.2) was originally stated in the context of degeneracy loci in Grassmann bundles [KeLa74]. Its appearance as an equivariant Schubert class represents an early instance of the connection between equivariant geometry and the geometry of fiber bundles, although it was not seen this way at the time.

Studying rank conditions on matrices of homogeneous polynomials, Giambelli proved the case of Theorem 2.2 corresponding to a rectangular partition [Gi04]. We will see more about this in Chapter 11.

In Chapter 4, we saw a basis of Schur determinants $\Delta_{\lambda}\left(c^{B^{-}}(\mathbb{Q})\right)$, for $\lambda$ inside the $d \times e$ rectangle. Here we have studied the basis of Schubert classes $\left[\Omega_{\lambda}\right]^{B^{-}}$, which are expressed (via the Kempf-Laksov formula) as multi-Schur determinants. What is the transition matrix between these two bases? The answer, given in [AF-ABCD], involves certain flagged Schur polynomials, which are special cases of the Schubert polynomials to be studied in Chapter 10.

The argument for Lemma 3.1 comes from Knutson and Tao [KnTao03]. The same idea was axiomatized and applied to other settings by Guillemin and Zara [GuZa01] and Tymoczko [Tym08b]. An alternative framework for finding (unique) solutions to such interpolation problems was developed systematically by Fehér and Rimányi [FeRi03].

An excellent reference for double Schur polynomials (and their relatives) is Macdonald's note [Mac92]. In particular, he proves the equivalence of the three characterizations of $s_{\lambda}(x \mid y)$ we gave. (We mainly use his "Variation $6 "$.)

Lemma 4.1 is due to Okounkov, who shows that these conditions characterize "shifted" Schur functions [Ok96]; see also [OO97] and [MoSa99].

Proofs of the classical (non-equivariant) case of the Chevalley-Pieri rule, Theorem 6.2, can be found in many sources, e.g., [Ful-YT, §9.4]. A proof of the equivariant version appears in [KnTao03, Appendix]. We will see a complete proof of the analogous formula for general homogeneous spaces $G / P$ in Chapter 19. The characterization theorem (Theorem 6.4) is due to Molev and Sagan [MoSa99], and was used extensively by Knutson and Tao [KnTao03]. It also has an analogue for $G / P$, as we will see in Chapter 19.

There are many references for the classical Littlewood-Richardson rule and its variations; see, for example, [Mac95], [Sta99], [Ful-YT]. The first complete proof is due to Schützenberger, using a game called jeu de taquin [Schü77]. An equivariant jeu de taquin rule was given by Thomas and Yong [ThYo18].

A combinatorial rule for the multiplying double Schur polynomials $s_{\lambda}(x \mid y)$ was given by Molev and Sagan [MoSa99], but their original formula was not manifestly positive in the variables $y_{i}-y_{j}, i>j$. Molev later modified this to the positive formula described here [Mo09].

Knutson and Tao gave the first manifestly positive rule for the equivariant structure constants [KnTao03]. In fact, they computed $\widetilde{c}_{\lambda \mu}^{v}$, the structure constants for multiplying in the opposite Schubert basis $\left\{\widetilde{\sigma}_{\lambda}\right\}$. These are related to $c_{\lambda \mu}^{v}$ by the substitution $\chi_{i} \mapsto \chi_{n+1-i}$. This is realized by reflecting puzzles left-to-right, which has the effect of exhanging the equivariant and non-equivariant rhombi.

## Hints for exercises

${ }^{1}$ Use the bialternant definition. The $(d-p, q)$-entry of the matrix in the numerator of $s_{\lambda}\left(y^{\mu} \mid y\right)$ is

$$
\left(y_{\mu_{p}+d-p+1} \mid y\right)^{\lambda_{q}+d-q}=\left(y_{\mu_{p}+d-p+1}-y_{1}\right) \cdots\left(y_{\mu_{p}+d-p+1}-y_{\lambda_{q}+d-q}\right) .
$$

If $\mu \nsupseteq \lambda$, then some index $k$ has $\mu_{k}<\lambda_{k}$ (so also $\mu_{p}<\lambda_{q}$ for $q \leq k \leq p$ ). But then for all $q \leq k \leq p$, we have

$$
1 \leq \mu_{p}+d-p+1 \leq \lambda_{q}+d-q,
$$

so the above product vanishes, and it follows that the determinant is zero. If $\mu=\lambda$, the matrix is triangular because

$$
1 \leq \lambda_{p}+d-p+1 \leq \lambda_{q}+d-q
$$

if $p>q$, so its determinant is the product

$$
\prod_{p=1}^{d} \prod_{s=1}^{\lambda_{p}+d-p}\left(y_{\lambda_{p}+d-p+1}-y_{s}\right) .
$$

Dividing by the Vandermonde denominator gives the formula.
${ }^{2}$ The key identity is

$$
h_{p}\left(x \mid \tau^{1-j} y\right)=\sum_{a+b=p} h_{a}\left(x_{1}, \ldots, x_{d}\right)(-1)^{b} e_{b}\left(y_{1}, \ldots, y_{d+p-j}\right),
$$

where $y_{m}=0$ for $m \leq 0$. (This is easy to prove from the tableau definition of $h_{p}=s_{(p)}$.) Then compare with the degree $p=\lambda_{i}-i+j$ term of $c^{T}\left(\mathbb{Q}-E_{e-p+j}\right)=$ $c^{T}\left(\widetilde{E}_{d+p-j}-\mathbb{S}\right)$.
${ }^{3}$ Let $E$. and $\widetilde{E}$. be the standard and opposite flags in $\mathbb{C}^{n}$. Under the identification $V \cong V^{\vee}$ by the chosen basis, we have $E_{i} \mapsto\left(V / E_{i}\right)^{\vee} \cong \widetilde{E}_{n-i}$.
${ }^{4}$ See [KnTao03, Proposition 3].

## CHAPTER 10

## Flag varieties and Schubert polynomials

In this chapter, we will develop flag variety analogues of what we have just seen for the Grassmannian. The main goal is a "Giambelli" formula for expressing the equivariant class of a Schubert variety as a polynomial in Chern classes of universal bundles. These formulas are comparatively recent: canonical representatives are the Schubert polynomials introduced by Lascoux and Schützenberger in the 1980s. This chapter and the next provide a detailed study of the calculations sketched in Chapter 1, $\S 4$.

## 1. Rank functions and Schubert varieties

We generally use "one-line" notation for permutations $w \in S_{n}$, recording values as $w=w(1) w(2) \cdots w(n)$. Let $A_{w}$ be the permutation matrix having 1's in positions $(w(i), 1)$ and 0 's elsewhere. (If $e_{i}$ is the standard basis vector, this convention means $A_{w} \cdot e_{i}=e_{w(i)}$, and $A_{u v}=A_{u} \cdot A_{v}$.)

The rank function $\boldsymbol{r}_{w}=\left(r_{w}(p, q)\right)$ associated to $w$ is defined by

$$
r_{w}(p, q)=\#\{i \leq p \mid w(i) \leq q\}
$$

for $1 \leq p, q \leq n$. That is, $r_{w}(p, q)$ is the rank of the upper-left $q \times p$ submatrix of $A_{w}$. The same information is encoded in the dimension function $\boldsymbol{k}_{w}=\left(k_{w}(p, q)\right)$, defined by

$$
k_{w}(p, q)=\#\{i \leq p \mid w(i)>q\}
$$

for $1 \leq p, q \leq n$. The number $k_{w}(p, q)$ is the rank of the lower-left $(n-q) \times p$ submatrix of $A_{w}$, so $k_{w}(p, q)+r_{w}(p, q)=p$ for all $p, q$. Figure 1 gives a schematic illustration of these ranks of submatrices of $A_{w}$.


Figure 1. $\boldsymbol{r}_{w}$ and $\boldsymbol{k}_{w}$ as ranks of submatrices of $A_{w}$

For an $n$-dimensional vector space $V$, consider the complete flag variety $F l(V)=F l(1, \ldots, n-1 ; V)$ of subspaces $F_{1} \subset \cdots \subset F_{n}=V$. As in the previous chapter, we fix a standard flag $E_{\bullet}$ and write $E^{q}=E_{n-q}$, so $E_{q}$ has dimension $q$ and $E^{q}$ has codimension $q$. There are Schubert cells

$$
\begin{aligned}
\Omega_{w}^{\circ}=\Omega_{w}^{\circ}\left(E_{\bullet}\right) & =\left\{F_{\bullet} \mid \operatorname{rk}\left(F_{p} \rightarrow V / E^{q}\right)=r_{w}(p, q) \text { for all } 1 \leq p, q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right)=k_{w}(p, q) \text { for all } 1 \leq p, q \leq n\right\}
\end{aligned}
$$

and Schubert varieties

$$
\begin{aligned}
\Omega_{w}=\Omega_{w}\left(E_{\bullet}\right) & =\left\{F_{\bullet} \mid \operatorname{rk}\left(F_{p} \rightarrow V / E^{q}\right) \leq r_{w}(p, q) \text { for all } 1 \leq p, q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for all } 1 \leq p, q \leq n\right\}
\end{aligned}
$$

in $F l(V)$. We will soon see that $\Omega_{w}=\overline{\Omega_{w}^{\circ}}$.
First, let us fix conventions for representing flags with matrices. We choose a standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$, so $V \cong \mathbb{C}^{n}$. A full-rank matrix $A \in G L_{n}$ represents a flag $F_{\bullet}$, where $F_{p} \subseteq V$ is the span of the first $p$ columns of $A$. Since initial column-spans are preserved by right multiplication by the Borel subgroup $B$ of upper-triangular matrices, we have $F l\left(\mathbb{C}^{n}\right) \cong G L_{n} / B$.

We take the fixed flag $E_{\bullet}$ to be given by coordinate subspaces $E_{q}=\left\langle e_{n-q+1}, \ldots, e_{n}\right\rangle \subseteq \mathbb{C}^{n}$. This flag is fixed by $B^{-}$, so Schubert cells and varieties are $B^{-}$-invariant. In fact, as with the Grassmannian, Schubert cells are $B^{-}$-orbits, and they decompose the flag variety. For
each permutation $w \in S_{n}$, there is a point $p_{w} \in F l\left(\mathbb{C}^{n}\right)$, corresponding to the flag

$$
\left\langle e_{w(1)}\right\rangle \subset\left\langle e_{w(1)}, e_{w(2)}\right\rangle \subset \cdots \subset V,
$$

and represented by the permutation matrix $A_{w}$. (So our standard flag $E$. corresponds to the permutation $n \cdots 21$.)

Exercise. Show that

$$
G L_{n}=\coprod_{w \in S_{n}} B^{-} \cdot A_{w} \cdot B
$$

(This is the Bruhat decomposition of $G L_{n}$, an elementary instance of a general phenomenon for algebraic groups.) Then show that

$$
\Omega_{w}^{\circ}=B^{-} \cdot p_{w},
$$

so that $F l(V)=\coprod_{w \in S_{n}} \Omega_{w}^{\circ}$. Deduce that the classes of Schubert varieties $\left[\Omega_{w}\right]^{B^{-}}$form a basis for $H_{B^{-}}^{*} F l(V)$ over $\Lambda_{B^{-}}$.

Given a flagged vector bundle $E_{1} \subset \cdots \subset E_{n}=V$ on a variety $Y$, with $E^{q}=E_{n-q}$ having co-rank $q$ in $V$, there is a Schubert locus $\boldsymbol{\Omega}_{w}\left(E_{\bullet}\right)$ in the flag bundle $X=\mathbf{F l}(V) \rightarrow Y$, defined by the conditions

$$
\boldsymbol{\Omega}_{w}\left(E_{\bullet}\right)=\left\{x \in X \mid \operatorname{rk}\left(\mathbb{S}_{p} \rightarrow V / E^{q}\right) \leq r_{w}(p, q) \text { for all } 1 \leq p, q \leq n\right\}
$$

where $\mathbb{S}$. is the tautological flag of subbundles on $\mathrm{Fl}(V)$.
When $Y=\mathbb{B} T$ (or an approximation space), $V=\mathbb{E} T \times{ }^{T} \mathbb{C}^{n}$, and $E_{\bullet}$ is induced from the standard flag in $\mathbb{C}^{n}$, we have identifications

so $\left[\mathbf{\Omega}_{w}\right]=\left[\Omega_{w}\right]^{T}$ in $H^{*} \mathbf{F l}(V)=H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$.

## 2. Neighborhoods and tangent weights

Now let us consider a torus $T$ acting on $V=\mathbb{C}^{n}$ with characters $\chi_{1}, \ldots, \chi_{n}$, inducing an action on $F l(V)$. The point $p_{w}$ is fixed by $T$, and has a $T$-invariant affine neighborhood $U \subseteq F l(V)$. Writing $I_{d}=\{w(1), \ldots, w(d)\}$ for each $1 \leq d \leq n$, this is the open set defined
by the nonvanishing of the $d \times d$ minors on columns $1, \ldots, d$ and rows $I_{d}$, for all $d=1, \ldots, n$. In terms of the natural projections $\pi_{d}: F l(V) \rightarrow G r(d, V)$, this is

$$
U=\bigcap_{d=1}^{n} \pi_{d}^{-1} U_{d}
$$

where, for each $d, U_{d} \subset G r(d, V)$ is the affine open neighborhood of $p_{I_{d}}$ in the Grassmannian (see Chapter 9, §1). More directly, points in $U$ are represented by matrices with free entries in positions $(w(i), j)$ for $i>j$. For $w=6427135$, this neighborhood is shown at right. The torus acts on the $(w(i), j)$ entry by the character $\chi_{w(i)}-\chi_{w(j)}$. Just as for $\left[\begin{array}{llllll}* & * & 1 & 0 & 0 & 0\end{array}\right]$ Grassmannians, this invariant neighborhood is an affine space, isomorphic to $\mathbb{C}_{\binom{n}{2}}$, and the tangent space $T_{p_{w}} F l(V)$ has torus weights $\left\{\chi_{w(i)}-\chi_{w(j)} \mid i>j\right\}$. If all characters $\chi_{i}$ are distinct, these weights are nonzero, and the fixed locus is precisely $F l(V)^{T}=\left\{p_{w} \mid w \in S_{n}\right\}$.

The Schubert cell $\Omega_{w}^{\circ}$ is the $B^{-}$-orbit of $p_{w}$. In matrices, this means free entries appear only to the left and below the 1's of $A_{w}$. For example, with $w=6427135$, points in the Schubert cell are represented as

$$
\Omega_{w}^{\circ}=\left[\begin{array}{ccccccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & 1 & 0 & 0 \\
\mathbf{0} & \mathbf{0} & 1 & 0 & 0 & 0 & 0 \\
\mathbf{0} & \mathbf{0} & * & \mathbf{0} & * & 1 & 0 \\
\mathbf{0} & 1 & 0 & 0 & 0 & 0 & 0 \\
\mathbf{0} & * & * & \mathbf{0} & * & * & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & 1 & 0 & 0 & 0
\end{array}\right] .
$$

Comparing with the matrix representation of the affine open neighborhood of $p_{w}$, this Schubert cell is obtained $\quad \mathbf{0} \cdots \cdots, 1$ by setting some of the free entries to zero (shown in bold : above). These 0's appear precisely in positions $(w(i), j) \quad 1$ such that $i>j$ and $w(i)<w(j)$, as shown at right.

This picture lets us easily identify the torus weights on the tangent and normal spaces:

$$
\begin{aligned}
& T_{p_{w}} \Omega_{w}^{\circ} \text { has weights }\left\{\chi_{w(i)}-\chi_{w(j)} \mid i>j \text { and } w(i)>w(j)\right\} ; \\
& N_{p_{w}} \Omega_{w}^{\circ} \text { has weights }\left\{\chi_{w(i)}-\chi_{w(j)} \mid i>j \text { and } w(i)<w(j)\right\} .
\end{aligned}
$$

The restriction of a Schubert class to a $T$-fixed point follows:

$$
\left.\left[\Omega_{w}\right]^{T}\right|_{p_{w}}=\prod_{\substack{i<j \\ w(i)>w(j)}}\left(\chi_{w(j)}-\chi_{w(i)}\right)
$$

In fact, computing a little more carefully shows that each Schubert cell is isomorphic (as a variety) to a certain subgroup of $B^{-}$. Let $U^{-} \subseteq B^{-}$be the unipotent subgroup of lower-triangular matrices with 1's on the diagonal, and let $B$ be the (opposite) Borel subgroup of upper-triangular matrices. For $w \in S_{n}$, let $U^{-}(w)=U^{-} \cap A_{w} B^{-} A_{w^{-1}}$.

Exercise 2.1. Show that the standard $T$-invariant affine neighborhood is $\left(A_{w} B^{-} A_{w}^{-1}\right) \cdot p_{w}$, and that the map

$$
\begin{aligned}
U^{-}(w) & \rightarrow \Omega_{w}^{\circ} \\
u & \mapsto u \cdot p_{w}
\end{aligned}
$$

is an isomorphism of varieties. Furthermore, there is a free entry in position $(i, j)$ of $U^{-}(w)$ if and only if $i>j$ and $w^{-1}(i)>w^{-1}(j)$.

For example, if $w=642713$ 5, we have

$$
U^{-}(w)=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
* & * & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
* & * & * & * & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & * & 0 & * & 0 & * & 1
\end{array}\right]
$$

## 3. Invariant curves in the flag variety

We have seen formulas for the tangent weights at $T$-fixed points. Next we will describe $T$-invariant curves. Let $\tau_{i j} \in S_{n}$ be the transposition which swaps $i$ and $j$. For each $w \in S_{n}$ and $i<j$, there is an invariant curve in $F l\left(\mathbb{C}^{n}\right)$ through $p_{w}$, with tangent weight $\chi_{w(j)}-\chi_{w(i)}$ at this point. The other fixed point is $p_{v}$, for $v=w \tau_{i j}=\tau_{k l} w$, where $k=w(i)$ and $l=w(j)$. This is easy to see in matrix coordinates. For example, take $w=6427135$, and $v=w \tau_{24}=\tau_{47} w=6724135$. The curve connecting these points has matrix representatives in neighborhoods of $p_{w}$ and $p_{v}$ as shown below.

$$
\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & \mathbf{1} & 0 & \mathbf{0} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{a} & 0 & \mathbf{1} & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{lllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & \frac{\mathbf{1}}{\mathbf{a}} & 0 & \mathbf{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{1} & 0 & \mathbf{0} & 0 & 0 & 0
\end{array}\right] .
$$

In the limit $a \rightarrow 0$, one sees $p_{w}$, and as $a \rightarrow \infty$, one arrives at $p_{v}$.
Another way to generate these curves can be useful. There is a subgroup $G_{k, l} \subseteq G L_{n}$, which is an embedding of $G L_{2}$ : one places an invertible $2 \times 2$ matrix on rows and columns $k, l, 1$ 's along the other diagonal entries, and 0's elsewhere. The subgroup $G_{k, l}$ contains the permutation matrix $A_{\tau_{k l}}$. For any $u \in S_{n}$, the intersection $G_{k, l} \cap u B u^{-1}$ is isomorphic to upper- or lower-triangular matrices in $G L_{2}$, so the $T$-curve connecting $p_{w}$ and $p_{v}$ is $G_{k, l} \cdot p_{w}=G_{k, l} \cdot p_{v} \cong \mathbb{P}^{1}$.

In the above example, for $w=6427135$, one can generate the $T$-curve with character $\chi_{7}-\chi_{4}$ by embedding $\left[\begin{array}{ll}1 & 0 \\ a & 1\end{array}\right]$ on rows and columns 4,7 ; the matrix shown on the left-hand side is obtained left multiplication on the permutation matrix $A_{w}$.

From our description of $\Omega_{w}^{\circ}$ in the neighborhood of $p_{w}$, we see the curve $G_{k, l} \cdot p_{w}$ meets $\Omega_{w}^{\circ}$ either in an affine line (if $k=w(i)<l=w(j)$ ), or only the point $p_{w}$ (if $k=w(i)>l=w(j)$ ).

When the tangent weights $\chi_{w(j)}-\chi_{w(i)}$ are pairwise non-parallel, there are finitely many invariant curves through $p_{w}$ (Chapter $7, \S 2$ ).

Assuming this holds at every fixed point $p_{w}$, we have a complete description of $T$-curves in $F l\left(\mathbb{C}^{n}\right)$.

To summarize: fix $w$, and $i<j$, with $k=w(i)$ and $l=w(j)$, and $v=w \tau_{i j}=\tau_{k l} w$.

- There is a $T$-invariant curve $C_{w, v}=G_{k l} \cdot p_{w} \subseteq F l\left(\mathbb{C}^{n}\right)$, isomorphic to $\mathbb{P}^{1}$ and connecting $p_{w}$ and $p_{v}$.
- If $w(i)<w(j)$, the intersection $C_{w, v} \cap \Omega_{w}^{\circ}$ is isomorphic to $\mathbb{A}^{1}$ and dense in $C_{w, v}$. Otherwise, $C_{w, v} \cap \Omega_{w}^{\circ}=\left\{p_{w}\right\}$.
- If the characters $\chi_{w(j)}-\chi_{w(i)}$ are pairwise nonparallel (for all $i<j$ ), then these are all the $T$-curves through $p_{w}$.


## 4. Bruhat order for the symmetric group

Our next goal is to prove that the Schubert variety $\Omega_{w} \subseteq F l(V)$, defined by rank inequalities $\operatorname{rk}\left(F_{p} \rightarrow V / E^{q}\right) \leq r_{w}(p, q)$, is the closure of the Schubert cell $\Omega_{w}^{\circ}$, where equality holds. We will need some facts about a partial order on $S_{n}$.

Definition 4.1. The Bruhat order on $S_{n}$ is defined as follows. For permutations $v, w$, we say $v \geq w$ if $r_{v}(p, q) \leq r_{w}(p, q)$ for all $1 \leq$ $p, q \leq n$.

From the definition, $v \geq w$ is equivalent to $\Omega_{v} \subseteq \Omega_{w}$. There are many other useful characterizations of Bruhat order. Recall from Chapter $9, \S 1$, the partial order on $p$-element subsets of $\{1, \ldots, n\}$ : for $J=\left\{j_{1}<\cdots<j_{p}\right\}$ and $I=\left\{i_{1}<\cdots<i_{p}\right\}$, we say $J \geq I$ if $j_{k} \geq i_{k}$ for all $1 \leq k \leq p$.

Exercise 4.2. Show that $v \geq w$ if and only if $\{v(1), \ldots, v(p)\} \geq$ $\{w(1), \ldots, w(p)\}$ for all $1 \leq p \leq n .{ }^{1}$

This characterization is sometimes called the tableau criterion for comparing elements in Bruhat order. By writing the sets

$$
\{w(1), \ldots, w(n)\},\{w(1), \ldots, w(n-1)\}, \ldots,\{w(1)\}
$$

as columns, one represents $w$ by a semistandard tableau of shape $\lambda=(n, n-1, \ldots, 1)$. For instance, one sees $231>132$ by
comparing two tableaux entry-wise:

| 1 | 2 | 2 |
| :--- | :--- | :--- |
| 2 | 3 |  |
| 3 |  | 1 1 1 <br> 2 3  <br> 3  . |

The inversions of a permutation $w$ are the pairs $i<j$ such that $w(i)>w(j)$. The length enumerates inversions:

$$
\ell(w)=\#\{i<j \mid w(i)>w(j)\} .
$$

There are unique permutations of least and greatest length in $S_{n}$. The identity $e$ is evidently the shortest element, with $\ell(e)=0$. The longest element is $w_{\circ}=n \cdots 21$, with length $\ell\left(w_{\circ}\right)=\binom{n}{2}$.

The following lemma shows that Bruhat order is graded by length. We will write $v \gtrdot w$ to mean $v>w$ and $\ell(v)=\ell(w)+1$. As before, $\tau_{i j} \in S_{n}$ is the transposition swapping $i$ and $j$.

Lemma 4.3. If $v>w$, then $\ell(v)>\ell(w)$. In fact, there is a permutation $w^{\prime}$ such that $v \geq w^{\prime} \gtrdot w$; this $w^{\prime}$ has the form $w^{\prime}=w \tau_{i j}$ for some $i<j$ with $w(i)<w(j)$.

Proof. The first statement follows from the second, by induction on Bruhat order, so we focus on the second statement.

We will use the tableau criterion of Exercise 4.2. Let $i$ be the smallest index such that $\{v(1), \ldots, v(i)\} \neq\{w(1), \ldots, w(i)\}$-that is, $v(1)=w(1), v(2)=w(2)$, etc., and $v(i)>w(i)$. Let $r=v(i)$ and $s=w(i)$, so $r>s$. Let $j>i$ be the smallest index such that $w(i)<$ $w(j) \leq r$. (From the choice of $i$, we know $i<w^{-1}(r)$, so $j$ exists with $j \leq w^{-1}(r)$.) Let $w^{\prime}=w \tau_{i j}$, where $\tau_{i j}$ is the transposition swapping the positions $i$ and $j$, so

$$
w^{\prime}=w(1) \cdots w(i-1) w(j) w(i+1) \cdots w(j-1) w(i) \cdots w(n) .
$$

Now $\ell\left(w^{\prime}\right)=\ell(w)+1$. Indeed, by the choice of $j$, there is no $k$ with $i<k<j$ and $w(i)<w(k)<w(j)$. So $w^{\prime}$ has all the inversions of $w$, together with exactly one new inversion $w^{\prime}(i)>w^{\prime}(j)$.

Finally, we must check that $v \geq w^{\prime}>w$. If $p<i$ or $p \geq j$, we have

$$
\left\{w^{\prime}(1), \ldots, w^{\prime}(p)\right\}=\{w(1), \ldots, w(p)\}
$$

so in these cases we know $\{v(1), \ldots, v(p)\} \geq\left\{w^{\prime}(1), \ldots, w^{\prime}(p)\right\}$. When $i \leq p<j$, we have

$$
\left\{w^{\prime}(1), \ldots, w^{\prime}(p)\right\}=(\{w(1), \ldots, w(p)\} \backslash\{w(i)\}) \cup\{w(j)\}
$$

that is, the set $\left\{w^{\prime}(1), \ldots, w^{\prime}(p)\right\}$ is obtained from $\{w(1), \ldots, w(p)\}$ by swapping $w(j)$ for $w(i)$. Since $v(i) \geq w^{\prime}(i)=w(j)>w(i)$, we see $\{v(1), \ldots, v(p)\} \geq\left\{w^{\prime}(1), \ldots, w^{\prime}(p)\right\}$ for these $p$, as well.

Now we return to Schubert varieties. From the discussion in the previous section, it follows that $\Omega_{w}^{\circ}$-and therefore $\overline{\Omega_{w}^{\circ}}$-has codimension equal to $\ell(w)$ in $F l(V)$. From the Bruhat decomposition, it follows easily that

$$
\Omega_{w}=\coprod_{v \geq w} \Omega_{v}^{\circ}
$$

since the permutation matrix $A_{v}$ satisfies the conditions defining $\Omega_{w}$ if and only if $v \geq w$. The Schubert cell $\Omega_{v}^{\circ}$ is the orbit $B^{-} \cdot p_{v}$, so this reduces proving $\Omega_{w}=\overline{\Omega_{w}^{\circ}}$ to another characterization of Bruhat order.

Proposition 4.4. For $v, w \in S_{n}$, we have $v \geq w$ if and only if $p_{v} \in \overline{\Omega_{w}^{\circ}}$. In particular, $\Omega_{w}=\overline{\Omega_{w}^{\circ}}$.

Proof. It is clear from the definitions that $\Omega_{w} \supseteq \overline{\Omega_{w}^{\circ}}$, and we have seen that if $v \nsupseteq w$, then $p_{v} \notin \Omega_{v}$ (since $A_{v}$ violates one of the rank conditions defining $\Omega_{w}$ ). The nontrivial part of the statement is the converse: if $v \geq w$, then $p_{v} \in \overline{\Omega_{w}^{\circ}}$.

We will use descending induction on Bruhat order. The base case is $w=w_{\circ}$, and the locus $\Omega_{w_{0}}^{\circ} \subseteq F l(V)$ is already closed, consisting of just the $B^{-}$-fixed point: $\Omega_{w_{\circ}}^{\circ}=\Omega_{w_{\circ}}=\left\{p_{w_{\circ}}\right\}$.

It suffices to treat the case $v>w$. Indeed, by induction, we know $\Omega_{v}=\overline{\Omega_{v}^{\circ}}=\coprod_{v^{\prime} \geq v} \Omega_{v^{\prime}}^{\circ}$. And by Lemma 4.3, for any $v^{\prime}>w$, one can find $v$ so that $v^{\prime} \geq v \gtrdot w$. In fact, the lemma says we can find $i<j$ with $w(i)<w(j)$ so that $v=w \tau_{i j}=\tau_{k l} w$, where $k=w(i)$ and $l=w(j)$.

From what we have seen in $\S 3$, the curve $G_{k, l} \cdot p_{w}$ has dense intersection with $\Omega_{w}^{\circ}$ (since $\left.k=w(i)<l=w(j)\right)$. Its other fixed point is $p_{v}$, for $v=\tau_{k l} w$. So $p_{v}$ is a limit of points in $\Omega_{w}^{\circ}$, as claimed.

Another characterization of Bruhat order is sometimes useful. The adjacent transposition $\tau_{i, i+1}$ is called a simple transposition and written $s_{i}$. An expression $w=s_{i_{1}} \cdots s_{i_{\ell}}$ is reduced if $\ell$ is minimal among all such expressions. (It is a basic fact that this minimal $\ell$ is equal to $\ell(w)$.)

Lemma 4.5. Suppose $v \gtrdot w$, so that $v=w \tau_{a b}$ for some transposition $\tau_{a b}$ (as in Lemma 4.3) and $\ell(w)=\ell(v)-1$. Let $\ell=\ell(v)$, and let $v=s_{i_{1}} \cdots s_{i_{\ell}}$ be a reduced expression for $v$. Then for some $1 \leq m \leq \ell$, a minimal expression $w=s_{i_{1}} \cdots \widehat{s_{i_{m}}} \cdots s_{i_{\ell}}$ is obtained by omitting one transposition from the expression for $v$.

References for the proof are given in the Notes.
For general permutations $v, w \in S_{n}$, it follows that $v \geq w$ if and only if there is a reduced expression $v=s_{i_{1}} \cdots s_{i_{\ell}}$ so that a subword gives a reduced expression $w=s_{j_{1}} \cdots s_{j_{k}}$.

Summarizing, we have several descriptions of Bruhat order. For $v, w \in S_{n}$, the following are equivalent:
(i) $v \geq w$.
(ii) $r_{v}(p, q) \leq r_{w}(p, q)$ for all $1 \leq p, q \leq n$.
(iii) $\Omega_{v} \subseteq \Omega_{w}$.
(iv) $p_{v} \in \Omega_{w}$.
(v) $\{v(1), \ldots, v(p)\} \geq\{w(1), \ldots, w(p)\}$ for all $1 \leq p \leq n$.
(vi) There is a chain

$$
w=w^{(0)} \rightarrow w^{(1)} \rightarrow \cdots \rightarrow w^{(s)}=v
$$

where each step is of the form $u \rightarrow u \cdot \tau_{i j}$ for some transposition so that $\ell\left(u \cdot \tau_{i j}\right)=\ell(u)+1$.
(vii) There is a minimal-length expression $v=s_{i_{1}} \cdots s_{i_{\ell}}$ so that $w$ is given by the product of a subsequence of $s_{i_{1}}, \ldots, s_{i_{\ell}}$.
(viii) $w_{\circ} v \leq w_{\circ} w$.
(ix) $v w_{\circ} \leq w w_{0}$.
(x) $v^{-1} \geq w^{-1}$.

## 5. Opposite Schubert varieties and Poincaré duality

We have been using the standard flag $E_{\bullet}$, which in the standard basis is given by $E_{q}=\left\langle e_{n+1-q}, \ldots, e_{n}\right\rangle$. Just as for Grassmannians, the opposite Schubert cells and opposite Schubert varieties are defined with respect to the opposite flag $\widetilde{E}_{\bullet}$, which has $\widetilde{E}_{q}=\left\langle e_{1}, \ldots, e_{q}\right\rangle$ :

$$
\widetilde{\Omega}_{w}^{\circ}=\Omega_{w}^{\circ}\left(\widetilde{E}_{\bullet}\right) \quad \text { and } \quad \widetilde{\Omega}_{w}=\Omega_{w}\left(\widetilde{E}_{\bullet}\right)
$$

Since $\widetilde{E}_{\bullet}$ is preserved by the (opposite) Borel group $B$ of uppertriangular matrices, the opposite Schubert cells and varieties are $B$-invariant.

Exercise 5.1. Assume $T$ acts on $V=\mathbb{C}^{n}$ by distinct characters $\chi_{1}, \ldots, \chi_{n}$. Then $p_{w_{0} w}$ is the only $T$-fixed point in $\widetilde{\Omega}_{w}^{\circ}$, and $\widetilde{\Omega}_{w}^{\circ}=$ $B \cdot p_{w_{o} w} .{ }^{2}$

For example, the Schubert cell and opposite Schubert cell for $w=6427135\left(\right.$ so $\left.w_{\circ} w=2461753\right)$ are represented as

$$
\Omega_{w}^{\circ}=\left[\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & * & 0 & * & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & * & * & 0 & * & * & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & 1 & 0 & 0 & 0
\end{array}\right] \text { and } \widetilde{\Omega}_{w_{o} w}^{\circ}=\left[\begin{array}{ccccccc}
* & * & * & * & 1 & 0 & 0 \\
* & * & 1 & 0 & 0 & 0 & 0 \\
* & * & 0 & * & 0 & 1 & 0 \\
* & 1 & 0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & * & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] .
$$

The opposite Schubert varieties also give a cell decomposition of $F l(V)$, so their classes form a basis for $H_{B}^{*} F l(V)$. Furthermore,

$$
\widetilde{\Omega}_{w}=\coprod_{v \geq w} \widetilde{\Omega}_{v}^{\circ}
$$

by the same argument as in the previous section. Equivalently, $p_{w_{0} v}$ lies in $\widetilde{\Omega}_{w}$ if and only if $v \geq w$ in Bruhat order. We also have an analogous computation of the weights at fixed points:

$$
\begin{aligned}
& T_{p_{w}} \widetilde{\Omega}_{w_{o} w}^{\circ} \text { has weights }\left\{\chi_{w(i)}-\chi_{w(j)} \mid i>j \text { and } w(i)<w(j)\right\} ; \\
& N_{p_{w}} \widetilde{\Omega}_{w_{o} w}^{\circ} \text { has weights }\left\{\chi_{w(i)}-\chi_{w(j)} \mid i>j \text { and } w(i)>w(j)\right\} .
\end{aligned}
$$

These computations show that the intersection $\Omega_{w}^{\circ} \cap \widetilde{\Omega}_{w_{0} w}^{\circ}$ is transverse. As before, we also obtain a simple formula for the restriction to a fixed point:

$$
\left.\left[\widetilde{\Omega}_{w_{0} w}\right]^{T}\right|_{p_{w}}=\prod_{\substack{i<j \\ w(i \ll w(j)}}\left(\chi_{w(j)}-\chi_{w(i)}\right) .
$$

Since both Schubert varieties and opposite Schubert varieties are $T$-equivariant, we have two bases for $H_{T}^{*} F l(V)$. In fact, they are Poincaré dual.

Proposition 5.2. Let $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ and $\widetilde{\sigma}_{w}=\left[\widetilde{\Omega}_{w}\right]^{T}$. Then $\left\{\sigma_{w}\right\}$ and $\left\{\widetilde{\sigma}_{w_{0} w}\right\}$ form Poincaré dual bases for $H_{T}^{*} F l(V)$ as a $\Lambda_{T}$-module. That is,

$$
\rho_{*}\left(\sigma_{u} \cdot \widetilde{\sigma}_{v}\right)=\delta_{u, w_{o} v}
$$

in $\Lambda_{T}$.
The proof is analogous to that of the corresponding fact for Grassmannians (Chapter 9, Proposition 5.2). ${ }^{3}$

On the other hand, with a more careful argument, we can prove something stronger. We will need a simple fact about Schubert varieties.

Exercise 5.3. For two flags $F_{\bullet}, G_{\bullet} \in F l(V)$, show that $F_{\bullet} \in \Omega_{w}\left(G_{\bullet}\right)$ if and only if $G_{\bullet} \in \Omega_{w^{-1}}\left(F_{\bullet}\right)$.

Proposition 5.4. If $u \leq w_{o} v$, then the intersection $\Omega_{u} \cap \widetilde{\Omega}_{v}$ is reduced and irreducible of dimension $\ell\left(w_{\circ} v\right)-\ell(u)$. Otherwise, this intersection is empty.

Proof. Consider a double Schubert variety in $F l(V) \times F l(V)$, defined by

$$
\begin{aligned}
\mathbf{\Omega}_{v} & =\left\{\left(G_{\bullet}, F_{\bullet}\right) \mid F_{\bullet} \in \Omega_{v}\left(G_{\bullet}\right)\right\} \\
& =\left\{\left(G_{\bullet}, F_{\bullet}\right) \mid G_{\bullet} \in \Omega_{v^{-1}}\left(F_{\bullet}\right)\right\} .
\end{aligned}
$$

The equivalence of the two descriptions follows from Exercise 5.3. Both projections $p r_{i}: \boldsymbol{\Omega}_{v} \rightarrow F l(V)(i=1,2)$ are locally trivial fiber
bundles, with Schubert varieties as fibers. More precisely, the fibers are $p r_{1}^{-1}\left(G_{\bullet}\right)=\Omega_{v}\left(G_{\bullet}\right)$ and $p r_{2}^{-1}\left(F_{\bullet}\right)=\Omega_{v^{-1}}\left(F_{\bullet}\right)$. In particular, $\boldsymbol{\Omega}_{v}$ is reduced and irreducible.

Let $Z=\boldsymbol{\Omega}_{v} \cap\left(F l(V) \times \Omega_{u}\right)$, so there is a diagram

where the square on the right is a fiber square, and all maps are $B^{-}$equivariant. The second projection makes $Z \rightarrow \Omega_{u}$ a locally trivial fiber bundle, whose fiber over $F_{\bullet}$ is the Schubert variety $\Omega_{v^{-1}}\left(F_{\bullet}\right)$. So Z is also reduced and irreducible, of dimension

$$
\begin{aligned}
\operatorname{dim} Z & =\operatorname{dim} \Omega_{u}+\operatorname{dim} \Omega_{v^{-1}} \\
& =\operatorname{dim} F l(V)-\ell(u)+\ell\left(w_{\circ} v\right),
\end{aligned}
$$

using $\ell\left(v^{-1}\right)=\ell(v)$.
Under the first projection $p r_{1}: \boldsymbol{\Omega}_{v} \rightarrow F l(V)$, the fiber over $p_{e}$ is $\Omega_{v}\left(\widetilde{E}_{\bullet}\right)=\widetilde{\Omega}_{v}$. So the fiber of $f: Z \rightarrow F l(V)$ is $f^{-1}\left(p_{e}\right)=\Omega_{u} \cap \widetilde{\Omega}_{v}$. On the other hand, by $B^{-}$-equivariance, for every $x=b^{-} \cdot p_{e}$ in the dense open set $B^{-} \cdot p_{e}$, the fiber $f^{-1}(x)$ is isomorphic to $\Omega_{u} \cap \widetilde{\Omega}_{v}$. By analyzing $T$-fixed points, we have already seen that $\Omega_{u} \cap \widetilde{\Omega}_{v}$ is empty if and only if $u \not \leq w_{\circ} v$. Assuming $u \leq w_{\circ} v$, the asserted dimension follows from the formula for $\operatorname{dim} Z$.

There is a section of $f: Z \rightarrow F l(V)$ over the open set $B^{-} \cdot p_{e}$, sending $b^{-} \cdot p_{e}$ to $\left(b^{-} \cdot p_{e}, b^{-} \cdot p_{v}\right) \in f^{-1}\left(B^{-} \cdot p_{e}\right)$. (This is welldefined!) It follows that $f^{-1}\left(B^{-} \cdot p_{e}\right) \cong\left(B^{-} \cdot p_{e}\right) \times\left(\Omega_{u} \cap \widetilde{\Omega}_{v}\right)$. Since $Z$ is reduced and irreducible, and $B^{-} \cdot p_{e}$ is an affine space, we conclude that $\Omega_{u} \cap \widetilde{\Omega}_{v}$ is reduced and irreducible.

In fact, the proof shows much more.
Corollary 5.5. Let $P$ be a property of schemes such that
(1) all Schubert varieties have P;
(2) $X$ has $P$ if and only if every nonempty open $U \subseteq X$ has $P$; and
(3) $X$ has $P$ if and only if $X \times \mathbb{A}^{n}$ has $P$.

Then the intersection $\Omega_{u} \cap \widetilde{\Omega}_{v}$ has $P$.
For example, this shows $\Omega_{u} \cap \widetilde{\Omega}_{v}$ is Cohen-Macaulay, since Schubert varieties have this property.

## 6. Schubert polynomials

Now we can address the Giambelli problem, expressing the Schubert class $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ as a polynomial in Chern classes. In Chapter 4 we saw an isomorphism

$$
H_{T}^{*} F l(V)=\Lambda\left[x_{1}, \ldots, x_{n}\right] / I
$$

where $x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)$, the torus acts on $V=\mathbb{C}^{n}$ by characters $\chi_{i}=-y_{i}$, and $I$ is generated by $e_{k}(x)-e_{k}(y)$ for $k=1, \ldots, n$. We seek polynomials in $\Lambda[x]$ which map to Schubert classes.

The answer is given by Schubert polynomials. These are defined inductively, for each $w \in S_{n}$, starting from the longest element $w$ 。 and moving down in Bruhat order by passing from $w$ to $w s_{k}$, where $s_{k}$ is the simple transposition swapping positions $k$ and $k+1$.

The divided difference operator $\partial_{k}$ acts on a polynomial ring $R[x]=$ $R\left[x_{1}, x_{2}, \ldots\right]$ by

$$
\partial_{k}(f)=\frac{f\left(\ldots, x_{k}, x_{k+1}, \ldots\right)-f\left(\ldots, x_{k+1}, x_{k}, \ldots\right)}{x_{k}-x_{k+1}}=\frac{f-s_{k} f}{x_{k}-x_{k+1}} .
$$

Here a permutation $w$ acts on a polynomial $f$ by

$$
(w f)\left(x_{1}, x_{2}, \ldots\right)=f\left(x_{w^{-1}(1)}, x_{w^{-1}(2)}, \ldots\right)
$$

If $f$ is homogeneous of degree $d$, then $\partial_{k}(f)$ is homogeneous of degree $d-1$.

Definition 6.1. Taking $R=\mathbb{Z}[y]=\mathbb{Z}\left[y_{1}, \ldots, y_{n}\right]$, the double Schubert polynomials are defined by
(i) $\Im_{w_{0}}(x ; y)=\prod_{i+j \leq n}\left(x_{i}-y_{j}\right)$;
(ii) $\Im_{w s_{k}}(x ; y)=\partial_{k} \Im_{w}(x ; y)$ if $\ell\left(w s_{k}\right)<\ell(w)$.

Setting the $y$ variables to zero defines the single Schubert polynomials, $\Im_{w}(x)=\Im_{w}(x ; 0)$.

Since every $w \in S_{n}$ is obtained from $w_{\circ}$ by successive transpositions $s_{k}$, this defines all $\Im_{w}$. Concretely, for any $w \in S_{n}$, writing $w=w_{\circ} s_{i_{1}} \cdots s_{i_{\ell}}$ with $\ell$ minimal (so $\ell=\ell\left(w_{\circ}\right)-\ell(w)$ ), we have

$$
\Im_{w}=\partial_{i_{\ell}} \circ \cdots \circ \partial_{i_{1}} \Im_{w_{\circ}}
$$

It follows that $\Im_{w}$ is homogeneous of degree $\ell(w)$. (To obtain such an expression for $w$, successively swap adjacent entries of $w$ until one reaches $w_{0}$. For example,

$$
w=35124 \xrightarrow{s_{1}} 53124 \xrightarrow{\cdot_{3}} 53214
$$

$$
\xrightarrow{\cdot_{4}} 53241 \xrightarrow{\cdot s_{3}} 53421 \xrightarrow{\cdot s_{2}} 54321=w_{\circ}
$$

shows that $w s_{1} s_{3} s_{4} s_{3} s_{2}=w_{\circ}$, so $w=w_{\circ} s_{2} s_{3} s_{4} s_{3} s_{1}$.) In general, there are many ways to obtain $w$ from $w_{\circ}$ by simple transpositions, and it is not immediately obvious that this definition of $\varsigma_{w}$ is independent choices. One can prove it algebraically, by showing that difference operators satisfy the braid relation $\partial_{k} \partial_{k+1} \partial_{k}=\partial_{k+1} \partial_{k} \partial_{k+1}$. Later we will see geometric reasons for this and other properties of Schubert polynomials.

Exercise 6.2. Show that $\partial_{k} \partial_{k+1} \partial_{k}=\partial_{k+1} \partial_{k} \partial_{k+1}$ as operators on polynomials. Conclude that for any permutation $w$, choosing a reduced expression $w=s_{i_{1}} \cdots s_{i_{\ell}}$ defines an operator $\partial_{w}=\partial_{i_{1}} \circ \cdots \circ \partial_{i_{\ell}}$ which is independent of the choice of reduced expression. ${ }^{4}$

Several easy properties of difference operators are particularly useful in computing:

- $\partial_{k}(f)=0$ if and only if $f$ is symmetric in $x_{k}$ and $x_{k+1}$; that is, whenever $f=s_{k} f$.
- $\partial_{k}(f)$ is symmetric in $x_{k}$ and $x_{k+1}$ (so $\partial_{k}^{2}=0$ ).
- $\left(\right.$ Leibniz rule) $\partial_{k}(f \cdot g)=\partial_{k}(f) \cdot g+\left(s_{k} f\right) \cdot \partial_{k}(g)$.

It follows that if a polynomial $f$ is symmetric in $x_{k}$ and $x_{k+1}$, it acts as a scalar with respect to $\partial_{k}$; that is, $\partial_{k}(f \cdot g)=f \cdot \partial_{k}(g)$. This means that if $I \subseteq R[x]$ is any ideal whose generators are symmetric in $x_{k}$ and $x_{k+1}$, then $\partial_{k}$ descends to an operator on $R[x] / I$. In particular,
all divided difference operators act on $H_{T}^{*} F l(V)=\Lambda\left[x_{1}, \ldots, x_{n}\right] / I$, using the presentation from Chapter 4.

Example 6.3. The double Schubert polynomials for $n=3$ are as follows:


We will use divided difference operators to prove the Giambelli formula. Let $E$. be the standard flag as before, with quotients $V / E^{q}$, and let $\mathbb{S}_{p} \subset V$ be the tautological subbundle on $F l(V)$. Let

$$
x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right) \quad \text { and } \quad y_{i}=-c_{1}^{T}\left(E^{i-1} / E^{i}\right)
$$

so $y_{i}=-\chi_{i}$, where $T$ acts on $V$ with characters $\chi_{1}, \ldots, \chi_{n}$. (In Chapter 4, the variables $x_{i}$ had the opposite sign!)

Theorem 6.4. We have $\sigma_{w}=\Im_{w}(x ; y)$ in $H_{T}^{*} F l(V)$.

To prove this, we need a basic construction. Let $F l=F l(V)$, and let

$$
F l(\widehat{k})=F l(1, \ldots, k-1, k+1, \ldots, n-1 ; V)
$$

be the partial flag variety omitting the $k$-dimensional subspace. There is a diagram


The fiber product parametrizes pairs $\left(F_{\bullet}^{(1)}, F_{\bullet}^{(2)}\right)$ of flags such that $F_{i}^{(1)}=F_{i}^{(2)}$ for all $i \neq k$. This identifies the projection $p r_{2}$ as a $\mathbb{P}^{1}$ bundle

$$
F l \times_{F l \widehat{k})} F l \cong \mathbb{P}\left(\mathbb{S}_{k+1} / \mathbb{S}_{k-1}\right) \xrightarrow{p r_{2}} F l .
$$

The corresponding tautological subbundle is

$$
\mathbb{L}=p r_{1}^{*}\left(\mathbb{S}_{k} / \mathbb{S}_{k-1}\right) \subseteq \mathbb{S}_{k+1} / \mathbb{S}_{k-1}
$$

so $c_{1}^{T}\left(\mathbb{L}^{\vee}\right)=p r_{1}^{*} x_{k}$. The homomorphism $p r_{2_{*}} p r_{1}^{*}: H_{T}^{*} F l \rightarrow H_{T}^{*} F l$ reduces degrees by 2 .

Lemma 6.5. Under the isomorphism $H_{T}^{*} F l(V) \cong \Lambda\left[x_{1}, \ldots, x_{n}\right] / I$, we have $p r_{2_{*}} p r_{1}^{*}=\partial_{k}$.

Proof. We need to compute the pushforward $p r_{2_{*}}$. Write any class $\alpha \in H_{T}^{*} F l$ as $\alpha=a+b x_{k}$, where $a, b$ are symmetric in $x_{k}$ and $x_{k+1}$. (To do this, recall from Chapter 4 that $\left\{x_{1}^{i_{1}} \cdots x_{n}^{i_{n}} \mid 0 \leq i_{j} \leq n-j\right\}$ is a $\Lambda$-basis for $H_{T}^{*} F l$, as is any permutation of the $x$-variables. Choosing a permutation so that $k \mapsto n-1$ and $k+1 \mapsto n$ gives a basis where $\alpha$ can be written in the desired form.)

Now $p r_{1}^{*} \alpha=a+b c_{1}^{T}\left(\mathbb{L}^{\vee}\right)$, so by basic properties of Chern classes, we have $p r_{2 *} p r_{1}^{*} \alpha=b$. (See Appendix A, §5.) But this agrees with $\partial_{k}\left(a+b x_{k}\right)$.

This shows that $p r_{2_{*}} p r_{1}^{*}$ acts as $\partial_{k}$. Next we check that it operates on Schubert classes just as $\partial_{k}$ operates on Schubert polynomials.

Lemma 6.6. For $w \in S_{n}$,

$$
p r_{2_{*}} p r_{1}^{*} \sigma_{w}= \begin{cases}\sigma_{w s_{k}} & \text { if } \ell\left(w s_{k}\right)<\ell(w) \\ 0 & \text { otherwise }\end{cases}
$$

Proof. First we will show that $p r_{2}\left(p r_{1}^{-1} \Omega_{w}^{\circ}\right)=\Omega_{w}^{\circ} \cup \Omega_{w s_{k}}^{\circ}$, for any $w$ and $k$. To do this, it suffices to keep track of $B^{-}$-orbits, since both projections are $B^{-}$-equivariant. The $T$-fixed points in $p r_{1}^{-1}\left(p_{w}\right)$ are $\left(p_{w}, p_{w}\right)$ and $\left(p_{w}, p_{w s_{k}}\right)$, because this fiber is naturally identified with $\mathbb{P}^{1}=\mathbb{P}\left(\mathbb{C} e_{w(k)} \oplus \mathbb{C} e_{w(k+1)}\right)$. (It is illustrative to check this with matrix representatives.) Projecting by $p r_{2}$ and taking $B^{-}$-orbits, we see the image is $\Omega_{w}^{\circ} \cup \Omega_{w s_{k}}^{\circ}$, as claimed.

Next, we observe that

$$
\operatorname{dim} p r_{1}^{-1} \Omega_{w}=\operatorname{dim} \Omega_{w}+1= \begin{cases}\operatorname{dim} \Omega_{w s_{k}} & \text { if } \ell\left(w s_{k}\right)<\ell(w) \\ \operatorname{dim} \Omega_{w s_{k}}+2 & \text { otherwise }\end{cases}
$$

So $\operatorname{dim} p r_{2}\left(p r_{1}^{-1} \Omega_{w}\right)<\operatorname{dim} p r_{1}^{-1} \Omega_{w}$ if $\ell\left(w s_{k}\right)>\ell(w)$, and we see that $p r_{2_{*}} p r_{1}^{*} \sigma_{w}=0$ in this case.

Finally, in the case $\ell\left(w s_{k}\right)<\ell(w)$, we claim that the projection $p r_{2}$ maps the open set $B^{-} \cdot\left(p_{w}, p_{w s_{k}}\right) \subseteq p r_{1}^{-1} \Omega_{w}$ isomorphically onto $\Omega_{w s_{k}}^{\circ}$. The explicit description of $U^{-}(w)$ found in Exercise 2.1 implies that $U^{-}(w) \subseteq U^{-}\left(w s_{k}\right)$ if and only if $\ell\left(w s_{k}\right)<\ell(w)$. So we have $B^{-} \cdot\left(p_{w}, p_{w s_{k}}\right)=U^{-}\left(w s_{k}\right) \cdot\left(p_{w}, p_{w s_{k}}\right)$, and this orbit is a principal homogeneous space for $U^{-}\left(w s_{k}\right)$, as is $\Omega_{w s_{k}}^{\circ}$. Any equivariant map between principal homogeneous spaces is an isomorphism. It follows that $p r_{2_{*}} p r_{1}^{*} \sigma_{w}=\sigma_{w s_{k}}$ in this case.

To complete the proof of the theorem, we must check the formula in the base case $w=w_{\circ}$. This is the easiest part: $\Omega_{w_{o}}$ is defined by conditions

$$
\operatorname{rk}\left(\mathbb{S}_{i} \rightarrow V / E^{i}\right)=0 \text { for all } i \quad \Leftrightarrow \quad \mathbb{S}_{i} / \mathbb{S}_{i-1} \rightarrow V / E^{i} \text { is } 0 \text { for all } i
$$

That is, $\Omega_{w_{0}}$ is the zeroes of a section of

$$
\left.\bigoplus_{i=1}^{n-1} \operatorname{Hom}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}, V / E^{i}\right)=\bigoplus_{i+j \leq n}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)^{\vee} \otimes E^{j-1} / E^{j}\right)
$$

Taking the top Chern class, we obtain

$$
\sigma_{w_{\circ}}=\prod_{i+j \leq n}\left(x_{i}-y_{j}\right)
$$

as needed.

Exchanging $y_{i}$ with $\widetilde{y}_{i}=y_{n+1-i}=-\chi_{n+1-i}$, the same argument shows $\widetilde{\sigma}_{w}=\Im_{w}(x ; \widetilde{y})$ in $H_{T}^{*} F l(V)$.

## 7. Multiplying Schubert classes

A positive combinatorial formula for the structure constants $c_{u v}^{w}$ for multiplying Schubert classes in $F l(V)$ —or equivalently, for multiplying Schubert polynomials-is unknown, in general. However, there are formulas in special cases, as well as a characterization result similar to what we saw for Grassmannians.

These structure constants satisfy properties analogous to those for the Grassmannian. As before, we assume $T$ acts on $V=\mathbb{C}^{n}$ by distinct characters $\chi_{1}, \ldots, \chi_{n}$.

Lemma 7.1. The coefficients $c_{u v}^{w}$ satisfy the following properties:
(i) $c_{u v}^{w}=0$ unless $u \leq w$ and $v \leq w$.
(ii) $c_{u v}^{v}=\left.\sigma_{u}\right|_{v}$.
(iii) $c_{u u}^{u}=\prod_{\substack{i<j \\ u(i)>u(j)}}\left(\chi_{u(j)}-\chi_{u(i)}\right)$.

The proof is essentially the same as for the Grassmannian (Chapter 9, Lemma 6.1).

Next we will see a "Chevalley-Monk" formula for multiplying by divisor classes. We need a formula for restricting divisors, corresponding to simple transpositions $s_{k}$.

Exercise 7.2. Show that $\Im_{s_{k}}(x ; y)=x_{1}+\cdots+x_{k}-y_{1}-\cdots-y_{k}$. Setting $y_{i}=-\chi_{i}$, conclude that

$$
\left.\sigma_{s_{k}}\right|_{w}=\sum_{i=1}^{k} \chi_{i}-\sum_{i=1}^{k} \chi_{w(i)}
$$

for each permutation $w$. In particular, for any $w \neq v$, there is a $k$ such that $\sigma_{s_{k}}\left|w_{w} \neq \sigma_{s_{k}}\right|{ }_{v .} .{ }^{5}$

To state the formula, we need some notation. Recall that $v>w$ if and only if there is a transposition $\tau_{i j}$ so that $v=w \tau_{i j}$ and $\ell(v)=$ $\ell(w)+1$. We will write $v>_{k} w$ if $v=w \tau_{i j}$ with $i \leq k<j$.

Theorem 7.3 (Equivariant Monk formula). We have

$$
\sigma_{s_{k}} \cdot \sigma_{w}=\sum_{w^{\gtrdot_{>}} k w} \sigma_{w w^{+}}+\left(\sum_{i=1}^{k} \chi_{i}-\sum_{i=1}^{k} \chi_{w(i)}\right) \sigma_{w} .
$$

For example, using a vertical bar to indicate the position $k$, we compute

$$
\sigma_{S_{3}} \cdot \sigma_{21534}=\sigma_{315 \mid 24}+\sigma_{235 \mid 14}+\left(\chi_{3}-\chi_{5}\right) \sigma_{21534}
$$

and

$$
\sigma_{S_{2}} \cdot \sigma_{21534}=\sigma_{51 \mid 234}+\sigma_{31 \mid 524}+\sigma_{25 \mid 134}+\sigma_{23 \mid 514}
$$

In the theorem, the sum over $w^{+}$is the classical Monk formula. Combinatorial and algebraic proofs using Schubert polynomials can be found in the Notes. (The reader may find it a pleasant challengenote that one can work with single Schubert polynomials $\Im_{w}(x)$.) The equivariant coefficient is $\sigma_{s_{k}} \mid w$, and it appears for the same reason as in the Grassmannian case (Chapter 9, Theorem 6.2).

Finally, we have a characterization result analogous to the one for Grassmannians.

Theorem 7.4. The coefficients $c_{u v}^{w}$ are the unique homogeneous polynomials (of degree $\ell(u)+\ell(v)-\ell(w)$ ) in $\Lambda$ which satisfy the following properties, for all $1 \leq k<n$ :
(i) $c_{u u}^{u}=\left.\sigma_{u}\right|_{u}=\prod_{\substack{i<j \\ u(i)>u(j)}}\left(\chi_{u(j)}-\chi_{u(i)}\right)$,
(ii) $\left(\left.\sigma_{s_{k}}\right|_{u}-\sigma_{s_{k}} \mid v\right) c_{u v}^{u}=\sum_{v^{+} \gg v} c_{u v^{+}}^{u}$, and
(iii) $\left(\sigma_{s_{k}}\left|w-\sigma_{s_{k}}\right| u\right) c_{u v}^{w}=\sum_{u^{+}>_{k} u} c_{u^{+} v}^{w}-\sum_{w^{-} \ll k} c_{u v}^{w^{-}}$.

Again, the proof is almost the same as in the Grassmannian case. In showing these properties uniquely characterize $c_{u v}^{w}$, one needs to choose $k$ so that the factors $\left(\left.\sigma_{s_{k}}\right|_{w}-\left.\sigma_{s_{k}}\right|_{u}\right)$ are nonzero; this can be done, thanks to Exercise 7.2.

## 8. Partial flag varieties

In Chapter 4, we saw presentations and bases for the equivariant cohomology of partial flag varieties $F l(\mathbf{d}, V)$, where the dimensions of subspaces are indicated by $\mathbf{d}=\left(0<d_{1}<\cdots<d_{r}<n\right)$. Partial flag varieties have $T$-equivariant decompositions into Schubert cells, and their equivariant geometry is similar to what we have seen for Grassmannians and complete flag varieties. Here we state the facts; working out examples and proofs make useful exercises.

There is a Young subgroup

$$
S_{\mathbf{d}}=S_{d_{1}} \times S_{d_{2}-d_{1}} \times \cdots \times S_{n-d_{r}} \subseteq S_{n}
$$

and Schubert varieties in $F l(\mathbf{d}, V)$ are indexed by cosets $[w] \in S_{n} / S_{\mathbf{d}}$. Each coset has a minimal representative $w^{\min }$, characterized by requiring $w(i)<w(i+1)$ whenever $i$ is not among the $d_{p}$. Similarly, there is a maximal representative $w^{\max }$, with $w(i)>w(i+1)$ whenever $i$ is not among the $d_{p}$.

For any two cosets $[u],[v] \in S_{n} / S_{\mathbf{d}}$, we have $u^{\text {min }} \leq v^{\min }$ if and only if $u^{\max } \leq v^{\max }$ in Bruhat order on $S_{n}$. This induces partial order on $S_{n} / S_{d}$, also called Bruhat order, by

$$
[u] \leq[v] \quad \text { iff } \quad u^{\min } \leq v^{\min } \quad \text { iff } \quad u^{\max } \leq v^{\max }
$$

For each coset $[w]$, and any representative $w \in[w]$, there is a Schubert variety

$$
\begin{aligned}
\Omega_{[w]} & =\left\{F_{\bullet} \mid \operatorname{rk}\left(F_{d_{p}} \rightarrow V / E^{q}\right) \leq r_{w}\left(d_{p}, q\right) \text { for } 1 \leq p \leq r, 1 \leq q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{d_{p}} \cap E^{q}\right) \geq k_{w}\left(d_{p}, q\right) \text { for } 1 \leq p \leq r, 1 \leq q \leq n\right\}
\end{aligned}
$$

in $F l(\mathbf{d}, V)$. Its codimension is equal to $\ell\left(w^{\mathrm{min}}\right)$. Schubert cells $\Omega_{[w]}^{\circ}$ are defined similarly, with equalities on ranks and dimensions in place of inequalities; they are $B^{-}$-orbits of fixed points $p_{[w]}$.

Containment among Schubert varieties is described by Bruhat order on cosets. Equivalently, one has $p_{[v]} \in \Omega_{[w]}$ iff $[v] \geq[w]$.

Points in $F l(\mathbf{d}, V)$ can be represented in matrices, so that the space $F_{d_{p}}$ is the span of the first $d_{p}$ columns. Schubert cells can be written by taking a minimal representative $w=w^{\mathrm{min}}$ and using column echelon form having the 1's in the permutation matrix $A_{w}$ as pivots. For example, in $F l\left(1,4 ; \mathbb{C}^{6}\right)$, with $w=214635$, the Schubert cell is

$$
\Omega_{[w]}^{\circ}=\left[\begin{array}{c|ccc|cc}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & 1 & 0 \\
* & 0 & 1 & 0 & 0 & 0 \\
* & * & * & 0 & 0 & 1 \\
* & 0 & 0 & 1 & 0 & 0
\end{array}\right] .
$$

Since the cells $\Omega_{[w]}^{\circ}$ decompose the partial flag variety, the Schubert classes $\sigma_{[w]}=\left[\Omega_{[w]}\right]^{T}$ form a basis for $H_{T}^{*} F l(\mathbf{d}, V)$ over $\Lambda$, as $[w]$ ranges over cosets $S_{n} / S_{\mathbf{d}}$, or equivalently, as $w$ ranges over minimal representatives.

Opposite Schubert cells and varieties are defined in the same way, using the opposite flag $\widetilde{E}^{\bullet}$ in place of $E^{\bullet}$. The opposite Schubert cell $\widetilde{\Omega}_{[w]}^{\circ}$ is the $B$-orbit of $p_{\left[w_{o} w\right]}$. The fixed points of $\widetilde{\Omega}_{\left[w_{o} w\right]}$ are those $p_{[v]}$ such that $[v] \leq[w]$. In particular,

$$
\Omega_{[u]} \cap \widetilde{\Omega}_{\left[w_{0} w\right]}=\emptyset \quad \text { unless } \quad[u] \leq[w] .
$$

The opposite Schubert classes $\widetilde{\sigma}_{\left[w_{0} w\right]}=\left[\widetilde{\Omega}_{\left[w_{0} w\right]}\right]^{T}$ form the Poincaré dual basis to the basis of Schubert classes $\sigma_{[w]}$.

The pullback by the projection $\pi: F l(V) \rightarrow F l(\mathbf{d}, V)$ embeds $H_{T}^{*} F l(\mathbf{d}, V)$ in $H_{T}^{*} F l(V)=\Lambda[x] / I$ as the subring of invariants for the natural action of $S_{\mathbf{d}}$ on the $x$ variables. It follows that $\pi^{*} \sigma_{[w]}=\sigma_{w^{\min }}$, and therefore:

The class $\sigma_{[w]}$ is represented by the Schubert polynomial $\Im_{w^{\min }}(x ; y)$.
(It is easy to see that $\mathbb{S}_{w^{\min }}(x ; y)$ is invariant under $S_{\mathbf{d}}$, since $w^{\min } S_{k}>$ $w^{\min }$ unless $k$ is among the $d_{p}$.)

There are characterizations of the structure constants $c_{[u],[v]}^{[w]}$ similar to what we saw in §7, as well as formulas for multiplying by a divisor class. We will see generalizations to other projective homogeneous varieties in later chapters.

## 9. Stability

A key property of Schubert polynomials is that they are stable representatives of Schubert classes, with respect to natural embeddings of symmetric groups and maps between flag varieties. That is, for $w \in S_{n}$, and the standard embedding $\iota: S_{n} \hookrightarrow S_{m}$ (for $m>n$ ), we have

$$
\Im_{l(w)}(x ; y)=\Im_{w}(x ; y)
$$

From the definition of Schubert polynomials, it suffices to prove this for the longest element $w=w_{0}^{(n)}$ in $S_{n}$, so

$$
\iota\left(w_{0}^{(n)}\right)=n \cdots 21 n+1 \cdots m
$$

in $S_{m}$. It also suffices to treat the case $m=n+1$. This is rather straightforward algebraically:

Exercise 9.1. Assume $m=n+1$, and show

$$
\mathfrak{S}_{\iota\left(w_{0}^{(n)}\right)}(x ; y)=\partial_{n} \cdots \partial_{2} \partial_{1} \mathbb{S}_{w_{0}^{(n+1)}}(x ; y)
$$

by direct computation.
A more precise statement comes from the geometry of certain partial flag varieties. Consider

$$
F l^{(n)}\left(\mathbb{C}^{m}\right)=F l\left(1, \ldots, n ; \mathbb{C}^{m}\right)
$$

for $n \leq m$. For $m \gg 0$, and a torus $T$ acting on $\mathbb{C}^{m}$, there are no relations in low degree among the Chern classes $x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)$, so
$H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right]($ modulo relations in degree $>m-n)$.
(We saw this for ordinary cohomology when describing the classifying space $\mathbb{B} B$ in Chapter 2; the equivariant statement holds for the same reasons.)

Let $S_{m}^{(n)} \subset S_{m}$ be the subset

$$
S_{m}^{(n)}=\left\{w \in S_{m} \mid w(i)<w(i+1) \text { for } i \geq n\right\} .
$$

These are minimal representatives for the cosets parametrizing fixed points and Schubert varieties in $F l^{(n)}\left(\mathbb{C}^{m}\right)$, as we saw in the previous section. So for each $w \in S_{m}^{(n)}$, there is a Schubert variety

$$
\Omega_{[w]}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for } 1 \leq p \leq n, 1 \leq q \leq m\right\}
$$

in $F l^{(n)}\left(\mathbb{C}^{m}\right)$. The classes of these Schubert varieties form a basis for $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$.

Schubert varieties and their classes are compatible with standard embeddings of partial flag varieties. For $m \leq m^{\prime}$, we have an inclusion $\mathbb{C}^{m} \subseteq \mathbb{C}^{m^{\prime}}$ as the span of the first $m$ standard basis vectors, and a corresponding embedding $\iota: F l^{(n)}\left(\mathbb{C}^{m}\right) \hookrightarrow F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$. Echoing this notation, let $\iota: S_{m} \hookrightarrow S_{m^{\prime}}$ be the standard embedding of symmetric groups, so $l(w)(k)=k$ for $k>m$.

Exercise 9.2. Show that

$$
\iota\left(F l^{(n)}\left(\mathbb{C}^{m}\right)\right)=\widetilde{\Omega}_{\left[w_{0}^{\left(m^{\prime}\right)} \cdot \iota\left(w_{0}^{(m)}\right)\right]}
$$

inside $F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$, where $w_{\circ}^{(m)}$ is the longest element in $S_{m}$. Also show that $\iota^{-1} \Omega_{[\iota(w)]}=\Omega_{[w]}$ for any $w$.

Conclude that

$$
\iota^{*} \sigma_{[\iota(w)]}=\sigma_{[w]} \quad \text { in } \quad H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right),
$$

and $\iota^{*} \sigma_{[u]}=0$ unless $[u] \leq\left[w_{\circ}^{(m)}\right]$. For $m=n$, this says $\iota^{*} \sigma_{[u]}=0$ unless $u \in S_{n}{ }^{6}$.

Using the standard embeddings of symmetric groups, consider the group $S_{\infty}=\bigcup_{m} S_{m}$ (permutations of $\{1,2, \ldots\}$ which fix all but finitely many integers), and the subset $S_{\infty}^{(n)}=\bigcup_{m} S_{m}^{(n)}$ (the elements $w$ such that $w(i)<w(i+1)$ whenever $i \geq n)$. By the above exercise, one can define $\sigma_{[w]}$ unambiguously for $w \in S_{\infty}^{(n)}$.

In the previous section, we saw that $\sigma_{[w]}=\Im_{w}(x ; y)$ for $w \in S_{m}^{(n)}$. If $m$ is large enough relative to the degree of $\sigma_{[w]}$ so that $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$
has no relations in this degree, then $\Im_{w}(x ; y)$ is the unique polynomial representative for $\sigma_{[w]}$. (Taking $m>\ell(w)+n$ suffices.)

These observations are summarized by the following theorem:
Theorem 9.3. For $w \in S_{\infty}^{(n)}, \Im_{w}(x ; y)$ is the unique polynomial in $\Lambda\left[x_{1}, \ldots, x_{n}\right]$ mapping to $\sigma_{w} \in H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right] / I$ for all $m \geq n$.

In other words, the Schubert polynomials $\Theta_{w}(x ; y)$ are the unique polynomials in $\Lambda\left[x_{1}, \ldots, x_{n}\right]$ stably representing Schubert classes. (The theorem follows from three facts: (1) Schubert polynomials represent Schubert classes; (2) for fixed $d$ and sufficiently large $m$, the graded rings $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$ and $\Lambda\left[x_{1}, \ldots, x_{n}\right]$ are isomorphic in degree at most $d$; and (3) Schubert polynomials are stable.)

Stability may also be expressed by considering formulas in an infinite flag manifold, as we will see in Chapter 12.

## 10. Properties of Schubert polynomials

Schubert polynomials have remarkable algebraic and combinatorial properties, many of which can be proved easily with geometry. We will repeatedly use the fact that identities of polynomials can be deduced from identities of classes in $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$ by taking sufficiently large $n$ and $m$.
10.1. Schubert classes. From the definition, $\Im_{w}(x, y)$ is a homogeneous polynomial of degree $\ell(w)$ in $\mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]$. Perhaps its most fundamental property is the one we proved in Theorem 6.4. Let $T$ act on $F l\left(\mathbb{C}^{n}\right)$ by characters $\chi_{1}, \ldots, \chi_{n}$.

For $w \in S_{n}$, the polynomial $\varsigma_{w}(x ; y)$ maps to $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ under the evaluation

$$
x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right), \quad y_{i}=-\chi_{i} .
$$

Similarly, $\Im_{w}(x ; \widetilde{y})$ maps to $\widetilde{\sigma}_{w}=\left[\widetilde{\Omega}_{w}\right]^{T}$ under the evaluation

$$
x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right), \quad \widetilde{y}_{i}=-\chi_{n+1-i} .
$$

Here $\mathbb{S}_{i}$ is the tautological bundle on $F l\left(\mathbb{C}^{n}\right)$.

The classes $\sigma_{w}$ have better stability properties, so from now on we focus on them and the corresponding polynomials $\Im_{w}(x ; y)$. (To recover statements for $B$-invariant Schubert varieties, one can substitute $\widetilde{y}_{i}=y_{n+1-i}$ in any formula.)
10.2. Stability. Consider the standard embedding $\iota: S_{n} \hookrightarrow S_{n^{\prime}}$ for any $n^{\prime}>n$, so $l(w)(i)=i$ for $n<i \leq n^{\prime}$. Another fundamental property of Schubert polynomials is stability with respect to such embeddings, as we saw in the previous section:

We have $\Im_{l(w)}(x ; y)=\Im_{w}(x ; y)$.
The stability property lets us unambiguously regard a permutation $w \in S_{n}$ as one in $S_{m}$, for any $m \geq n$. In fact, let $S_{\infty}=\bigcup S_{n}$ be the infinite symmetric group, that is, the group of all bijections $w: \mathbb{Z}_{>0} \rightarrow \mathbb{Z}_{>0}$ such that $w(i)=i$ for all but finitely many $i$. Let $x=\left(x_{1}, x_{2}, \ldots\right)$ and $y=\left(y_{1}, y_{2}, \ldots\right)$ be infinite sets of variables, and let $\mathbb{Z}[x, y]$ be the polynomial ring in these variables. By stability, $\Im_{w}(x ; y)$ is a well-defined element of $\mathbb{Z}[x, y]$ for any $w \in S_{\infty}$, so we usually suppress the notation $l(w)$.

The Schubert class and stability properties characterize Schubert polynomials, as we saw in Theorem 9.3. That is, $\mathfrak{\Im}_{w}$ is the unique polynomial which represents $\sigma_{w}$ in $H_{T}^{*} F l\left(\mathbb{C}^{m}\right)$ for all sufficiently large m.
10.3. Basis. Schubert polynomials form a linear basis for all polynomials:

The set $\left\{\Theta_{w} \mid w \in S_{\infty}\right\}$ is a basis for $\mathbb{Z}[x, y]$ as a module over $\mathbb{Z}[y]$.
We can be more precise:
Let $S_{\infty}^{(n)} \subseteq S_{\infty}$ be the subset of $w$ such that $w(i)<w(i+1)$ for all $i>n$. Then
(1) $\mathfrak{S}_{w} \in \mathbb{Z}[y]\left[x_{1}, \ldots, x_{n}\right]$ iff $w \in S_{\infty}^{(n)}$, and
(2) $\left\{\Im_{w} \mid w \in S_{\infty}^{(n)}\right\}$ is a basis for $\mathbb{Z}[y]\left[x_{1}, \ldots, x_{n}\right]$ as a module over $\mathbb{Z}[y]$.
For (1), the condition $w \in S_{\infty}^{(n)}$ is equivalent to $w s_{k}>w$ for any $k>n$, which in turn is equivalent to $\partial_{k} \Im_{w}=0$. This means that $\Im_{w}$
is symmetric in the variables $x_{n+1}, x_{n+2}, \ldots$. Since only finitely many variables appear in $\Im_{w}$, it is the same to say only $x_{1}, \ldots, x_{n}$ appear.

The proof of (2) follows from results of $\S 9$. Consider the partial flag variety $F l^{(n)}\left(\mathbb{C}^{m}\right)$, with the projection $\pi: F l\left(\mathbb{C}^{m}\right) \rightarrow F l^{(n)}\left(\mathbb{C}^{m}\right)$, for $m \gg 0$. As $w$ ranges over $S_{m}^{(n)}$, the Schubert classes $\sigma_{[w]}$ form a basis for $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$ over $\Lambda=\mathbb{Z}\left[y_{1}, \ldots, y_{m}\right]$.

To prove (3), for any fixed $\ell$, we can choose $m$ large enough so that in $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right] / I$ there are no relations of degree at most $\ell$ in the $x$ variables. Then

$$
\left\{\sigma_{[w]} \mid w \in S_{m}^{(n)} \text { and } \ell(w) \leq \ell\right\}
$$

is a basis for $\Lambda\left[x_{1}, \ldots, x_{n}\right]_{\leq \ell} \subseteq H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)$, and $\pi^{*}$ embeds this $\Lambda$-module in $H_{T}^{*} F l\left(\mathbb{C}^{m}\right)$, mapping $\sigma_{[w]}$ to $\sigma_{w}$. So the set of $\Im_{w}$ for $w \in S_{m}^{(n)}$ and $\ell(w) \leq \ell$ forms a basis for $\Lambda\left[x_{1}, \ldots, x_{n}\right]_{\leq \ell}$.

Schubert polynomials also form a basis for the ideal $I$ in the presentation $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right] / I$. For this, we restrict to finitely many $y$ variables by setting $y_{i}=0$ for $i>n$, so $\Lambda=\mathbb{Z}\left[y_{1}, \ldots, y_{n}\right]$.

The ideal I has a basis $\left\{\Theta_{w} \mid w \in S_{\infty}^{(n)}, w \notin S_{n}\right\}$ as a $\Lambda$-module.
Consider the embedding $\iota: F l\left(\mathbb{C}^{n}\right) \hookrightarrow F l^{(n)}\left(\mathbb{C}^{m}\right)$ defined by regarding $\mathbb{C}^{n}=\widetilde{E}_{n} \subset \mathbb{C}^{m}$ as part of the opposite flag $\widetilde{E}_{\bullet}$ in $\mathbb{C}^{m}$. By Exercise 9.2, for $w \in S_{m}^{(n)}$ we have

$$
\iota^{*} \sigma_{w}= \begin{cases}\sigma_{w} & \text { if } w \in S_{n} \\ 0 & \text { if } w \notin S_{n}\end{cases}
$$

and the claim follows.
10.4. Multiplication. Schubert polynomials multiply exactly as Schubert classes in $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$, when $n \gg 0$. More precisely, by the basis property, we can write

$$
\mathfrak{\Im}_{u} \cdot \mathfrak{\Im}_{v}=\sum_{w \in S_{\infty}} c_{u v}^{w} \Im_{w}
$$

for some polynomials $c_{u v}^{w} \in \mathbb{Z}[y]$.

We have

$$
\sigma_{u} \cdot \sigma_{v}=\sum_{w \in S_{n}} c_{u v}^{w} \sigma_{w}
$$

in $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$.
That is, the product of Schubert classes in $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$ is obtained by multiplying the corresponding Schubert polynomials in $\mathbb{Z}[x, y]$ and discarding terms $\mathfrak{S}_{w}$ for $w \notin S_{n}$. This follows from the description of the kernel of $\mathbb{Z}[x, y] \rightarrow H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$.
10.5. Localization and interpolation. Like double Schur polynomials, the double Schubert polynomials satisfy and are characterized by interpolation properties.

For $w \in S_{n}$, the double Schubert polynomial $\Im_{w}$ specializes as

$$
\begin{equation*}
\Im_{w}\left(y_{w(1)}, \ldots, y_{w(n)} ; y_{1}, \ldots, y_{n}\right)=\prod_{\substack{i<j \\ w(i)>w(j)}}\left(y_{w(i)}-y_{w(j)}\right) \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
\Im_{w}\left(y_{v(1)}, \ldots, y_{v(n)} ; y_{1}, \ldots, y_{n}\right)=0 \quad \text { if } v \nsupseteq w, \tag{**}
\end{equation*}
$$

and it is the unique homogeneous polynomial of degree $\ell(w)$ satisfying (*) and (**).

The formulas (*) and (**) follow by restricting the corresponding Schubert classes: letting $T$ act on $\mathbb{C}^{n}$ by characters $\chi_{i}=-y_{i}$, we have seen $\left.\sigma_{w}\right|_{w}=\Pi\left(y_{w(i)}-y_{w(j)}\right)$ in $\S 2$, and for $v \nsupseteq w$ we have $\left.\sigma_{w}\right|_{v}=0$ since $p_{v} \notin \Omega_{w}$.

These properties characterize Schubert classes, by the same argument as for Grassmannians (Chapter 9, Lemma 3.1). So they also characterize Schubert polynomials.
10.6. Grassmannian permutations. Consider a partition $\lambda$ in the $d \times(n-d)$ rectangle, with corresponding subsets $I=\left\{i_{1}<\cdots<i_{d}\right\}$ and $J=\left\{j_{1}<\cdots<j_{n-d}\right\}$ of $\{1, \ldots, n\}$, as in Chapter 9 . We define a permutation in $S_{n}$ by

$$
w(\lambda)=i_{1} \cdots i_{d} j_{1} \cdots j_{n-d}
$$

This is a Grassmannian permutation, meaning it has a single descent, $w(d)>w(d+1)$. (All Grassmannian permutations arise this way, for some d.)

We have

$$
\Im_{w(\lambda)}(x ; y)=s_{\lambda}(x \mid y),
$$

where $x=\left(x_{1}, \ldots, x_{d}\right)$. In particular, Schubert polynomials for
Grassmannian permutations have determinantal expressions.
To prove this, we compare opposite Schubert classes in the Grassmannian and flag variety via the projection $\pi: \operatorname{Fl}\left(\mathbb{C}^{n}\right) \rightarrow G r\left(d, \mathbb{C}^{n}\right)$. We have $\pi^{-1} \Omega_{\lambda}=\Omega_{w(\lambda)}$, so $\pi^{*} \sigma_{\lambda}=\sigma_{w(\lambda)}$. Since $\varsigma_{w(\lambda)}(x ; y)=\sigma_{w(\lambda)}$ and $s_{\lambda}(x \mid y)=\sigma_{\lambda}$ (see Chapter 9, Corollary 7.2), the identity of polynomials follows, by taking $n$ large enough so that there are no relations among the participating variables.

For example, take $n=3, d=1$, and $\lambda=(2)$. We have $I=\{3\}$ and $J=\{1,2\}$, so $w(\lambda)=312$. Comparing polynomials, we see

$$
s_{\square}(x \mid y)=\left(x_{1}-y_{1}\right)\left(x_{1}-y_{2}\right)=\Xi_{312}(x ; y),
$$

as claimed.

## Notes

The "Bruhat order" on the symmetric group was first discussed by Ehresmann in the context of the (Schubert) cell decomposition of flag varieties and some other homogeneous spaces. Up to re-indexing, he uses the tableau criterion to describe a partial order on cells [Eh34]. A proof of Lemma 4.5, in the context of general Coxeter groups, can be found in [Hum90, §5.10]. Other criteria for Bruhat order can be found in the notes by Macdonald [Mac91] or the book by Björner and Brenti [ $\mathbf{B j B r 0 5 ]}$.

Bernstein-Gelfand-Gelfand and Demazure used divided difference operators to compute the cohomology classes of Schubert varieties, as in Lemma 6.6 [BGG73, De74]. The operators themselves go back at least to Newton's interpolation formulas, and can also be seen in some of $\mathrm{Gi}-$ ambelli's reduction formulas [Gi04].

Schubert polynomials were introduced by Lascoux and Schützenberger, first in their "single" versions $\Im_{w}(x)=\Im_{w}(x ; 0)$ as canonical representatives for Schubert classes, with the double Schubert polynomials appearing
shortly afterwards in the context of interpolation [LasSch82, LasSch85]. The geometric significance of double Schubert polynomials seems to have been noticed somewhat later [Fu192, FeRi02, FeRi03, KnMi05]. Algebraic proofs of many of their properties can be found in [Mac91].

The intersections $\Omega_{u} \cap \widetilde{\Omega}_{v}$ are called Richardson varieties, and they appear frequently in Schubert calculus. Irreducibility was proved by Richardson [Ri92], extending a corresponding result of Deodhar for the intersections of cells $\Omega_{u}^{\circ} \cap \widetilde{\Omega}_{v}^{\circ}$ [Deo85]. Our proof of Proposition 5.4 is essentially that of Brion and Lakshmibai, who also observe that Richardson varieties have local properties of Schubert varieties (as stated in Corollary 5.5) [BriLak03]. The fact that Schubert varieties are Cohen-Macaulay is due to many authors; a particularly elegant argument using Frobenius splitting was given by Ramanathan [Ra85]. A more detailed study of the local properties of Richardson varieties can be found in [KnWY13].

Monk's formula appears in [Monk59]. An algebraic proof using Schubert polynomials is in [Mac91, (4.15")], and a combinatorial one was given by Bergeron and Billey [BeBi93]. Chevalley gave a general formula for multiplying by a divisor in a generalized flag variety $G / P$. We will see a proof of this formula in Chapter 19.

## Hints for exercises

${ }^{1}$ For each $p$, the number of elements of $\{v(1), \ldots, v(p)\}$ which are $\leq q$ is equal to $r_{v}(p, q)$. In fact, it suffices to consider only those $p$ such that $w(p)>w(p+1)$, i.e., the descents of $w$; see [ $\mathbf{B j B r 0 5}, ~ § 2.6]$.
${ }^{2}$ Note that $\widetilde{\Omega}_{w}^{\circ}=w_{\circ} \cdot \Omega_{w}^{\circ}$.
${ }^{3}$ Use the fact that a $T$-fixed point $p_{w}$ lies in $\Omega_{u} \cap \widetilde{\Omega}_{w_{0} v}$ if and only if $u \geq w \geq v$ in Bruhat order, along with the transversality of the intersection $\Omega_{w} \cap \widetilde{\Omega}_{w_{0} w}$.
${ }^{4}$ To prove the braid identity, it suffices to consider the case $k=1$. Writing $\partial_{k}=\frac{1}{x_{k}-x_{k+1}}\left(1-s_{k}\right)$, one can expand the operator $\partial_{1} \partial_{2} \partial_{1}$ as

$$
\begin{aligned}
& \frac{1}{x_{1}-x_{2}}\left(1-s_{1}\right) \frac{1}{x_{2}-x_{3}}\left(1-s_{2}\right) \frac{1}{x_{1}-x_{2}}\left(1-s_{1}\right) \\
& \quad=\frac{1}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)\left(x_{2}-x_{3}\right)} \sum_{w \in s_{3}}(-1)^{\ell(w)} w,
\end{aligned}
$$

and obtain the same expansion for $\partial_{2} \partial_{1} \partial_{2}$.
${ }^{5}$ There are several easy ways to prove the formula. One is to notice $\Omega_{s_{k}}$ is the locus where $\operatorname{rk}\left(\mathbb{S}_{k} \rightarrow V / E^{k}\right) \leq k-1$, so its class is $c_{1}^{T}\left(V / E_{k}-\mathbb{S}_{k}\right)$ (cf. Chapter 9, $\S 6)$. Another is algebraic, using the interpolation condition of $\$ 10.5$. A third is to compare with Schur polynomials: as noted in $\S 10.6, \Im_{s_{k}}(x ; y)=s_{\square}\left(x_{1}, \ldots, x_{k} \mid y\right)$. Finally, to see $\left.\sigma_{s_{k}}\right|_{w} \neq\left.\sigma_{s_{k}}\right|_{v}$ if $w \neq v$, take $k$ to be the first position where $w(k) \neq v(k)$.
${ }^{6}$ The opposite Schubert cell $\widetilde{\Omega}_{\left[w_{o}^{\left(m^{\prime}\right)} \cdot \iota(w(n, m))\right]} \subseteq F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$ is the $B$-orbit of $p_{\left[\iota\left(w_{o}^{(m)}\right)\right]}$. In matrices, this is

| * | ${ }_{1} .{ }^{.}$ | 0 |
| :---: | :---: | :---: |
| $*$ $*$ $\cdots$ 1 <br> $*$ $\cdots$ 1  <br> $\vdots$ .   <br> 1    | 0 | 0 |
| $0$ | $0$ | $1$ |

which identifies with the open Schubert cell in $F l^{(n)}\left(\mathbb{C}^{m}\right)$ under the embedding $\iota$.

## CHAPTER 11

## Degeneracy loci

There is a close connection between degeneracy loci for maps of vector bundles and equivariant cohomology classes of Schubert varieties. In fact, equivariant classes of Schubert varieties give universal formulas for the classes of degeneracy loci. In this chapter, we will make this connection precise. Along the way, we will see how Schubert polynomials arise naturally in the equivariant cohomology of the space of matrices, and deduce some further properties of these polynomials from the geometry of degeneracy loci.

## 1. The Cayley-Giambelli-Thom-Porteous formula

Let $E$ and $F$ be vector spaces of dimensions $n$ and $m$, respectively, and set $M=\operatorname{Hom}(F, E)$. The group $G=G L(E) \times G L(F)$ acts on $M$, by

$$
((g, h) \cdot \varphi)(v)=g \cdot \varphi\left(h^{-1} \cdot v\right)
$$

Choosing bases, this is $M \cong M_{n, m}$, the space of $n \times m$ matrices, with $G L(E)$ acting by left multiplication (row operations) and $G L(F)$ acting by right multiplication (column operations). Since $M$ is contractible, we have

$$
\begin{aligned}
H_{G}^{*} M=\Lambda_{G} & =\Lambda_{G L(E)} \otimes \Lambda_{G L(F)} \\
& =\mathbb{Z}\left[a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{m}\right]
\end{aligned}
$$

where $a_{i}=c_{i}^{G L(E)}(E)$ and $b_{i}=c_{i}^{G L(F)}(F)$. (See Exercise 2.4 from Chapter 3.)

The G-orbits in $M$ are precisely the sets

$$
D_{r}^{\circ}=\{\varphi \in M \mid \operatorname{rk}(\varphi)=r\}
$$

for $r=0, \ldots, \min \{m, n\}$, so the (irreducible) $G$-invariant subvarieties are their closures

$$
D_{r}=\overline{D_{r}^{\circ}}=\{\varphi \mid \operatorname{rk}(\varphi) \leq r\} .
$$

The class $\left[D_{r}\right]^{G}$ is a canonical polynomial in $\Lambda_{G}=\mathbb{Z}[a, b]$. What is it?
The answer is given by the (Cayley-)Giambelli-Thom-Porteous formula:

Proposition 1.1. We have

$$
\left[D_{r}\right]^{G}=\left|c_{n-r+j-i}\right|_{1 \leq i, j \leq m-r}
$$

where

$$
c=\frac{1+a_{1}+a_{2}+\cdots}{1+b_{1}+b_{2}+\cdots}=1+\left(a_{1}-b_{1}\right)+\left(a_{2}-a_{1} b_{1}+b_{1}^{2}-b_{2}\right)+\cdots
$$

is the total equivariant Chern class $c=c^{G}(E-F)$.
The right-hand side of the formula is the Schur determinant $\Delta_{\lambda}(c)$, where $\lambda=(m-r)^{n-r}$ is the $(m-r) \times(n-r)$ rectangle.

Proof. This can be deduced from formulas we already know for the Grassmannian, using a graph construction. With the group $G=$ $G L(E) \times G L(F)$ acting on $G r=G r(m, E \oplus F)$ in the evident way via the block-diagonal inclusion in $G L(E \oplus F)$, there is a G-equivariant map

$$
f: M \rightarrow G r, \quad \varphi \mapsto F_{\varphi}
$$

which sends each homomorphism $\varphi$ to its graph

$$
F_{\varphi}=\{(\varphi(v), v)\} \subseteq E \oplus F
$$

In fact, $f$ embeds $M$ as an open set in $G r$, identifying it with the tangent space at the point $0 \oplus F$.

Let $\Omega \subseteq G r$ be

$$
\Omega=\{L \subseteq E \oplus F \mid \operatorname{dim}(L \cap(0 \oplus F)) \geq m-r\}
$$

This is a Schubert variety $\Omega_{\lambda}\left(E_{\bullet}\right)$ with respect to any flag $E_{\bullet}$ such that $E_{m}=0 \oplus F$, where $\lambda=(n-r, \ldots, n-r)$ is the $(m-r) \times(n-r)$ rectangle, as in the statement of the proposition. Observing that $\operatorname{ker}(\varphi)=F_{\varphi} \cap(0 \oplus F)$, we see that $\varphi$ has rank at most $r$ if and only
if $\operatorname{dim}\left(F_{\varphi} \cap(0 \oplus F)\right) \geq m-r$. So $D_{r}=f^{-1} \Omega$, and since $f$ is an open embedding, it follows that $\left[D_{r}\right]^{G}=f^{*}[\Omega]^{G}$. Since $F \cong f^{*} E_{m}$ and $E \cong f^{*} \mathbb{Q}$, we get our formula for $D_{r} \subseteq M$ from one we have seen for $\Omega \subseteq G r$, namely the determinant $\Delta_{\lambda}\left(c^{T}\left(\mathbb{Q}-E_{m}\right)\right)$ of the Kempf-Laksov formula (Chapter 9, Theorem 2.2).

The torus $T=\left(\mathbb{C}^{*}\right)^{n} \times\left(\mathbb{C}^{*}\right)^{m} \subseteq G=G L(E) \times G L(F)$, acts on matrices by $(g, h) \cdot A=g A h^{-1}$. If $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{m}$ are the standard characters on $T$, this action is by the character $x_{i}-y_{j}$ on the $(i, j)$ entry of a matrix. The formula restricts to

$$
\left[D_{r}\right]^{T}=s_{\lambda^{\prime}}(x \mid y),
$$

where $\lambda^{\prime}$ is the transposed partition-that is, the $(n-r) \times(m-r)$ rectangle. (This is Chapter 9, Corollary 7.2, using $x$ in place of $\tilde{x}$ and $y$ in place of $-\widetilde{y}$.)

Example 1.2. Consider $T=\mathbb{C}^{*}$ acting on $M=M_{n, m}$ by scaling all entries. (Writing $z$ for the identity character of $\mathbb{C}^{*}$, this is the case $x_{1}=\cdots=x_{n}=z, y_{1}=\cdots=y_{m}=0$.) Then $D_{1} \subseteq M$ is the cone over the Segre variety $\mathbb{P}^{n-1} \times \mathbb{P}^{m-1} \subseteq \mathbb{P}^{n m-1}$, so $\left[D_{1}\right]^{T}=d \cdot z^{(m-1)(n-1)}$, where $d$ is the degree of the Segre variety. The Cayley-Giambelli-Thom-Porteous formula computes this degree as

$$
\begin{aligned}
\operatorname{degree}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{m-1}\right) & =\left|\binom{n}{n-1+j-i}\right|_{1 \leq i, j \leq m-1} \\
& =s_{(m-1)^{n-1}(\underbrace{1, \ldots, 1}_{n})} \\
& =\#\binom{\text { SSYT of shape }(n-1) \times(m-1)}{\text { with entries } 1, \ldots, n} \\
& =\prod_{i=1}^{n-1} \prod_{j=1}^{m-1} \frac{m+i-j}{i+j-1} .
\end{aligned}
$$

For instance, the degree of $\mathbb{P}^{1} \times \mathbb{P}^{m-1}$ is $m$.

## 2. Flagged degeneracy loci

Next we turn to degeneracy loci for maps between flagged vector spaces. Suppose we have

$$
F_{1} \subset \cdots \subset F_{m}=F \xrightarrow{\varphi} E=E_{n} \rightarrow \cdots \rightarrow E_{1}
$$

where subscripts indicate dimension. Imposing rank conditions on $\varphi_{p q}: F_{q} \rightarrow E_{p}$ defines a subscheme of $M=\operatorname{Hom}(F, E)$. Such conditions will be $B$-invariant, where $B=B\left(E_{\bullet}\right) \times B\left(F_{\bullet}\right) \subseteq G L(E) \times G L(F)$ is the subgroup preserving both flags. Thus, given an $n \times m$ "rank matrix" of integers $\boldsymbol{r}=\left(r_{p q}\right)$, we have a $B$-invariant degeneracy locus

$$
D_{r}=\left\{\varphi \mid \operatorname{rk}\left(\varphi_{p q}\right) \leq r_{p q} \text { for all } p, q\right\} \subseteq M
$$

Two basic questions arise:
(1) Which rank matrices $r$ define irreducible loci $D_{r}$ ?
(2) When $D_{r}$ is irreducible, what is a formula for its class in $H_{B}^{*} M$ ?
To address these questions, let us fix bases $e_{1}, \ldots, e_{n}$ for $E$ and $f_{1}, \ldots, f_{m}$ for $F$, so that $E_{p}$ is the span of $\left\{e_{1}, \ldots, e_{p}\right\}$ and $F_{q}$ is the span of $\left\{f_{1}, \ldots, f_{q}\right\}$. Then $M=M_{n, m}$ is the space of $n \times m$ matrices, and the map $\varphi_{p q}$ is represented as the upper-left $p \times q$ submatrix of $\varphi$ :


With respect to these bases, we have $B=B_{n}^{-} \times B_{m}^{+} \subseteq G L_{n} \times G L_{m}$, where $B^{-}$and $B^{+}$denote lower- and upper-triangular matrices, respectively: rank conditions on the submatrices $\varphi_{p q}$ are preserved by lowertriangular row operations and upper-triangular column operations. (To see why $B\left(E_{\bullet}\right)=B_{n}^{-}$, note that $\operatorname{ker}\left(E \rightarrow E_{p}\right)=\operatorname{span}\left\{e_{n}, \ldots, e_{p+1}\right\}$.)

We take the maximal torus $T=\left(\mathbb{C}^{*}\right)^{n} \times\left(\mathbb{C}^{*}\right)^{m}$ to be diagonalized in these bases, and we denote the standard characters for the actions
on $E$ and $F$ by $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{m}$, respectively. Since $T$ acts on $M$ by $(g, h) \cdot A=g A h^{-1}$, the affine space $M$ has weights $x_{i}-y_{j}$, for $1 \leq i \leq n, 1 \leq j \leq m$. As before, the class $\left[D_{r}\right]^{B}=\left[D_{r}\right]^{T}$ we seek is a canonical polynomial in

$$
H_{B}^{*} M=H_{T}^{*} M=\mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right] .
$$

We will see that the answer is given by the Schubert polynomials encountered in the previous chapter. (This is how Schubert polynomials could have been discovered in the 1960s!)

## 3. Irreducibility

A partial permutation matrix is an $n \times m$ matrix of 0 's and 1 's, with at most one 1 in each row and column. Often it is convenient to represent such a matrix by replacing 1's by dots and 0's by blank spaces. The associated rank $r_{p q}$ of the upper-left $p \times q$ submatrix is then simply the number of dots in this region. Here is an example, with a partial permutation matrix next to its rank matrix $\boldsymbol{r}=\left(r_{p q}\right)$ (with the 1's represented by dots in the latter):

| 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 |


| 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | $1^{\bullet}$ | 1 |
| 0 | $1^{\bullet}$ | 1 | 2 | 2 |
| 0 | 1 | 1 | 2 | 2 |

Any $n \times m$ partial permutation can be viewed as an injective map $\widehat{w}: I \rightarrow\{1, \ldots, m\}$ where $I \subseteq\{1, \ldots, n\}$ is the subset of rows which are occupied: $\widehat{w}(i)=j$ if there is a 1 in position $(i, j)$. This can be extended canonically to a permutation $w \in S_{N}$, for sufficiently large $N$. (The minimal possibility is $N=n+m-\#($ dots).) The permutation $w$ is the minimal one in Bruhat order such that $w(i)=j$ for $i \in I$, and $w(p)>m$ for $p \in\{1, \ldots, n\} \backslash I$.

This is done algorithmically in three steps, as follows. Start by writing the values $w(i)=j$ in position $i$, for $i \in I$. For the empty positions $\{1, \ldots, n\} \backslash I$, fill in values $m+1, m+2, \ldots$ in increasing
order. Finally, write any unused values from $\{1, \ldots, N\}$ in increasing order, starting at position $n+1$.

Continuing the above example, so $n=4$ and $m=5$, we start with the partial permutation given by $\widehat{w}(2)=4$ and $\widehat{w}(3)=2$. Taking $N=7$, we obtain a permutation $w=6427135$. Writing out the three steps, this is

$$
6427135 .
$$

The transposed permutation matrix $A_{w}^{\dagger}$ contains the partial permutation matrix of $\widehat{w}$ as its upper-left $n \times m$ submatrix, as shown below.


In case the construction produces $w \in S_{N}$ for $N<m+n$, one can always extend to $S_{m+n}$ by appending values $w(i)=i$. (For instance, the above example leads to $w=64271358$ 9.)

The length of a partial permutation $\widehat{w}$ is

$$
\ell(\widehat{w})=\#\{i<j \mid i, j \in I \text { and } \widehat{w}(i)>\widehat{w}(j)\} .
$$

If $w$ is a (complete) permutation extending $\widehat{w}$, then $\ell(\widehat{w})=\ell(w)$ is the usual length of $w$.

All feasible rank functions $\boldsymbol{r}=\left(r_{p q}\right)$ arise from partial permutations this way. That is, if there exists an $n \times m$ matrix $A$ whose upper-left ranks are given by an array $r$, then $r$ is the rank function of some partial permutation. (To see this, find a unique partial permutation matrix in each $B$-orbit on $M$.) In fact, the set

$$
D_{r}^{\circ}=\left\{\varphi \mid \operatorname{rk}\left(\varphi_{p q}\right)=r_{p q} \text { for all } p, q\right\} \subseteq M
$$

is the orbit of a partial permutation matrix $\widehat{w}$ corresponding to $r$, or empty if $r$ does not come from a partial permutation. When $r$ corresponds to a partial permutation $\widehat{w}$, the locus $D_{r}^{\circ}$ has codimension $\ell(\widehat{w})$ in $M$. For this reason we use the notation

$$
\ell(\boldsymbol{r})=\ell(\widehat{w})=\ell(w),
$$

where $r$ is the rank function of a partial permutation $\widehat{w}$, and $w$ is the minimal extension of $\widehat{w}$ to a complete permutation.

There is a partial order on $n \times m$ rank functions, where $\boldsymbol{r}^{\prime} \leq \boldsymbol{r}$ if $r^{\prime}(i, j) \leq r(i, j)$ for all $i, j$. This induces an order on partial permutations, by declaring $\widehat{w}^{\prime} \geq \widehat{w}$ if the corresponding rank functions satisfy $r^{\prime} \leq \boldsymbol{r}$ (note the reversal). Equivalently, $\widehat{w}^{\prime} \geq \widehat{w}$ if the corresponding complete permutations satisfy $w^{\prime} \geq w$ in usual Bruhat order on $S_{m+n}$.

These considerations show that $M$ decomposes into finitely many $B$-orbits indexed by partial permutations:

$$
M=\coprod D_{r}^{\circ}
$$

and more generally, for any rank function $r$,

$$
D_{r}=\coprod_{r^{\prime} \leq r} D_{r^{\prime}}^{\circ}
$$

noting as before that $D_{r^{\prime}}^{\circ}$ is nonempty if and only if $\boldsymbol{r}^{\prime}$ comes from a partial permutation. This generalizes the Bruhat decomposition of $G L_{n}$. In the case $n=m$ and $r$ comes from a permutation $w \in S_{n}$-so $r_{p q}=r_{w}(p, q)$ is the rank of the upper-left $p \times q$ submatrix of $A_{w}^{\dagger}$-we will usually write $D_{w}$ and $D_{w}^{\circ}$ for $D_{r}$ and $D_{r}^{\circ}$. In this notation, the Bruhat decomposition says $G L_{n}=\coprod_{w \in S_{n}} D_{w}^{\circ}$.

Exercise 3.1. The following conditions on $r_{p q}$ (for all $p, q$ ) are necessary and sufficient for a matrix of nonnegative integers $r=\left(r_{p q}\right)$ to be the rank matrix of a partial permutation: ${ }^{1}$
(1) $r_{p q} \leq \min \{p, q\}$;
(2) $r_{p+1, q}=r_{p q}$ or $r_{p q}+1$;
(3) $r_{p, q+1}=r_{p q}$ or $r_{p q}+1$; and
(4) $\left(r_{p+1, q+1}+r_{p q}\right)-\left(r_{p+1, q}+r_{p, q+1}\right)=0$ or 1 .

Remark. The first three conditions in the exercise are intuitive: they say that a $p \times q$ submatrix has rank at $\operatorname{most} \min \{p, q\}$, and that the rank can increase by at most 1 when adding a row or column. Requiring only these three conditions leads to rank matrices associated to alternating sign matrices.

Now we can identify the irreducible loci.
Proposition 3.2. If $\boldsymbol{r}$ is a rank function on $n \times m$ matrices coming from a partial permutation $\widehat{w}$, then $D_{r}=\overline{D_{r}^{\circ}}$. These are precisely the irreducible loci: $D_{r}$ is irreducible if and only if $\boldsymbol{r}$ comes from a partial permutation.

Using the fact that $M$ decomposes into $D_{r}^{\circ}$, as $r$ ranges over partialpermutation rank functions, the second statement follows from the first. The claim $D_{r}=\overline{D_{r}^{\circ}}$ can be proved in the same way as the analogous claim for Schubert cells and varieties.

Exercise 3.3. Let $\boldsymbol{r}$ be a rank function corresponding to a partial permutation $\widehat{w}$. Imitating the argument for Chapter 10, Proposition 4.4, show that a partial permutation matrix $\widehat{w}^{\prime}$ lies in $\overline{D_{r}^{\circ}}$ if and only if $\widehat{w}^{\prime} \geq \widehat{w}$. Deduce Proposition 3.2.

In the next section, we will see that $D_{r}$ may be identified with an open subset of a certain Schubert variety, which gives another proof of Proposition 3.2.

## 4. The class of a degeneracy locus

Before writing down the formula for $\left[D_{r}\right]^{T}$, we record a duality property which it must satisfy. When $n=m$ and $\boldsymbol{r}$ comes from a (complete) permutation $w \in S_{n}$, we continue to write $D_{r}=D_{w} \subseteq M$.

Lemma 4.1. Assume $m=n$, and let $T=\left(\mathbb{C}^{*}\right)^{n} \times\left(\mathbb{C}^{*}\right)^{n}$ act on $M=\operatorname{Hom}(F, E)$ as usual. Identifying $H_{T}^{*} M$ with the polynomial ring $\mathbb{Z}\left[x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{n}\right]$, write $\left[D_{w}\right]^{T}=P_{w}(x ; y)$, for each $w \in S_{n}$. Then $P_{w^{-1}}(x ; y)=P_{w}(-y ;-x)$.

Proof. We use the "transpose" automorphism $\tau: M \rightarrow M$, coming from the identification

$$
M=\operatorname{Hom}(F, E) \cong \operatorname{Hom}\left(E^{\vee}, F^{\vee}\right)
$$

This is equivariant with respect to the automorphism of $B^{-} \times B^{+}$sending $(g, h) \mapsto\left(\left(h^{-1}\right)^{\dagger},\left(g^{-1}\right)^{\dagger}\right)$. Restricting to the torus, the pullback homomorphism $\tau^{*}: H_{T}^{*} M \rightarrow H_{T}^{*} M$ is given by $x_{i} \mapsto-y_{i}, y_{i} \mapsto-x_{i}$.

On the other hand, $\tau \operatorname{maps} A_{w}^{\dagger}$ to $A_{w}=A_{w^{-1}}^{+}$, so $\tau^{-1}\left(D_{w}\right)=D_{w^{-1}}$ and therefore

$$
P_{w}(-y ;-x)=\tau^{*}\left[D_{w}\right]^{T}=\left[D_{w^{-1}}\right]^{T}=P_{w^{-1}}(x ; y),
$$

as claimed.

Next, we use another graph construction to equivariantly embed $M=\operatorname{Hom}(F, E)$ into $F l(V)$, where $V=E \oplus F$ with its induced $T$ action. The map is given by

$$
\varphi \mapsto\left(F_{\left.\varphi\right|_{F_{1}}} \subset \cdots \subset F_{\varphi \mid F_{m}}=F_{\varphi} \subset E_{1}+F_{\varphi} \subset \cdots \subset E_{n}+F_{\varphi}=V\right)
$$

where $E_{\bullet}$ and $F_{\bullet}$ are the standard flags, and $F_{\left.\varphi\right|_{F_{q}}}$ is the graph of the restriction $\left.\varphi\right|_{F_{q}}$. Using the standard basis $e_{1}, \ldots, e_{n}, f_{1}, \ldots, f_{m}$, this map is represented in matrices by

$$
\varphi \mapsto\left[\begin{array}{lll|lll} 
& & & 1 & & \\
& \varphi & & \ddots & \\
& & & & 1 \\
\hline 1 & & & & \\
& \ddots & & & 0 & \\
& & 1 & & &
\end{array}\right]
$$

(So the first column is $\left(\varphi\left(f_{1}\right), f_{1}\right)$, the second is $\left(\varphi\left(f_{2}\right), f_{2}\right)$, etc.)
It is easy to identify the image of this graph embedding. Let $v_{n, m} \in S_{n+m}$ be the permutation

$$
v_{n, m}=[n+1, \ldots, n+m, 1, \ldots, m] .
$$

(So $\varphi=0$ maps to the permutation matrix $A_{v_{n, m}}$.) Then the embedding is a $T$-equivariant isomorphism

$$
M \cong \widetilde{\Omega}^{\circ}
$$

onto the opposite Schubert cell $\widetilde{\Omega}^{\circ}=\widetilde{\Omega}_{w_{o} v_{n, m}}^{\circ}$ containing the fixed point $p_{v_{n, m}}$.

Using the isomorphism $M \cong \widetilde{\Omega}^{\circ}$, we find a useful realization of the degeneracy locus $D_{r}$.

Lemma 4.2. Let $\boldsymbol{r}$ be the rank function coming from an $n \times m$ partial permutation $\widehat{w}$, and let $w \in S_{n+m}$ be the corresponding permutation. Under the identification $M \cong \widetilde{\Omega}^{\circ} \subseteq F l(V)$, we have $D_{r}=\Omega_{w^{-1}} \cap \widetilde{\Omega}^{\circ}$.

Proof. Let $E^{\bullet}$ be the flag in $V$ corresponding to the ordered basis $\left\{e_{n}, \ldots, e_{1}, f_{m}, \ldots, f_{1}\right\}$, indexed so that $E^{p} \subseteq V$ has codimension $p$. So if $p \leq n$, then $E^{p}=\operatorname{ker}\left(E \rightarrow E_{p}\right) \oplus F$. This means $F_{\left.\varphi\right|_{F_{q}}} \cap E^{p}=$ $\operatorname{ker} \varphi_{p q}$ for $1 \leq p \leq n$ and $1 \leq q \leq m$.

The Schubert variety $\Omega_{w^{-1}}$ is defined as the locus of flags $G_{\bullet}$ satisfying conditions

$$
\operatorname{rk}\left(G_{q} \rightarrow V / E^{p}\right) \leq r_{w^{-1}}(q, p)=r_{w}(p, q)
$$

for all $p, q$. Our choice of $w$-as the minimal permutation so that $r_{w}(p, q)=r_{p q}$ whenever $p \leq n$ and $q \leq m$-means that all the above conditions on $\operatorname{rk}\left(G_{q} \rightarrow V / E^{p}\right)$ follow from those where $p \leq n$ and $q \leq m$. Restricting to $M \cong \widetilde{\Omega}^{\circ}$, these conditions become

$$
\operatorname{rk}\left(F_{q} \rightarrow E_{p}\right) \leq r_{p q}
$$

as claimed.
Together with two results from Chapter 10 (Proposition 5.4 and Corollary 5.5), Lemma 4.2 implies that $D_{r}$ is irreducible and CohenMacaulay, of codimension $\ell(w)=\ell(\widehat{w})$ in $M$.

Theorem 4.3. Let $\boldsymbol{r}$ be the rank matrix of an $n \times m$ partial permutation $\widehat{w}$, which extends to a permutation $w \in S_{n+m}$. Then

$$
\left[D_{r}\right]^{T}=\Im_{w}(x ; y)
$$

in $H_{T}^{*} M=\mathbb{Z}\left[x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m}\right]$, where $x_{i}=c_{1}^{T}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right)$ and $y_{j}=c_{1}^{T}\left(F_{j} / F_{j-1}\right)$, so the weight of $T$ on the $(i, j)$ entry of $M$ is $x_{i}-y_{j}$.

Proof. Let $\iota: M \hookrightarrow F l(V)$ be the graph embedding, identifying $M \cong \widetilde{\Omega}^{\circ}$ as above, where $\widetilde{\Omega}^{\circ}=\widetilde{\Omega}_{w_{0} v_{n, m}}^{\circ}$. By Lemma 4.2, $D_{r}=$ $\Omega_{w^{-1}} \cap \widetilde{\Omega}^{\circ}$. Since $\widetilde{\Omega}^{\circ}$ is an affine space containing the fixed point $p_{v_{n, m}}$, the pullback $\iota^{*}: H_{T}^{*} F l(V) \rightarrow H_{T}^{*} M$ is the same as the restriction
homomorphism $H_{T}^{*} F l(V) \rightarrow H_{T}^{*}\left(p_{v_{n, m}}\right)$. So $\left[D_{r}\right]^{T}=\iota^{*}\left[\Omega_{w^{-1}}\right]^{T}$. In $H_{T}^{*} F l(V)$, let $z_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)$ and write $t_{1}, \ldots, t_{n+m}$ for the characters $-x_{1}, \ldots,-x_{n},-y_{1}, \ldots,-y_{m}$. We have

$$
\begin{aligned}
{\left[D_{r}\right]^{T} } & =\left.\Im_{w^{-1}}(z ; t)\right|_{v_{n, m}} \\
& =\Im_{w^{-1}}\left(t_{n+1}, \ldots, t_{n+m}, t_{1}, \ldots, t_{n} ; t_{1}, \ldots, t_{n+m}\right) \\
& =\Im_{w^{-1}}(-y,-x ;-x,-y) .
\end{aligned}
$$

The theorem then follows from an algebraic identity of Schubert polynomials, which we will prove using geometry.

Consider the case where $n=m$ and $\boldsymbol{r}$ is the rank function of a permutation $w \in S_{n}$, so $D_{r}=D_{w}$. Regarding $w$ as an element of $S_{2 n}$ by the standard embedding $S_{n} \hookrightarrow S_{2 n}$, the above argument shows

$$
\left[D_{w}\right]^{T}=\left.\Im_{w^{-1}}(z ; t)\right|_{v_{n, n}}
$$

By the stability property of Schubert polynomials, $\Im_{w^{-1}}(z ; t)$ depends only on $z_{1}, \ldots, z_{n}$ and $t_{1}, \ldots, t_{n}$, since $w^{-1} \in S_{n}$. So this specialization is

$$
\left.\mathfrak{S}_{w^{-1}}(z ; t)\right|_{v_{n, n}}=\mathfrak{S}_{w^{-1}}\left(-y_{1}, \ldots,-y_{n} ;-x_{1}, \ldots,-x_{n}\right)
$$

Applying Lemma 4.1, we have

$$
\mathfrak{\Im}_{w^{-1}}(-y ;-x)=\Im_{w}(x ; y)
$$

and the theorem is proved in this case.
Now we turn back to the general case. When $w(i)<w(i+1)$ for all $i \geq n$, the polynomial $\Im_{w}(x ; y)$ depends only on the variables $x_{1}, \ldots, x_{n}$ (Chapter 10, §10.3). From the identity $\Im_{w}(x ; y)=$ $\Im_{w^{-1}}(-y ;-x)$, it follows that $\Im_{w}(x ; y)$ depends only on $y_{1}, \ldots, y_{m}$ if $w^{-1}(i)<w^{-1}(i+1)$ for all $i \geq m$. Both of these conditions hold when $w$ comes from an $n \times m$ partial permutation. Applying these conclusions to the above formula $\left[D_{r}\right]^{T}=\Theta_{w^{-1}}(-y,-x ;-x,-y)$, we obtain

$$
\left[D_{r}\right]^{T}=\Im_{w}\left(x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m}\right)
$$

as claimed.

In the course of the proof, we identified several useful properties of Schubert polynomials:

Corollary 4.4. (1) For any permutation $w$, there is a duality identity,

$$
\Im_{w^{-1}}(x ; y)=\Im_{w}(-y ;-x)
$$

(2) Double Schubert polynomials may be computed recursively by divided difference operators $\partial_{k}^{y}$ acting on the $y$-variables:

$$
\partial_{k}^{y} \Im_{w}(x ; y)= \begin{cases}-\Im_{s_{k} w}(x ; y) & \text { if } s_{k} w<w \\ 0 & \text { otherwise }\end{cases}
$$

(3) We have

$$
\Im_{w}(x ; y) \in \mathbb{Z}\left[x_{1}, \ldots, x_{n} ; y_{1}, \ldots, y_{m}\right]
$$

if and only if $w(i)<w(i+1)$ and $w^{-1}(j)<w^{-1}(j+1)$ for all $i \geq n$ and all $j \geq m$.

## 5. Essential sets

If $\boldsymbol{r}$ is a rank function coming from an $n \times m$ partial permutation matrix, the $n m$ rank conditions $\operatorname{rk}\left(F_{q} \rightarrow E_{p}\right) \leq r_{p q}$ defining $D_{r}$ are highly redundant. A more efficient list of conditions is given by the essential set.

First, we need to construct the diagram of a (partial) permutation. This is the collection of boxes which remain after crossing out all boxes to the right or below a dot in the matrix. It is not hard to see that $\ell(\widehat{w})$ is the number of boxes in the diagram. Here is an example, continuing the one above. The crossed-out boxes are shaded, so the diagram consists of the unshaded boxes; we have $\ell(\widehat{w})=12$.


The essential set is the set of conditions coming from boxes $(p, q)$ in the southeast corners of the diagram. In our running example, the
essential set consists of the five conditions

$$
\begin{array}{ll}
\operatorname{rk}\left(F_{5} \rightarrow E_{1}\right) \leq 0, & \operatorname{rk}\left(F_{3} \rightarrow E_{2}\right) \leq 0, \\
\operatorname{rk}\left(F_{1} \rightarrow E_{4}\right) \leq 0, & \operatorname{rk}\left(F_{3} \rightarrow E_{4}\right) \leq 1, \\
\operatorname{rk}\left(F_{5} \rightarrow E_{4}\right) \leq 2 . &
\end{array}
$$

These suffice to define $D_{r}$. That is, each condition $\operatorname{rk}\left(F_{q} \rightarrow E_{p}\right) \leq r$ means that all the size $r+1$ minors of the upper-left $p \times q$ submatrix vanish; as $(p, q)$ ranges over the essential set, the determinantal ideal generated by these minors defines $D_{r}$ as a subscheme of the affine space $M$.

By construction, if $w \in S_{N}$ is the permutation associated to $\widehat{w}$, its diagram—and hence its essential set-is the same as that of $\widehat{w}$. Continuing with $w=6427135$, here is an example.


Proofs of these facts about essential sets and the schemes $D_{r}$ can be found in the references listed at the end of the chapter. Lemma 4.2 is one useful consequence-it follows from the observation that the essential set of $w$ is that same as that of the partial permutation matrix it comes from.

Exercise. For a permutation $\widehat{w}=w$, verify the above claim that the number of boxes in the diagram of $w$ is equal to the number of inversions, $\ell(w)=\#\{i<j \mid w(i)>w(j)\}$. Observing that the matrix, and hence the diagram, of $w^{-1}$ is obtained by transposing that of $w$, conclude that $\ell\left(w^{-1}\right)=\ell(w)$.

## 6. Degeneracy loci for maps of vector bundles

The degeneracy locus $D_{r} \subseteq M$, described above for maps of vector spaces, globalizes to the degeneracy of maps of vector bundles on a
variety $X$. This is the setting for the main theorems of this chapter, and it leads to a central theme of this book.

Here is the setup. We have a morphism $\varphi: F \rightarrow E$ of vector bundles on a nonsingular variety $X$, along with complete flags of sub- and quotient bundles, so

$$
F_{1} \subset \cdots \subset F_{m}=F \xrightarrow{\varphi} E=E_{n} \rightarrow \cdots \rightarrow E_{1}
$$

with subscripts indicating ranks, as before; we often abbreviate this by writing $\varphi: F_{\bullet} \rightarrow E_{\bullet}$. Given a rank function $\boldsymbol{r}=\left(r_{p q}\right)$, the degeneracy locus

$$
D_{r}(\varphi)=\left\{x \in X \mid \operatorname{rk}\left(F_{q} \xrightarrow{\varphi_{p q}} E_{p}\right) \leq r_{p q} \text { for all } p, q\right\}
$$

is defined scheme-theoretically by the evident determinantal equations.

From now on, we will assume $r$ comes from an $n \times m$ partial permutation, which extends minimally to a permutation $w \in S_{n+m}$, so the matrix locus $D_{r} \subseteq M$ is irreducible. Recall that $\ell(\boldsymbol{r})=\ell(w)$ denotes the length, which is also the codimension of $D_{r}$ in the space of $n \times m$ matrices $M$.

A key feature of our degeneracy locus formulas is that they produce classes which are supported on the locus, regardless of any genericity assumption on codimension. A cohomology class $\alpha \in H^{k} X$ is said to be supported on a subvariety $Y \subseteq X$ if it lies in the image of the canonical homomorphism

$$
H_{2 \operatorname{dim} X-k} Y=H^{k}(X, X \backslash Y) \rightarrow H^{k} X
$$

Here is the first main theorem.
Theorem 6.1. Let $\varphi: F_{\bullet} \rightarrow E_{\bullet}$ be as above. There is a unique class $\mathbb{D}_{r} \in H^{2 \ell(r)} X$ with the following properties.
(1) Whenever $D_{r}(\varphi) \subseteq X$ has codimension equal to $\ell(\boldsymbol{r})$, we have $\mathbb{D}_{r}=\left[D_{r}(\varphi)\right]$.
(2) Given $f: X^{\prime} \rightarrow X$, with pullback morphism $\varphi^{\prime}: F_{\bullet}^{\prime} \rightarrow E_{\bullet}^{\prime}$, the corresponding class $\mathbb{D}_{r}^{\prime} \in H^{2 \ell(r)} X^{\prime}$ satisfies $\mathbb{D}_{r}^{\prime}=f^{*} \mathbb{D}_{r}$. (The class $\mathbb{D}_{r}$ is "stable under pullbacks".)

Furthermore, for any $\varphi$, the class $\mathbb{D}_{r}$ is supported on $D_{r}(\varphi)$.
Two aspects of this theorem are worth emphasizing. First, the class $\mathbb{D}_{r}$ is independent of the particular morphism $\varphi$; it depends only on the vector bundles $E_{\bullet}$ and $F_{\bullet}$. Second, the fact that $\mathbb{D}_{r}$ is supported on $D_{r}(\varphi)$ is often significant-for example, this means that the locus $D_{r}(\varphi)$ is nonempty whenever the class $\mathbb{D}_{r}$ is nonzero.

The second main theorem gives a formula for the class $\mathbb{D}_{r}$.
Theorem 6.2. With notation as in Theorem 6.1, we have

$$
\mathbb{D}_{r}=\Xi_{w}(x ; y)
$$

where $w \in S_{n+m}$ is the permutation associated to the rank matrix $\boldsymbol{r}$, and the variables are evaluated as $x_{i}=c_{1}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right)$ and $y_{j}=c_{1}\left(F_{j} / F_{j-1}\right)$.

We quote a basic fact from intersection theory.
Lemma 6.3. Let $f: X \rightarrow Y$ be a morphism of nonsingular varieties. Let $W \subseteq Y$ be a Cohen-Macaulay subvariety of codimension $c$, and let $Z=f^{-1} W \subseteq X$ be the (scheme-theoretic) inverse image.
(1) If $Z \subseteq X$ also has codimension $c$, then it is Cohen-Macaulay and

$$
[Z]=f^{*}[W]
$$

in $H^{2 c} X$.
(2) In general, we have $\operatorname{codim}_{X} Z \leq c$, and the class $f^{*}[W] \in H^{2 c} X$ lies in the image of

$$
\bar{H}_{2 d} Z=H^{2 c}(X, X \backslash Z) \rightarrow H^{2 c} X
$$

where $d=\operatorname{dim} X-c$.
Now we can prove the first theorem.
Proof of Theorem 6.1. Consider the bundle $\operatorname{Hom}=\operatorname{Hom}(F, E)$ on $X$, along with the tautological homomorphism $\Phi: F_{\bullet} \rightarrow E_{\bullet}$ of bundles pulled back to Hom, and the corresponding degeneracy locus $D_{r}(\Phi) \subseteq$ Hom. Over a point of $X$, the fibers are isomorphic to the matrix loci $D_{r} \subseteq M$ considered in $\S 2$. In particular, $D_{r}(\Phi)$ is irreducible and Cohen-Macaulay, of codimension $\ell(\boldsymbol{r})$ in Hom.

Replacing $X$ by Hom, we must have $\mathbb{D}_{r}=\left[D_{r}(\Phi)\right]$ in $H^{*}$ Hom, by the first property of $\mathbb{D}_{r}$.

The morphism $\varphi: F_{\bullet} \rightarrow E_{0}$ of bundles on $X$ corresponds to a section $s_{\varphi}: X \rightarrow$ Hom, with $D_{r}(\varphi)=s_{\varphi}^{-1} D_{r}(\Phi)$. Since Hom $\rightarrow X$ is a vector bundle, the pullback homomorphism $s_{\varphi}^{*}$ is a canonical isomorphism $H^{*}$ Hom $=H^{*} X$. So by the second property, we must have $\mathbb{D}_{r}=s_{\varphi}^{*}\left[D_{r}(\Phi)\right]=\left[D_{r}(\Phi)\right]$ in $H^{*} X=H^{*} \mathrm{Hom}$. (If $D_{r}(\varphi) \subseteq X$ has codimension $\ell(\boldsymbol{r})$, then $s_{\varphi}^{*}\left[D_{r}(\Phi)\right]=\left[D_{r}(\varphi)\right]$ by Lemma 6.3, so the two properties are compatible.)

This shows that the class $\mathbb{D}_{r}$ is determined by its properties, and constructs the class as $s_{\varphi}^{*}\left[D_{r}(\Phi)\right]$. By functoriality of pullbacks, it also shows that $\mathbb{D}_{r}$ comes from $H^{*}\left(X, X \backslash D_{r}(\varphi)\right)$, as claimed.

To prove the second theorem, we will reduce to the equivariant class of $D_{r} \subseteq M$, considered above. Combined with Lemma 6.3, the next lemma shows that these equivariant classes are universal cases of $\mathbb{D}_{r}$. It is proved in Appendix $E$.

Lemma 6.4. Let E be a vector bundle of rank $n$ on a variety X. Then there is an approximation space $\mathbb{B}=\mathbb{B}_{N} G L_{n}$, together with morphisms $p: X^{\prime} \rightarrow X$ and $f: X^{\prime} \rightarrow \mathbb{B}$ such that $p^{*}: H^{*} X \rightarrow H^{*} X^{\prime}$ is injective and $p^{*} E \cong f^{*} \mathcal{E}$, where $\mathcal{E} \rightarrow \mathbb{B}$ is the universal vector bundle.

If $E$ has a complete flag of sub- or quotient bundles $E_{\bullet}$, then the above holds with $\mathbb{B}$ replaced by an approximation space for $B \subseteq G L_{n}$, a Borel subgroup of upper or lower triangular matrices, and with $\mathcal{E}$ replaced by $\mathcal{E}$., the universal flag on $\mathbb{B}$.

Proof of Theorem 6.2. We apply Lemma 6.4 to the flagged bundles $E_{\bullet}$ and $F_{\bullet}$, with $B=B^{-} \times B^{+}$. Replacing $X$ by $X^{\prime}$ if necessary, we obtain a morphism $X \rightarrow \mathbb{B}_{N} B$ by which Hom is pulled back from a
universal bundle. That is, we have a diagram


Writing $E_{\bullet}^{\prime}$ and $F_{\bullet}^{\prime}$ for the flagged vector spaces which define $D_{r} \subseteq M$, the universal bundles on $\mathbb{B}$ are $\mathcal{E}_{\bullet}=\mathbb{E} \times{ }^{B} E_{\bullet}^{\prime}$ and $\mathcal{F}_{\bullet}=\mathbb{E} \times{ }^{B} F_{\bullet}^{\prime}$. These have Chern classes

$$
x_{i}^{\prime}=c_{1}^{T}\left(\operatorname{ker}\left(E_{i}^{\prime} \rightarrow E_{i-1}^{\prime}\right)\right)=c_{1}\left(\operatorname{ker}\left(\mathcal{E}_{i} \rightarrow \mathcal{E}_{i-1}\right)\right)
$$

and

$$
y_{j}^{\prime}=c_{1}^{T}\left(F_{j}^{\prime} / F_{j-1}^{\prime}\right)=c_{1}\left(\mathcal{F}_{j} / \mathcal{F}_{j-1}\right),
$$

so under the pullback map $f^{*}: H_{T}^{*}(\mathrm{pt}) \rightarrow H^{*} X$, which is the same as $g^{*}: H_{T}^{*} M \rightarrow H^{*}$ Hom, we have $\Im_{w}\left(x^{\prime} ; y^{\prime}\right) \mapsto \Im_{w}(x ; y)$.

The locally trivial fiber bundle $\mathbb{E} \times{ }^{B} D_{r} \rightarrow \mathbb{B}$ has Cohen-Macaulay fibers $D_{r}$, so the variety $\mathbb{E} \times{ }^{B} D_{r}$ is also Cohen-Macaulay. Therefore we may apply Lemma 6.3 to conclude that $\left[D_{r}(\Phi)\right]=g^{*}\left[\mathbb{E} \times{ }^{B} D_{r}\right]$ in $H^{*}$ Hom.

Since $\left[\mathbb{E} \times^{B} D_{r}\right]=\left[D_{r}\right]^{B}=\left[D_{r}\right]^{T}$, the theorem follows from the formula for $\left[D_{r}\right]^{T}$ (Theorem 4.3).

The theorems immediately imply their equivariant analogues. This is most often used for torus actions, but in fact the statement is the same for any (linear algebraic) group G. In the equivariant setting, the main results can be summarized as follows.

Corollary 6.5. Suppose $G$ acts on a nonsingular variety $X$, with a $G$-equivariant homomorphism of flagged vector bundles $\varphi: F_{\bullet} \rightarrow E_{\bullet}$, and consider the degeneracy locus $D_{r}(\varphi)$, a G-invariant subscheme of $X$.
(1) There is a class $\mathbb{D}_{r}^{G} \in H_{G}^{2 \ell(r)} X$ with the properties specified in Theorem 6.1.
(2) Let $x_{i}=c_{1}^{G}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right)$ and $y_{j}=c_{1}^{G}\left(F_{j} / F_{j-1}\right)$ in $H_{G}^{*} X$. Then

$$
\mathbb{D}_{r}^{G}=\Im_{w}(x ; y)
$$

(3) For every $\varphi$, the locus $D_{r}(\varphi)$ is either empty, or has codimension at most $\ell(\boldsymbol{r})$ in $X$. If its codimension is equal to $\ell(\boldsymbol{r})$, then it is Cohen-Macaulay.
(4) With variables $x$ and $y$ as above, if $\Im_{w}(x ; y)$ is nonzero in $H_{G}^{*} X$, then for every $\varphi$, the locus $D_{r}(\varphi)$ is nonempty.
(Taking a principal bundle $\mathbb{E} \rightarrow \mathbb{B}$ for $G$, one applies Theorems 6.1 and 6.2 to the case where $X$ is replaced by $\mathbb{E} \times^{G} X$, and the vector bundles $E$ and $F$ are replaced by $\mathbb{E} \times{ }^{G} E$ and $\mathbb{E} \times{ }^{G} F$, respectively.)

Example 6.6. Let $V$ be a $G$-equivariant vector bundle on $Y$, and suppose there is a complete flag of subbundles $E^{\bullet}$, indexed by codimension. Let us write $E_{\bullet}^{\prime}$ for the quotient flag, so $E_{p}=V / E^{p}$. Consider the flag bundle $X=\mathbf{F l}(V) \rightarrow Y$, with tautological subbundles $F_{q}=\mathbb{S}_{q}$. Then we have

$$
D_{\boldsymbol{r}_{w}}\left(\mathbb{S}_{\bullet} \rightarrow E_{\bullet}^{\prime}\right)=\boldsymbol{\Omega}_{w^{-1}}\left(E^{\bullet}\right) \subseteq X,
$$

where $\boldsymbol{r}_{w}$ is the rank function corresponding to a permutation $w$. (Comparing with Chapter $10, \S 1$, we have swapped $p$ and $q$, and used $r_{w}(p, q)=r_{w^{-1}}(q, p)$.)

In the particular case where $Y=\mathbb{B}$ is an approximation space for $T$, the vector bundle is $V=\mathbb{E} \times{ }^{T} \mathbb{C}^{n}$, and $E^{\bullet}$ is the standard flag, we have $X=\mathbb{E} \times^{T} F l\left(\mathbb{C}^{n}\right)$ and

$$
D_{\boldsymbol{r}_{w}}\left(\mathbb{S}_{\bullet} \rightarrow E_{\bullet}^{\prime}\right)=\mathbb{E} \times^{T} \Omega_{w^{-1}} .
$$

Evaluating the variables as $x_{i} \mapsto c_{1}^{T}\left(\operatorname{ker}\left(E_{i}^{\prime} \rightarrow E_{i-1}^{\prime}\right)\right)=c_{1}^{T}\left(E^{i-1} / E^{i}\right)$ and $y_{i} \mapsto-c_{1}^{T}\left(\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)^{*}\right)$, the identity between the corresponding formulas

$$
\left[\Omega_{w^{-1}}\right]^{T}=\Im_{w^{-1}}(-y ;-x) \quad \text { and } \quad\left[D_{r_{w}}\left(\mathbb{S}_{\bullet} \rightarrow E_{\bullet}^{\prime}\right)\right]=\Im_{w}(x ; y)
$$

is an instance of the duality property of Schubert polynomials (Corollary 4.4(i)).

## 7. Universal properties of Schubert polynomials

For the rest of the chapter, we only consider degeneracy loci associated to a permutation, writing $D_{r}=D_{w}$. The key results of the previous section may be understood as a universal property of Schubert polynomials. Here we spell this out in two (equivalent) ways.

First, continuing our earlier setup, we have a map of flagged vector bundles on $X$,

$$
F_{1} \hookrightarrow \cdots \hookrightarrow F_{n} \xrightarrow{\varphi} E_{n} \rightarrow \cdots \rightarrow E_{1},
$$

and a degeneracy locus $D_{w}(\varphi)=D_{w}\left(F_{\bullet} \rightarrow E_{\bullet}\right) \subseteq X$ defined by placing conditions on the ranks of the maps $\varphi_{p q}: F_{q} \rightarrow E_{p}$. In this situation, the universal property is a consequence of results from $\S 6$.

Proposition 7.1. The Schubert polynomial $\Im_{w}(x ; y)$ is the unique polynomial in $\mathbb{Z}[x ; y]$ which maps to $\mathbb{D}_{w} \in H^{2 \ell(w)} X$ under the evaluation

$$
x_{i} \mapsto c_{1}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right), \quad y_{j} \mapsto c_{1}\left(F_{j} / F_{j-1}\right),
$$

for all degeneracy loci $D_{w}\left(F_{\bullet} \rightarrow E_{\bullet}\right)$ as above.
(The formula holds by Theorem 6.2, and uniqueness follows from the case where $X$ is an approximation to $\mathbb{E} T \times^{T} M$, because $H^{*} X$ agrees with $\mathbb{Z}[x, y]$ in relevant degrees.)

In the second situation, we have a vector bundle $V$ on $X$, along with two flags of subbundles

$$
F_{1} \subset F_{2} \subset \cdots \subset V \supset E^{1} \supset E^{2} \supset \cdots,
$$

where $F_{p}$ has rank $p$, and $E^{q}$ has co-rank $q$ in $V$, so $E_{q}^{\prime}=V / E^{q}$ has rank $q$. Here a locus is defined by placing conditions on the intersections $F_{p} \cap E^{q}$. Specifically,

$$
D_{w}\left(F_{\bullet} \cap E^{\bullet}\right):=\left\{x \in X \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for all } p, q\right\} .
$$

By a construction analogous to the proof of Theorem 6.1, one has $D_{w}\left(F_{\bullet} \cap E^{\bullet}\right)=f^{-1}\left(\mathbb{E} \times{ }^{B^{-}} \Omega_{w}\right)$ for a map $f: X \rightarrow \mathbb{E} \times{ }^{B^{-}} F l\left(\mathbb{C}^{n}\right)$, and this defines the scheme structure. (As explained before, it may be necessary to replace $X$ by an affine bundle.)

Setting $E_{q}^{\prime}=V / E^{q}$, this reduces to an instance of the first situation. As in Example 6.6, we have

$$
D_{w}\left(F_{\bullet} \cap E^{\bullet}\right)=D_{w^{-1}}\left(F_{\bullet} \rightarrow E_{\bullet}^{\prime}\right)
$$

using the compositions $F_{p} \hookrightarrow V \rightarrow E_{q}^{\prime}$.
Proposition 7.2. The Schubert polynomial $\Im_{w}(x ; y)$ is the unique polynomial in $\mathbb{Z}[x ; y]$ which maps to $\mathbb{D}_{w^{-1}}$ under

$$
x_{i} \mapsto-c_{1}\left(F_{i} / F_{i-1}\right), \quad y_{j} \mapsto-c_{1}\left(E^{j-1} / E^{j}\right),
$$

for all degeneracy loci $D_{w}\left(F_{\bullet} \cap E^{\bullet}\right)$ as above.
(Use the identity $\Im_{w^{-1}}(-y ;-x)=\Im_{w}(x ; y)$. )
Conversely, the locus $D_{w}\left(\varphi: F_{\bullet} \rightarrow E_{\bullet}\right)$ is an instance of the second situation, via a graph construction. This is similar to the proof of Theorem 4.3. Set $V=E_{n} \oplus F_{n}$, and use flags of subbundles $F_{\bullet}^{\prime}$ and $\left(E^{\prime}\right)^{\bullet}$, where $F_{p}^{\prime} \subseteq E_{n} \oplus F_{n}$ is the graph of $\left.\varphi\right|_{F_{p}}$ and $\left(E^{\prime}\right)^{q}$ is the kernel of $V \rightarrow E_{q} \oplus 0$. Then $D_{w}(\varphi)=D_{w^{-1}}\left(F_{\bullet}^{\prime} \cap\left(E^{\prime}\right)^{\bullet}\right)$.

As in $\S 6$, these results extend directly to the equivariant situation, where a linear algebraic group $G$ acts on $X$, with an equivariant morphism of equivariant vector bundles $\varphi: F_{\bullet} \rightarrow E_{\bullet}$ in the first setting (Proposition 7.1), or equivariant subbundles $F_{\bullet}, E^{\bullet}$ of $V$ in the second setting (Proposition 7.2). The equivariant class $\mathbb{D}_{w}$ lives in $H_{G}^{2 \ell(w)} X$, and the formulas are given by evaluating Schubert polynomials at the corresponding G-equivariant Chern classes.

## 8. Further properties of Schubert polynomials

Many other properties of Schubert polynomials can be deduced from the geometry of degeneracy loci. Here we give a few more examples.

Duality. We have already seen one form of duality for Schubert polynomials:

$$
\begin{equation*}
\mathfrak{S}_{w^{-1}}(-y ;-x)=\Im_{w}(x ; y) \tag{1}
\end{equation*}
$$

As shown in Lemma 4.1, this identity follows by applying the transpose isomorphism $\tau: \operatorname{Hom}(F, E) \xrightarrow{\sim} \operatorname{Hom}\left(E^{\vee}, F^{\vee}\right)$. This is equivariant with respect to the homomorphism

$$
G L(E) \times G L(F) \rightarrow G L\left(F^{\vee}\right) \times G L\left(E^{\vee}\right), \quad(g, h) \mapsto\left(\left(h^{\dagger}\right)^{-1},\left(g^{\dagger}\right)^{-1}\right),
$$

and it maps the locus $D_{w}$ to $D_{w^{-1}}$.
In terms of general degeneracy loci for vector bundles $F_{\bullet} \xrightarrow{\varphi} E_{\bullet}$ on a variety $X$, the reason for identity (1) is even simpler. Since $r_{w}(p, q)=r_{w^{-1}}(q, p)$, the conditions

$$
\operatorname{rk}\left(F_{q} \rightarrow E_{p}\right) \leq r_{w}(p, q) \quad \text { and } \quad \operatorname{rk}\left(E_{p}^{\vee} \rightarrow F_{q}^{\vee}\right) \leq r_{w^{-1}}(q, p)
$$

are equivalent, so $D_{w}\left(F_{\bullet} \rightarrow E_{\bullet}\right)=D_{w^{-1}}\left(E_{\bullet}^{\bigvee} \rightarrow F_{\bullet}^{\vee}\right)$ as subschemes of $X$. The effect of exchanging $F_{\bullet}$ with $E_{\bullet}^{\vee}$ and $E_{\bullet}$ with $F_{\bullet}^{\vee}$ is to swap $x_{i}$ and $-y_{i}$, establishing the identity.

There is another form of duality, coming from the exchange of flags of vector bundles on a variety $X$,

$$
F_{1} \subset \cdots \subset F_{n}=V=E_{n} \rightarrow \cdots \rightarrow E_{1},
$$

with the flags

$$
E_{1}^{\prime} \subset \cdots \subset E_{n}^{\prime}=V=F_{n}^{\prime} \rightarrow \cdots \rightarrow F_{1}^{\prime}
$$

where $E_{p}^{\prime}=\operatorname{ker}\left(V \rightarrow E_{n-p}\right)$ and $F_{q}^{\prime}=V / F_{n-q}$.
Combinatorially, this is related to the involution on permutations which takes $w \in S_{n}$ to $w^{\prime}=w_{0} w w_{0}$. This is $w$ read "opposite and backwards", so $w^{\prime}(i)=n+1-w(n+1-i)$. For example, $(216354)^{\prime}=324165$.

Exercise 8.1. With notation as above, let $D_{w}=D_{w}\left(F_{\bullet} \rightarrow E_{\bullet}\right)$ and $D_{w}^{\prime}=D_{w}\left(E_{\bullet}^{\prime} \rightarrow F_{\bullet}^{\prime}\right)$. Then $D_{w}^{\prime}=D_{\left(w^{\prime}\right)^{-1}} \subseteq X .^{2}$

Example 8.2. Fix a flag $E_{\bullet}$ in a vector space $V$, with $E^{q}=E_{n-q}$. Recall that the Schubert variety $\Omega_{w}\left(E_{\bullet}\right) \subseteq F l(V)$ is defined by conditions $\operatorname{rk}\left(F_{p} \rightarrow V / E^{q}\right) \leq r_{w}(p, q)$ for all $1 \leq p, q \leq n$. Writing $F_{p}^{\prime}=V / F_{n-p}$ for the quotient flag as above, we have

$$
\Omega_{w}\left(E_{\bullet}\right)=\left\{F_{\bullet}^{\prime} \mid \operatorname{rk}\left(E_{q} \rightarrow F_{p}^{\prime}\right) \leq r_{w^{\prime}}(p, q) \text { for all } 1 \leq p, q \leq n\right\} .
$$

Now let

$$
\begin{array}{ll}
x_{i}=c_{1}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right) & y_{i}=c_{1}\left(F_{i} / F_{i-1}\right), \\
x_{i}^{\prime}=c_{1}\left(E_{i}^{\prime} / E_{i-1}^{\prime}\right) & y_{i}^{\prime}=c_{1}\left(\operatorname{ker}\left(F_{i}^{\prime} \rightarrow F_{i-1}^{\prime}\right)\right)
\end{array}
$$

so $x_{i}^{\prime}=x_{n+1-i}$ and $y_{i}^{\prime}=y_{n+1-i}$. Since $E_{n}=V=F_{n}$ —that is, the flags $E_{\bullet}$ and $F_{\bullet}$ are in the same vector bundle-there are necessarily relations between the $x$ and $y$ variables:

$$
e_{k}\left(x_{1}, \ldots, x_{n}\right)=e_{k}\left(y_{1}, \ldots, y_{n}\right)=c_{k}(V)
$$

So identities proved using this geometry are valid modulo the ideal generated by differences $e_{k}(x)-e_{k}(y)$ of elementary symmetric polynomials (for $1 \leq k \leq n$ ). Let $I \subseteq \mathbb{Z}[x ; y]$ be this ideal.

Exchanging $E_{\bullet} \leftrightarrow F_{\bullet}^{\prime}$ and $F_{\bullet} \leftrightarrow E_{\bullet}^{\prime}$ swaps $x_{i}$ with $y_{i}^{\prime}=y_{n+1-i}$, so Exercise 8.1 implies

$$
\Im_{w}(x ; y) \equiv \Im_{w_{0} w^{-1} w_{0}}\left(y^{\prime} ; x^{\prime}\right) \quad(\bmod I)
$$

Applying the previous duality identity (1), we obtain

$$
\begin{align*}
& \Im_{w_{0} w w_{0}}\left(-x_{n}, \ldots,-x_{1} ;-y_{n}, \ldots,-y_{1}\right) \\
& \quad=\Im_{w w_{0} w^{-1} w_{0}}\left(y_{n}, \ldots, y_{1} ; x_{n}, \ldots, x_{1}\right) \\
& \quad \equiv \Im_{w}(x ; y) \quad(\bmod I) \tag{2}
\end{align*}
$$

For example, we know $\mathfrak{S}_{s_{k}}(x ; y)=x_{1}+\cdots+x_{k}-y_{1}-\cdots-y_{k}$. Since $w_{\circ} s_{k} w_{\circ}=s_{n-k}$, this Schubert polynomial is congruent to $\Xi_{s_{n-k}}\left(-x_{n}, \ldots,-x_{1} ;-y_{n}, \ldots,-y_{1}\right)=-x_{n}-\cdots-x_{k+1}+y_{n}+\cdots+y_{k+1}$ modulo $I$. (Since $\mathfrak{S}_{s_{k}}(x ; y)=\mathfrak{S}_{s_{n-k}}\left(-x^{\prime} ;-y^{\prime}\right)+e_{1}(x)-e_{1}(y)$, this is easy to see directly.) Similarly, for $n=3$ and $w=231$, we have $w_{\circ} w^{2} w_{\circ}=312$, and the polynomials

$$
\mathfrak{\Im}_{231}\left(x_{1}, x_{2}, x_{3} ; y_{1}, y_{2}, y_{3}\right)=\left(x_{1}-y_{1}\right)\left(x_{2}-y_{1}\right)
$$

and

$$
\mathfrak{S}_{312}\left(-x_{3},-x_{2},-x_{1} ;-y_{3},-y_{2},-y_{1}\right)=\left(-x_{3}+y_{3}\right)\left(-x_{1}+y_{2}\right)
$$

are congruent modulo $I$.

Example 8.3. This duality generalizes one we saw for Grassmannians. For an $n$-dimensional vector space $V$, there is a canonical isomorphism $F l(V) \xrightarrow{\sim} F l\left(V^{\vee}\right)$, defined by sending a flag $F_{\bullet}$ in $V$ to the flag $\left(V / F_{n-1}\right)^{\vee} \subset \cdots \subset\left(V / F_{1}\right)^{\vee} \subset V^{\vee}$. This isomorphism is equivariant for any $G$ acting linearly on $V$ and by the dual representation on $V^{\vee}$.

Now fix a basis $e_{1}, \ldots, e_{n}$ for $V$, with dual basis $e_{1}^{*}, \ldots, e_{n}^{*}$. Then $e_{i}^{*} \mapsto e_{i}$ determines an isomorphism $V^{V} \rightarrow V$. This is equivariant with respect to the involution $g \mapsto\left(g^{\dagger}\right)^{-1}$ of $G L(V)$. Composing with the above isomorphism of flag varieties, one obtains an involution $F l(V) \rightarrow F l(V)$, defined by sending $F_{\bullet}$ to the flag

$$
\left(V / F_{n-1}\right)^{\vee} \subset \cdots \subset\left(V / F_{1}\right)^{\vee} \subset V^{\vee} \cong V .
$$

This involution of $F l(V)$ is equivariant with respect to $g \mapsto\left(g^{\dagger}\right)^{-1}$.
Taking the standard flag in $V$, so $E^{q}$ is spanned by $e_{q+1}, \ldots, e_{n}$, this involution takes $E^{\bullet}$ to the opposite flag $\widetilde{E}^{\bullet}$, where $\widetilde{E}^{q}$ is spanned by $e_{1}, \ldots, e_{n-q}$. Similarly, it sends the quotient flag, $E_{q}^{\prime}=V / E^{q}$, to the opposite quotient flag, $\widetilde{E}_{q}^{\prime}=V / \widetilde{E}^{q}$.

The involution on $F l(V)$ acts on Schubert varieties by sending

$$
\Omega_{w}=D_{w^{-1}}\left(\mathbb{S}_{\bullet} \rightarrow E_{\bullet}^{\prime}\right) \quad \text { to } \quad \widetilde{\Omega}_{w^{\prime}}=D_{\left(w^{\prime}\right)^{-1}}\left(\mathbb{S}_{\bullet} \rightarrow \widetilde{E}_{\bullet}^{\prime}\right)
$$

So under pullback, the substitution $x_{i} \mapsto-x_{n+1-i}, y_{i} \mapsto-y_{n+1-i}$ sends the equivariant class $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ to $\widetilde{\sigma}_{w^{\prime}}=\left[\widetilde{\Omega}_{w^{\prime}}\right]^{T}$.

One consequence is this. Recall the coefficients $c_{u v}^{w} \in \Lambda_{T}$ defined by

$$
\sigma_{u} \cdot \sigma_{v}=\sum_{w} c_{u v}^{w} \sigma_{w}
$$

in $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$.
Corollary 8.4. The substitution $y_{i} \mapsto-y_{n+1-i}$ sends $c_{u v}^{w}$ to $c_{u^{\prime} v^{\prime}}^{w^{\prime}}$.
This generalizes the substitution which relates $c_{\lambda \mu}^{v}$ to $c_{\lambda^{\prime} \mu^{\prime}}^{v^{\prime}}$ (Chapter 9, Exercise 7.4).

Exercise 8.5. For $n=d+e$, let $\lambda$ be a partition in the $d \times e$ rectangle, and let $\lambda^{\prime}$ be its conjugate partition (in the $e \times d$ rectangle). Show
that the corresponding Grassmannian permutations are related by $w\left(\lambda^{\prime}\right)=w(\lambda)^{\prime}$.

Cauchy formula. The Cauchy formula for Schubert polynomials is a very useful identity:

$$
\begin{align*}
\mathfrak{S}_{w}(x ; y) & =\sum_{v u \dot{=} w} \mathfrak{S}_{u}(x ; t) \Im_{v}(t ; y) \\
& =\sum_{v^{-1} u \dot{j} w} \Im_{u}(x ; t) \Im_{v}(-y ;-t), \tag{3}
\end{align*}
$$

where the notation $v u \doteq w$ means $v u=w$ and $\ell(u)+\ell(v)=\ell(w)$. No $t$ variables appear on the left-hand side-so the right-hand side is also independent of $t$ !

As usual, by choosing $n \gg 0$, this is equivalent to a formula in cohomology. Let $F l=F l\left(\mathbb{C}^{n}\right)$, and consider the locus

$$
\mathbf{\Omega}_{w}=D_{w}\left(\mathbb{S}_{\bullet}^{(2)} \rightarrow \mathbb{Q}_{\bullet}^{(1)}\right) \subseteq F l \times F l
$$

where $\mathbb{S}_{\bullet}^{(2)}$ is the tautological subspace flag pulled back by the second projection $p r_{2}$, and $\mathbb{Q}_{\bullet}^{(1)}$ is the tautological quotient flag pulled back by the first projection $p r_{1}$. This is a "double Schubert variety" of the same type used in Chapter 10, Proposition 5.4. In particular, the fiber of $p r_{1}$ over the opposite quotient flag $\widetilde{E}_{0}^{\prime}$ is

$$
p_{1}^{-1}\left(\widetilde{E}_{\bullet}^{\prime}\right)=D_{w}\left(\mathbb{S}_{\bullet} \rightarrow \widetilde{E}_{\bullet}^{\prime}\right)=\widetilde{\Omega}_{w^{-1}}
$$

Using Exercise 8.1, the fiber of the second projection is

$$
p r_{2}^{-1}\left(E_{\bullet}\right)=D_{w}\left(E_{\bullet} \rightarrow \mathbb{Q}_{\bullet}\right)=D_{\left(w^{\prime}\right)^{-1}}\left(\mathbb{S}_{\bullet} \rightarrow E_{\bullet}^{\prime}\right)=\Omega_{w^{\prime}}
$$

where $w^{\prime}=w_{\circ} w w_{0}$. The formula (3) becomes

$$
\begin{equation*}
\left[\boldsymbol{\Omega}_{w}\right]^{T}=\sum_{v^{-1} u \doteq w}\left[\Omega_{u^{\prime}}\right]^{T} \times\left[\widetilde{\Omega}_{v}\right]^{T} \tag{4}
\end{equation*}
$$

in $H_{T}^{*}(F l \times F l)$, with respect to the diagonal action of the torus. (Here $\Omega_{w}$ and $\widetilde{\Omega}_{w}$ are the usual Schubert varieties and opposite Schubert varieties in $F l$, and in the degeneracy locus formula, the variables are specialized as $x_{i}=c_{1}^{T}\left(\operatorname{ker}\left(\mathbb{Q}_{i}^{(1)} \rightarrow \mathbb{Q}_{i-1}^{(1)}\right)\right), y_{i}=c_{1}^{T}\left(\mathbb{S}_{i}^{(2)} / \mathbb{S}_{i-1}^{(2)}\right)$, and $\left.t_{i}=c_{1}^{T}\left(E_{i} / E_{i-1}\right).\right)$

Proof. The general case of Equation (3) can be deduced easily from the case $w=w_{\circ}$ by applying difference operators. On the other hand, $\boldsymbol{\Omega}_{w_{0}} \subseteq F l \times F l$ is the diagonal, and the case $w=w_{\circ}$ of (4) becomes

$$
\left[\mathbf{\Omega}_{w_{0}}\right]^{T}=\sum_{u}\left[\Omega_{w_{0} u}\right]^{T} \times\left[\widetilde{\Omega}_{u}\right]^{T}
$$

which is precisely the (equivariant) Künneth decomposition. (See Chapter 3, §7, and Chapter 4, §6.)

More products of Schubert polynomials. One can consider more general products of Schubert polynomials, of the form

$$
\Im_{u}(x ; s) \cdot \Im_{v}(x ; t)=\sum_{w} c_{u v}^{w}(s, t) \Im_{w}(x ; t)
$$

where $c_{u v}^{w}(s, t)$ is homogeneous of degree $\ell(u)+\ell(v)-\ell(w)$ in variables $s=\left(s_{1}, s_{2}, \ldots\right)$ and $t=\left(t_{1}, t_{2}, \ldots\right)$. These polynomials specialize to the equivariant coefficients $c_{u v}^{w}=c_{u v}^{w}(t, t)$. They also satisfy a vanishing property:

We have $c_{u v}^{w}(s, t)=0$ unless $v \leq w$ in Bruhat order.
(Note that $c_{u v}^{w}(s, t)$ need not vanish when $u \not \leq w!$ )
Proof. On a variety $X$, consider a vector bundle $E$ of rank $n \gg 0$, equipped with two general flags of subbundles $S_{1} \subset \cdots \subset S_{n}=E$ and $T_{1} \subset \cdots \subset T_{n}=E$. Let $s_{i}=c_{1}\left(S_{i} / S_{i-1}\right)$ and $t_{i}=c_{1}\left(T_{i} / T_{i-1}\right)$. Consider the flag bundle $\mathbf{F l}=\mathbf{F l}(E) \rightarrow X$, with tautological quotient flag $\mathbb{Q}_{\bullet}$, and $x_{i}=c_{1}\left(\operatorname{ker}\left(\mathbb{Q}_{i} \rightarrow \mathbb{Q}_{i-1}\right)\right)$. Then the degeneracy locus formula gives

$$
\mathfrak{S}_{u}(x ; s)=\left[D_{u}\left(S_{\bullet} \rightarrow \mathbb{Q}_{\bullet}\right)\right] \quad \text { and } \quad \mathfrak{S}_{v}(x ; t)=\left[D_{v}\left(T_{\bullet} \rightarrow \mathbb{Q}_{\bullet}\right)\right] .
$$

The classes $\Im_{w}(x ; t)$ form a basis for $H^{*} \mathbf{F l}$ over $H^{*} X$, so one can write

$$
\mathfrak{S}_{u}(x ; s) \mathfrak{S}_{v}(x ; t)=\sum_{w} c_{u v}^{w}(s, t) \Im_{w}(x ; t)
$$

modulo relations among these variables-but as usual, by taking $n$ sufficiently large we may assume there are no relations in relevant degrees, so this is an identity of polynomials.

The class $\mathfrak{\Im}_{u}(x ; s) \cdot \mathfrak{\Im}_{v}(x ; t)$ is supported on $D_{v}=D_{v}\left(T_{\bullet} \rightarrow \mathbb{Q}_{\bullet}\right)$, so it comes from a refined class in $H^{*}\left(\mathbf{F l}, \mathbf{F l} \backslash D_{v}\right)$. Since $H^{*}\left(\mathbf{F l} \backslash D_{v}\right)$ has a basis of classes $\left[D_{w}\left(T_{\bullet} \rightarrow \mathbb{Q}_{\bullet}\right)\right]$, ranging over $w$ such that $v \not \leq w$, the vanishing follows from the exact sequence for the pair $\left(\mathbf{F l}, \mathbf{F l} \backslash D_{v}\right)$.

## Notes

The case of Proposition 1.1 where $m=n+1$ and $r=n-1$ was treated by Cayley [Cay49]. Salmon and Roberts gave the answer for $n \times m$ matrices of sub-maximal rank; see [Sal52, pp. 285-300]. The general case of the proposition was proved by Giambelli [Gi04].

The diagram of a permutation is sometimes called the Rothe diagram. It was invented in 1800 by Rothe, who used it to show $\ell(w)=\ell\left(w^{-1}\right)$, as in the Exercise from $\S 5$ [R1800]. The essential set was defined in [Ful92].

The loci $D_{w}$ are often called matrix Schubert varieties, and were studied systematically in [Fu192], where the degeneracy locus formula (Theorem 6.2) was proved. The connection with equivariant cohomology was made by Fehér and Rimányi [FeRi02, FeRi03] and Knutson and Miller [KnMi05].

Theorem 6.1 appears in [Ful92, Theorem 8.2].
Lemma 6.3 is proved in [FulPra98, Appendix A]. The version stated there weakens the hypothesis that $X$ be nonsingular, requiring only that $X$ be Cohen-Macaulay. The fact that the matrix Schubert varieties $D_{w}$ are Cohen-Macaulay appears first in [Fu192], where it is deduced from the corresponding fact about Schubert varieties in the flag variety. The role of the Cohen-Macaulay condition was emphasized by Kempf and Laksov [KeLa74]; the application of degeneracy locus formulas to nonemptiness was used by Kleiman and Laksov to establish the existence of Brill-Noether special divisors on curves [K1La74]. Further history and applications may be found in [FulPra98].

The Cauchy formula for double Schubert polynomials (3) appears in [FoKi96a, Theorem 8.1]. One can give a direct proof of the geometric Cauchy formula (4) by a transversality argument; see [An07a].

For the Grassmannian-so $u=w(\lambda)$, etc.-the coefficients $c_{\lambda \mu}^{v}(s, t)$ were studied by Molev and Sagan [MoSa99].

## Hints for exercises

${ }^{1}$ One recovers the partial permutation matrix $A=\left(a_{p q}\right)$ from $r$ by setting $a_{p q}=$ $\left(r_{p q}+r_{p-1, q-1}\right)-\left(r_{p, q-1}+r_{p-1, q}\right)$, with the convention $r_{p 0}=r_{0 q}=r_{00}=0$.
${ }^{2}$ Check that $r_{w^{\prime}}(n-p, n-q)=n-p-q+r_{w}(p, q)$.

## CHAPTER 12

## Infinite-dimensional flag varieties

In the last chapter, we saw how Schubert polynomials arise naturally from degeneracy loci. There we had incidence conditions between subbundles of given ranks or co-ranks in an ambient vector bundle $V$. Another way of setting up the degeneracy locus problem is to impose conditions on subbundles whose ranks are near half the rank of $V$. This arises from a different notion of stability, and leads to a richer theory of Schubert polynomials, which will provide a helpful link to the symplectic story in the next chapter. As a warmup, we start by rephrasing the stability property from Chapter 10 in terms of classes in infinite-dimensional flag varieties.

## 1. Stability revisited

In Chapter 10, we saw that Schubert polynomials are characterized by a certain type of stability. Infinite flag manifolds provide an elegant framework for expressing this property. The variety $F l\left(\mathbb{C}^{\infty}\right)$ parametrizes all flags of finite-dimensional subspaces of $\mathbb{C}^{\infty}$ :

$$
F l\left(\mathbb{C}^{\infty}\right)=\left\{\left(F_{1} \subset F_{2} \subset \cdots \subset \mathbb{C}^{\infty}\right) \mid \operatorname{dim} F_{i}=i\right\} .
$$

By now, we are used to working with infinite-dimensional spaces via finite-dimensional approximations, and this case will be similar.

To start, we consider the partial flag varieties

$$
F l^{(n)}\left(\mathbb{C}^{m}\right)=F l\left(1, \ldots, n ; \mathbb{C}^{m}\right),
$$

for $n \leq m$. There are two evident systems of maps among these varieties. We will construct $F l\left(\mathbb{C}^{\infty}\right)$ as a certain limit, and see that Schubert polynomials are uniquely characterized by stability with respect to these maps.

First, we have the standard embeddings: for $m \leq m^{\prime}$, we have the inclusion $\mathbb{C}^{m} \subseteq \mathbb{C}^{m^{\prime}}$ as the span of the first $m$ standard basis vectors, and a corresponding embedding $\iota: F l^{(n)}\left(\mathbb{C}^{m}\right) \hookrightarrow F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$. Second, we have the canonical projections $\pi: F l^{\left(n^{\prime}\right)}\left(\mathbb{C}^{m}\right) \rightarrow F l^{(n)}\left(\mathbb{C}^{m}\right)$, for $n^{\prime} \geq n$.

The union over the embeddings $\iota: F l^{(n)}\left(\mathbb{C}^{m}\right) \hookrightarrow F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$ is

$$
F l^{(n)}\left(\mathbb{C}^{\infty}\right)=\left\{\left(F_{1} \subset \cdots \subset F_{n} \subset \mathbb{C}^{\infty}\right) \mid \operatorname{dim} F_{i}=i\right\} .
$$

(These embeddings were used in Chapter 10, $\S 9$, and as noted there, the union is a model for the classifying space $\mathbb{B} B$.) The projections $\pi$ are compatible with this union, so we obtain projections $\pi: F l^{\left(n^{\prime}\right)}\left(\mathbb{C}^{\infty}\right) \rightarrow F l^{(n)}\left(\mathbb{C}^{\infty}\right)$. The infinite flag variety $F l\left(\mathbb{C}^{\infty}\right)$ is the inverse limit of the spaces $F l^{(n)}\left(\mathbb{C}^{\infty}\right)$ with respect to these projections. Thus $F l\left(\mathbb{C}^{\infty}\right)$ is the inverse limit of a direct limit of finite-dimensional varieties-a "pro-ind-variety".

Next we consider group actions. A torus $T$ acts on $F l^{(n)}\left(\mathbb{C}^{m}\right)$ via actions on $\mathbb{C}^{m}$ for all $m$, by characters $y_{1}, y_{2}, \ldots$. One may regard these as an infinite sequence of distinct characters of an arbitrary torus, or take them to be a basis of characters for the infinite torus $T=\prod_{i \geq 1} \mathbb{C}^{*}$. In the latter case, one has $\Lambda=\Lambda_{T}=\mathbb{Z}\left[y_{1}, y_{2}, \ldots\right]$, the polynomial ring in countably many independent variables. In fact, $\mathbb{B} T=\prod_{k \geq 1} \mathbb{P}^{\infty}$ is the countable product of projective spaces. (See Appendix $\mathrm{A}, \S 8$ for a computation of this cohomology ring.)

The embeddings $\iota: F l^{(n)}\left(\mathbb{C}^{m}\right) \hookrightarrow F l^{(n)}\left(\mathbb{C}^{m^{\prime}}\right)$ are equivariant with respect to the inclusion of $G L_{m}$ in the parabolic subgroup of $G L_{m^{\prime}}$ which preserves $\mathbb{C}^{m} \subseteq \mathbb{C}^{m^{\prime}}$. So they are equivariant with respect to inclusions of Borel subgroups $B$, but not with respect to $B^{-}$.

The projections $\pi: F l^{\left(n^{\prime}\right)}\left(\mathbb{C}^{m}\right) \rightarrow F l^{(n)}\left(\mathbb{C}^{m}\right)$, on the other hand, are equivariant with respect to $G L_{m}$.

All maps are equivariant with respect to $T$, and we may compute the equivariant cohomology via limits. Naively, the cohomology of a direct limit of spaces should be the inverse limit of cohomology rings; the cohomology of an inverse limit should the direct limit of cohomology rings. (Such limits are taken in the category of graded rings. Justification for these naive expectations may be found in

Appendix A, §8.) First we compute

$$
\begin{aligned}
H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{\infty}\right) & ={\underset{m}{\lim _{m}} H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{m}\right)}=\Lambda\left[x_{1}, \ldots, x_{n}\right] .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
H_{T}^{*} F l\left(\mathbb{C}^{\infty}\right) & =\underset{n}{\lim } H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{\infty}\right) \\
& =\Lambda\left[x_{1}, x_{2}, \ldots\right] \\
& =\Lambda[x],
\end{aligned}
$$

the polynomial ring over in countably many variables $x$ with coefficients in $\Lambda$. As usual, any finite computation in these rings may be carried out by taking $m$ and $n$ finite but sufficiently large.

In Chapter 10, $\S 9$, we saw $\Omega_{[w]} \subseteq F l^{(n)}\left(\mathbb{C}^{m}\right)$, indexed by $w \in S_{m}^{(n)}$. Schubert varieties in $F l\left(\mathbb{C}^{\infty}\right)$ are indexed by permutations in $S_{\infty}$, and are defined similarly, by

$$
\Omega_{w}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for all } p, q>0\right\},
$$

where $E^{q} \subset \mathbb{C}^{\infty}$ is the codimension $q$ subspace where the first $q$ coordinates vanish.

In Chapter 10, Exercise 9.2, we saw that the embeddings $\iota$ allow one to define Schubert classes in $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{\infty}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right]$. The following exercise establishes the analogous compatibility with respect to the projections $\pi$.

Exercise. For $w \in S_{m}^{(n)}$, and $n \leq n^{\prime} \leq m$, show that $\pi^{-1} \Omega_{[w]}=$ $\Omega_{[w]} \subseteq F l^{\left(n^{\prime}\right)}\left(\mathbb{C}^{m}\right)$, so

$$
\pi^{*} \sigma_{[w]}=\sigma_{[w]} \quad \text { in } \quad H_{T}^{*} F l^{\left(n^{\prime}\right)}\left(\mathbb{C}^{m}\right) .
$$

In particular, taking $n^{\prime}=m$, we have $\pi^{*} \sigma_{[w]}=\sigma_{w}$ in $H_{T}^{*} F l\left(\mathbb{C}^{m}\right) .{ }^{1}$
By stability with respect to the system of inclusions (Chapter 10, Exercise 9.2), for each $w \in S_{\infty}^{(n)}=\bigcup_{m} S_{m}^{(n)}$, there is a stable Schubert class $\sigma_{w}$ in $H_{T}^{*} F l^{(n)}\left(\mathbb{C}^{\infty}\right)=\Lambda\left[x_{1}, \ldots, x_{n}\right]$. By stability with respect to the system of projections (the exercise above), for any permutation
$w \in S_{\infty}$ there is a stable Schubert class $\sigma_{w}$ in $H_{T}^{*} F l\left(\mathbb{C}^{\infty}\right)=\Lambda[x]$. Such classes are therefore uniquely represented by a polynomial in $\Lambda[x]$, and this determines the Schubert polynomials.

## 2. Infinite Grassmannians and flag varieties

Consider a vector space $\mathbb{C}^{2 m}=\mathbb{C}_{-}^{m} \oplus \mathbb{C}_{+}^{m}$, with standard basis $e_{-m}, \ldots, e_{-1}, e_{1}, \ldots, e_{m}$, so that $\mathbb{C}_{-}^{m}$ is the span of the negative standard basis vectors and $\mathbb{C}_{+}^{m}$ is the span of the positive ones. An embedding $\mathbb{C}^{2 m} \hookrightarrow \mathbb{C}^{2 m+2}$ is defined in the evident way, by identifying $\mathbb{C}^{2 m+2}$ with $\mathbb{C} e_{-m-1} \oplus \mathbb{C}^{2 m} \oplus \mathbb{C} e_{m+1}$.

There are corresponding embeddings of Grassmannians, defined by

$$
\begin{aligned}
G r\left(m, \mathbb{C}^{2 m}\right) & \hookrightarrow G r\left(m+1, \mathbb{C}^{2 m+2}\right), \\
\left(F \subset \mathbb{C}^{2 m}\right) & \mapsto\left(\mathbb{C} e_{-m-1} \oplus F \subset \mathbb{C}^{2 m+2}\right)
\end{aligned}
$$

Taking the union, we obtain an infinite Grassmannian,

$$
G r^{\infty}=\bigcup_{m} G r\left(m, \mathbb{C}^{2 m}\right) .
$$

This infinite Grassmannian parametrizes subspaces of both infinite dimension and infinite codimension in a countable-dimensional vector space, and some care is required in its interpretation. The vector space is $\mathbb{C}_{-}^{\infty} \oplus \mathbb{C}_{+}^{\infty}$, where $\mathbb{C}_{-}^{\infty}=\operatorname{span}\left\{e_{-1}, e_{-2}, \ldots\right\}$ and $\mathbb{C}_{+}^{\infty}=$ $\operatorname{span}\left\{e_{1}, e_{2}, \ldots\right\}$, and one can use this splitting to give a more intrinsic description of $G r^{\infty}$, which is sometimes also called the Sato Grassmannian. (See the Notes for details and references.)

For our purposes, it is usually simplest to regard any statement about $G r^{\infty}$ as shorthand for one which takes place on $\operatorname{Gr}\left(m, \mathbb{C}^{2 m}\right)$ for all sufficiently large $m$ and compatibly with respect to these embeddings.

As in $\S 1$, an infinite torus $T_{+}$acts on $\mathbb{C}_{+}^{\infty}$. There are similar actions of $T_{-}$on $\mathbb{C}_{-}^{\infty}$ and of $T=T_{-} \times T_{+}$on $\mathbb{C}_{-}^{\infty} \oplus \mathbb{C}_{+}^{\infty}$. In the basis $\left\{\ldots, e_{-2}, e_{-1}, e_{1}, e_{2}, \ldots\right\}$ for $\mathbb{C}_{-}^{\infty} \oplus \mathbb{C}_{+}^{\infty}$, we will write

$$
\ldots, b_{2}, b_{1}, y_{1}, y_{2}, \ldots
$$

for the characters of this $T$ action. That is, for $i \geq 1, T$ acts on $e_{i}$ by the character $y_{i}$ and on $e_{-i}$ by the character $b_{i}$. So $T$ acts on $G r^{\infty}$, and we wish to compute its equivariant cohomology in terms of certain Chern classes.

The cohomology rings $H_{T}^{*} G r\left(m, \mathbb{C}^{2 m}\right)$ were computed in Chapter 4, but here we want a presentation which is compatible with our embeddings of Grassmannians. This is straightforward, using the presentations we already know.

Exercise 2.1. Show that sending

$$
c_{i} \mapsto c_{i}^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)
$$

defines a surjective homomorphism $\Lambda\left[c_{1}, \ldots, c_{m}\right] \rightarrow H_{T}^{*} G r\left(m, \mathbb{C}^{2 m}\right)$, with kernel generated by relations

$$
\sum_{i=0}^{m} c_{i} \cdot e_{k-i}\left(y_{1}, \ldots, y_{m}\right)=0
$$

for $k=m+1, \ldots, 2 m .^{2}$
The total Chern class $c^{T}\left(\mathbb{C}_{-}^{m+1}-\mathbb{S}\right)$ restricts to $c^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)$ under the embedding $\operatorname{Gr}\left(m, \mathbb{C}^{2 m}\right) \hookrightarrow G r\left(m+1, \mathbb{C}^{2 m+2}\right)$, so the exercise gives a stable presentation. It follows that the cohomology ring of the infinite Grassmannian is

$$
H_{T}^{*} G r^{\infty}=\lim _{\longleftarrow}^{\longleftarrow} H_{T}^{*} G r\left(m, \mathbb{C}^{2 m}\right)=\Lambda\left[c_{1}, c_{2}, \ldots\right]
$$

where $c$ restricts to $c^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)$ on each finite-dimensional Grassmannian $\operatorname{Gr}\left(m, \mathbb{C}^{2 m}\right)$. (See Appendix A, §8.)

The polynomial ring $\Lambda[c]=\Lambda\left[c_{1}, c_{2}, \ldots\right]$ may be regarded as a ring of symmetric functions in new variables $a_{1}, a_{2}, \ldots$, with coefficients in $\Lambda=\mathbb{Z}\left[\ldots, b_{2}, b_{1}, y_{1}, y_{2}, \ldots\right]$. A natural way to do this is by writing

$$
c=c^{T}\left(\mathbb{C}_{-}^{\infty}-\mathbb{S}\right)=\prod_{i \geq 1} \frac{1+b_{i}}{1-a_{i}}
$$

so the $a_{i}$ are Chern roots for $\mathbb{S}^{\vee}$. Viewed this way, each $c_{k}$ is a supersymmetric function in the $a$ and $b$ variables. By definition, a function $f(a ; b)$ in two sets of variables is super-symmetric if it is separately
symmetric in $a$ and in $b$, and satisfies a cancellation property: the evaluation $\left.f(a ; b)\right|_{a_{1}=-b_{1}=t}$ is independent of $t$.

Exercise 2.2. For a commutative ring $R$, show that the homomorphism

$$
R\left[c_{1}, \ldots, c_{n}\right] \rightarrow R\left[h_{1}, \ldots, h_{m}, e_{1}, \ldots, e_{p}\right]
$$

defined by

$$
c_{k} \mapsto h_{k}+h_{k-1} e_{1}+\cdots+h_{1} e_{k-1}+e_{k}
$$

is injective whenever $n \leq m+p$.

Exercise 2.3. Let $\operatorname{Symm}(x)$ denote the ring of symmetric functions in infinitely many variables $x=\left(x_{1}, x_{2}, \ldots\right)$, with coefficients in a ring $R$, so $\operatorname{Symm}(x) \cong R\left[h_{1}, h_{2}, \ldots\right]$, where $h_{k}=h_{k}(x)$ is the complete homogeneous symmetric function. Consider the homomorphism

$$
\operatorname{Symm}(x) \rightarrow \operatorname{Symm}(a) \otimes_{R} \operatorname{Symm}(b)
$$

defined by sending $h_{k}(x)$ to

$$
c_{k}(a \mid b)=h_{k}(a)+h_{k-1}(a) e_{1}(b)+h_{k-2}(a) e_{2}(b)+\cdots+e_{k}(b)
$$

where $h_{k}(a)$ and $e_{k}(b)$ are the complete homogeneous and elementary symmetric functions in $a$ and $b$ variables, respectively. Show that this is an isomorphism onto the subring of super-symmetric functions, so the elements $c_{k}$ are algebraically independent generators of this subring. ${ }^{3}$

Analogously to $\S 1$, the infinite flag variety is a limit of partial flag varieties,

$$
F l^{\infty}=\lim _{\lim _{n}}^{\bigcup_{m}} F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right) .
$$

The projections $F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right) \rightarrow G r\left(m, \mathbb{C}^{2 m}\right)$ are compatible, making $F l^{\infty} \rightarrow G r^{\infty}$ a fiber bundle with fibers isomorphic to $F l\left(\mathbb{C}^{\infty}\right)$. The stable way to index flags in $F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right)$ (or equivalently, in $F l^{\infty}$ ) is by writing

$$
F=F_{0} \subset F_{1} \subset F_{2} \subset \cdots,
$$

so that at any finite stage, $\operatorname{dim} F_{i}=m+i$. We use the same indexing for tautological bundles $\mathbb{S}$. on $F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right)\left(\right.$ or $\left.F l^{\infty}\right)$, so

$$
\mathbb{S}=\mathbb{S}_{0} \subset \mathbb{S}_{1} \subset \mathbb{S}_{2} \subset \cdots
$$

The computation of the equivariant cohomology of $F l^{\infty}$ is similar to that of the infinite Grassmannian: we have

$$
\begin{aligned}
H_{T}^{*} F l^{\infty} & =\underset{n}{\lim }\left(\underset{m}{\lim _{\leftrightarrows}} H_{T}^{*} F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right)\right) \\
& =\Lambda\left[c_{1}, c_{2}, \ldots\right]\left[x_{1}, x_{2}, \ldots\right],
\end{aligned}
$$

where on any finite partial flag variety $F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right)$, the variable $c_{k}$ restricts to $c_{k}^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)$ and $x_{i}$ restricts to $c_{1}^{T}\left(\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)^{*}\right)$.

## 3. Schubert varieties and Schubert polynomials

Schubert varieties in $F l^{\infty}$ are defined with respect to the descending flag of subspaces $E^{q}=\operatorname{span}\left\{e_{i} \mid i>q\right\}$, for $q=0,1,2, \ldots$, by setting

$$
\Omega_{w}^{\infty}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for all } p \geq 1, q \geq 0\right\}
$$

for each permutation $w \in S_{\infty}$, where as usual

$$
k_{w}(p, q)=\#\{i \leq p \mid w(i)>q\} .
$$

These are compatible with restrictions to each finite flag variety. In fact, each $\Omega_{w}^{\infty}$ comes from an ordinary Schubert variety $\Omega_{v}$ in $F l\left(m, m+1, \ldots, m+n ; \mathbb{C}^{2 m}\right)$. The distinction arises when considering stability.

In Chapter 10, $\S 9$, we saw that Schubert varieties satisfy a stability property with respect to the inclusion $\imath: S_{n} \hookrightarrow S_{n+m}$, defined by $\iota(w)(p)=p$ if $k>n$. There is another natural embedding, defined by

$$
\iota^{\prime}(w)(p)= \begin{cases}p & \text { if } 1 \leq p \leq m \\ w(p-m)+m & \text { if } i>m\end{cases}
$$

This is written $w \mapsto 1^{m} \times w$, so in permutation matrices, we have

$$
A_{1^{m} \times w}=\left[\begin{array}{c|c}
\mathrm{id}_{m} & 0 \\
\hline 0 & A_{w}
\end{array}\right] .
$$

Using this notation, we can say more precisely how $\Omega_{w}^{\infty}$ is determined by Schubert varieties in the finite-dimensional flag variety.

Lemma 3.1. The conditions defining $\Omega_{w}^{\infty}$ are the same as those defining $\Omega_{1^{m} \times w}$ in the finite-dimensional flag variety $F l\left(\mathbb{C}^{2 m}\right)$.

Proof. Let us examine the diagram of $1^{m} \times w$, as shown below.


The essential set of $1^{m} \times w$ lies in the lower-right corner, and-up to a shift in indexing-coincides with that of $w$. In particular, using this indexing shift, the conditions $\operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q)$ define $\Omega_{1^{m} \times w} \subseteq F l\left(\mathbb{C}^{2 m}\right)$.

For instance, with $w=231$ and $m=3$, so $1^{m} \times w=123564$, the Schubert variety is the closure of a cell

$$
\Omega_{1^{m} \times w}^{\circ}=\left[\begin{array}{ccc|ccc}
1 & 0 & 0 & 0 & 0 & 0 \\
* & 1 & 0 & 0 & 0 & 0 \\
* & * & 1 & 0 & 0 & 0 \\
\hline * & * & * & 0 & 0 & 1 \\
* & * & * & 1 & 0 & 0 \\
* & * & * & * & 1 & 0
\end{array}\right] .
$$

When writing matrix representatives like this, we use standard basis vectors $e_{-m}, \ldots, e_{-1}, e_{1}, \ldots, e_{m}$, and the first $m+p$ columns span $F_{p}$. In our example, the essential condition is $\operatorname{dim}\left(F_{2} \cap E^{1}\right) \geq 2$.

By stability, the Schubert variety $\Omega_{w}^{\infty}$ determines a class $\sigma_{w}^{\infty}$ in $H_{T}^{*} F l^{\infty}$. Indeed, the projection and inclusion maps

$$
\pi_{n}: F l^{\infty} \rightarrow \bigcup_{m} F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)
$$

and

$$
\iota_{m}: F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right) \hookrightarrow \bigcup_{m^{\prime}} F l\left(m^{\prime}, \ldots, m^{\prime}+n ; \mathbb{C}^{2 m^{\prime}}\right),
$$

along with the subvarieties $\Omega_{1^{m} \times w} \subseteq F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)$, satisfy the properties needed to define such a class, as described in Appendix A, §8. That is, if $w \in S_{n}$, there is a class $\sigma_{w}^{\infty, n}$ in the cohomology of $\bigcup_{m^{\prime}} F l\left(m^{\prime}, \ldots, m^{\prime}+n ; \mathbb{C}^{2} m^{\prime}\right)$, such that $\iota_{m}^{*} \sigma_{w}^{\infty, n}=\sigma_{1^{m \times w}}$ for all $m$; and then $\sigma_{w}^{\infty}$ is defined to be $\pi_{n}^{*} \sigma_{w}^{\infty, n}$.

Definition 3.2. The (enriched) Schubert polynomial is the polynomial

$$
\mathrm{S}_{w}(c ; x ; y) \in \Lambda_{T}[c ; x]=\mathbb{Z}[c ; x ; y ; b]
$$

corresponding to the class $\sigma_{w}^{\infty}$ under the identification of $H_{T}^{*} F l^{\infty}$ with $\Lambda_{T}[c ; x]$ given in $\S 2$.

Recall that the torus acts by characters $b_{i}$ on $e_{-i}$ and $y_{i}$ on $e_{i}$, and the isomorphism $\Lambda_{T}[c ; x]=H_{T}^{*} F l^{\infty}$ sends $x_{i} \mapsto c_{1}^{T}\left(\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right)^{*}\right)$ and $c_{k} \mapsto c_{k}^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)$ (stably, for any $m$ ).

Knowing how $\Omega_{w}^{\infty}$ restricts to each finite-dimensional flag variety will let us relate the polynomial $S_{w}(c ; x ; y)$ to the ordinary (LascouxSchützenberger) double Schubert polynomial $\varsigma_{w}(x ; y)$. First we need another stability property of the latter polynomials.

Lemma 3.3. For $v \in S_{\infty}$, we have

$$
\begin{aligned}
& \mathfrak{S}_{v}\left(b_{1}, \ldots, b_{m}, x_{1}, x_{2}, \ldots ; b_{1}, \ldots, b_{m}, y_{1}, y_{2}, \ldots\right) \\
& = \begin{cases}\Im_{w}\left(x_{1}, x_{2}, \ldots ; y_{1}, y_{2}, \ldots\right) & \text { ifv }=1^{m} \times w \text { for some } w \in S_{\infty} ; \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Proof. We may assume $v \in S_{m+n}$ for some $n$, and then $w \in S_{n}$ in the first case of the asserted formula. Consider a morphism of flagged vector bundles $F_{\mathbf{0}} \xrightarrow{\varphi} E_{\mathbf{0}}$ on a variety $X$, along with general
line bundles $L_{1}, \ldots, L_{m}$, all chosen so that there are no relations among $x_{i}=c_{1}\left(\operatorname{ker}\left(E_{i} \rightarrow E_{i-1}\right)\right), y_{i}=c_{1}\left(F_{i} / F_{i-1}\right)$, and $b_{i}=c_{1}\left(L_{i}\right)$. Assuming the situation is sufficiently generic, the degeneracy locus formula of Chapter 11 says $\left[D_{w}(\varphi)\right]=\Im_{w}(x ; y)$. Let $H_{i}=L_{1} \oplus \cdots \oplus L_{i}$. Then the homomorphism id $\oplus \varphi: H_{m} \oplus F_{n} \rightarrow H_{m} \oplus E_{n}$ determines a map of flags $(H \oplus F) \bullet \rightarrow(H \oplus E)$. (More precisely, $(H \oplus F)$. is the flag defined by

$$
(H \oplus F)_{i}= \begin{cases}H_{i} \oplus 0 & \text { if } i \leq m \\ H_{m} \oplus F_{i-m} & \text { if } i>m\end{cases}
$$

and $(H \oplus E)$. is defined analogously.) The locus $D_{v}(\mathrm{id} \oplus \varphi)$ is empty if $v(i) \neq i$ for some $i \leq m$, since this forces the composition

$$
H_{m} \hookrightarrow H_{m} \oplus F_{n} \rightarrow H_{m} \oplus E_{n} \rightarrow H_{m}
$$

to have rank strictly less than $m$, when it should be the identity. So the locus is nonempty only if $v=1^{m} \times w$ for some $w \in S_{n}$. In this case, we have $D_{1^{m} \times w}(\mathrm{id} \oplus \varphi)=D_{w}(\varphi)$, as one sees by examining the diagram of $1^{m} \times w$, as in the proof of Lemma 3.1 above.

The next theorem explains how $\mathrm{S}_{w}$ specializes to $\mathfrak{\Im}_{w}$.
Theorem 3.4. Under the evaluation

$$
c \mapsto c^{(m)}:=\prod_{i=1}^{m} \frac{1+b_{i}}{1-a_{i}},
$$

we have

$$
\begin{aligned}
& \mathrm{S}_{w}\left(c^{(m)} ; x ; y\right) \\
& \quad=\Theta_{1^{m} \times w}\left(a_{1}, \ldots, a_{m}, x_{1}, x_{2}, \ldots ;-b_{1}, \ldots,-b_{m},-y_{1},-y_{2}, \ldots\right) .
\end{aligned}
$$

Proof. Assume $w \in S_{n}$. From the definitions,

$$
\mathrm{S}_{w}(c ; x ; y)=\sigma_{w}^{\infty}:=\pi_{n}^{*} \sigma_{w}^{\infty, n} \quad \text { in } \Lambda_{T}[c ; x]=H_{T}^{*} F l^{\infty},
$$

and $\iota_{m}^{*} \sigma_{w}^{\infty, n}=\sigma_{1^{m} \times w}$ in $H_{T}^{*} F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)$, where

$$
\pi_{n}: F l^{\infty} \rightarrow \bigcup_{m} F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)
$$

and

$$
\iota_{m}: F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right) \hookrightarrow \bigcup_{m^{\prime}} F l\left(m^{\prime}, \ldots, m^{\prime}+n ; \mathbb{C}^{2 m^{\prime}}\right)
$$

are the projections and inclusions. The homomorphism $\pi_{n}^{*}$ is injective. The homomorphism $\iota_{m}^{*}$ sends $c$ to $c^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)$, which evaluates as asserted, when $a_{1}, \ldots, a_{m}$ are Chern roots of $\mathbb{S}^{*}$ and $b_{1}, \ldots, b_{m}$ are the characters on $\mathbb{C}_{-}^{m}$. For any permutation $v$, we have seen that $\sigma_{v}=\Im_{v}(z ; t)$, where $-z_{1}, \ldots,-z_{i}$ are Chern roots of the rank $i$ tautological subbundle, and the $t$ variables are appropriate characters (Chapter 10, §6). Evaluating the $z$ and $t$ variables in the present situation, this says $\sigma_{1^{m} \times w}=\Im_{1^{m} \times w}(a, x ;-b,-y)$.

This argument shows that $\mathrm{S}_{w}\left(c^{(m)} ; x ; y\right)=\Im_{1^{m} \times w}(a, x ;-b,-y)$ modulo the ideal defining $H_{T}^{*} F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)$. When $m$ is sufficiently large (relative to $\ell(w)$, the degree of these polynomials), there are no relations among the variables in relevant degrees, so this is an identity of polynomials. The identity for general $m$ follows from this together with Lemma 3.3.

Evaluating at $c=1$ recovers the ordinary Schubert polynomials:

$$
\mathrm{S}_{w}(1 ; x ; y)=\Im_{w}(x ;-y)
$$

(This follows from the $m=0$ case of the theorem, or from Lemma 3.3.) Since the ordinary Schubert polynomials $\Im_{w}(x ; y)$ form a basis for $\mathbb{Z}[x, y]$ over $\mathbb{Z}[y]$ (Chapter $10, \S 10.3$ ), it follows that the enriched Schubert polynomials also form a basis.

Corollary 3.5. The polynomials $\mathrm{S}_{w}(c ; x ; y)$, for $w \in S_{\infty}$, form a basis for $\mathbb{Z}[c, x, y]$ over $\mathbb{Z}[c, y]$.

Theorem 3.4 characterizes the polynomial $S_{w}(c ; x ; y)$, because one can find a sufficiently large $m$ so that there are no relations among the $c_{k}^{(m)}$ in any given degree. To write out the polynomial $S_{w}(c ; x ; y)$, first observe that for any $1 \leq i \leq m$, both $\left(1^{m} \times w\right) \cdot s_{i}$ and $s_{i} \cdot\left(1^{m} \times w\right)$ are greater than $\left(1^{m} \times w\right)$ in Bruhat order, so

$$
\partial_{i} \Im_{1^{m} \times w}=\partial_{i}^{y} \Im_{1^{m} \times w}=0
$$

for $1 \leq i \leq m$. It follows that the polynomial

$$
\mathfrak{S}_{1^{m} \times w}\left(a_{1}, \ldots, a_{m}, x_{1}, x_{2}, \ldots ; b_{1}, \ldots, b_{m}, y_{1}, y_{2}, \ldots\right)
$$

is separately symmetric in the $a$ and $b$ variables. Lemma 3.3 then shows it is super-symmetric in $a$ and $b$. It follows that this Schubert polynomial may be written as a polynomial in the variables $c^{(m)}, x$, and $y$, since the elements $c_{k}^{(m)}$ generate the ring of super-symmetric polynomials (Exercise 2.3). In fact, using Exercise 2.2, such an expression is determined by evaluating at any $m$ with $2 m \geq \ell(w)$.

Example 3.6. For $w=231$, we have

$$
\mathrm{S}_{231}(c ; x ; y)=\left(x_{1}+y_{1}\right)\left(x_{2}+y_{1}\right)+\left(x_{1}+x_{2}+y_{1}\right) c_{1}+c_{1}^{2}-c_{2} .
$$

This can be checked by evaluating at $m=1$, since there are no relations among $c_{1}^{(1)}$ and $c_{2}^{(1)}$. One computes

$$
\begin{aligned}
\Im_{12453}= & \left(x_{1}+y_{1}\right)\left(x_{2}+y_{1}\right)+\left(x_{1}+x_{2}+y_{1}\right)\left(a_{1}+b_{1}\right) \\
& +a_{1} b_{1}+b_{1}^{2}
\end{aligned}
$$

which agrees with the asserted formula for $\mathrm{S}_{231}\left(c^{(1)} ; x ; y\right)$.

## 4. Degeneracy loci

The general degeneracy locus setting is this. On a nonsingular variety $X$, we have a vector bundle $V$ of rank $2 m$, with two flags of subbundles $E^{\bullet}$ and $F_{\bullet}$, arranged so that

$$
F=F_{0} \subset F_{1} \subset F_{2} \subset \cdots \subset V \supset E=E^{0} \supset E^{1} \supset \cdots
$$

with $\operatorname{rk} F=\operatorname{rk} E=m$. For a permutation $w$, we define a degeneracy locus in $X$ by

$$
D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)=\left\{x \in X \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for all } p, q\right\} .
$$

Its class is computed by evaluating the polynomials $S_{w}(c ; x ; y)$.
Proposition 4.1. There is a canonical class $\mathbb{D}_{w}^{\infty} \in H^{2 \ell(w)} X$, supported on $D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)$, compatible with pullbacks, and equal to $\left[D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)\right]$ when the locus has expected codimension $\ell(w)$ in $X$.

The polynomial $\mathrm{S}_{w}(c ; x ; y)$ is the unique polynomial in $\mathbb{Z}[c ; x ; y]$ which maps to $\mathbb{D}_{w}^{\infty}$ under the evaluation

$$
c_{k} \mapsto c_{k}(V-E-F), \quad x_{i} \mapsto-c_{1}\left(F_{i} / F_{i-1}\right), \quad y_{i} \mapsto c_{1}\left(E^{i-1} / E^{i}\right)
$$

for all degeneracy loci $D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right) \subseteq X$ as above.
Proof. The Schubert varieties $\Omega_{1^{m} \times w} \subseteq F l\left(\mathbb{C}^{2 m}\right)$ are instances of $D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)$, by taking $F_{\bullet}$ to be the tautological flag on $X=F l\left(\mathbb{C}^{2 m}\right)$ and $E^{\bullet}$ to be the standard fixed flag (both appropriately re-indexed so that the $m$-dimensional pieces are $F_{0}$ and $E^{0}$, respectively). To prove the second statement of the proposition, it suffices to consider this case, and in Theorem 3.4 we have already seen that $S_{w}(c ; x ; y)$ are characterized this way.

The general construction of $\mathbb{D}_{w}^{\infty}$ similarly reduces to that of $\mathbb{D}_{1^{m} \times w}$, just as in Lemma 3.1. Possibly after replacing $X$ by an affine bundle, $F_{\bullet}$ and $E^{\bullet}$ determine a morphism $f: X \rightarrow \mathbb{E} \times{ }^{B^{-}} F l\left(m, \ldots, m+n ; \mathbb{C}^{2 m}\right)$ such that $D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)=f^{-1}\left(\mathbb{E} \times{ }^{B^{-}} \Omega_{1^{m} \times w}\right)$. (See Chapter 11, §6, and Appendix $E$.) The class is then defined by $\mathbb{D}_{w}^{\infty}=f^{*}\left[\Omega_{1^{m} \times w}\right]^{B^{-}}$.

The characterization of $S_{w}(c ; x ; y)$ provided by Theorem 3.4 also shows that these polynomials are related by divided difference operators:

$$
\partial_{i} S_{w}(c ; x ; y)= \begin{cases}\mathrm{S}_{w s_{i}}(c ; x ; y) & \text { if } w s_{i}<w ; \\ 0 & \text { if } w s_{i}>w\end{cases}
$$

and

$$
\partial_{i}^{y} \mathrm{~S}_{w}(c ; x ; y)= \begin{cases}\mathrm{S}_{s_{i} w}(c ; x ; y) & \text { if } s_{i} w<w \\ 0 & \text { if } s_{i} w>w\end{cases}
$$

These operators are linear over $\mathbb{Z}[c]$, that is, they treat the $c$ variables as scalars.

On the other hand, the permutations $w_{\circ}^{(n)}=[n, \ldots, 2,1]$ are not stable with respect to the embedding $\iota^{\prime}$. We do not have a simple product formula for $\mathrm{S}_{w_{0}^{(n)}}(c ; x ; y)$, although there are explicit determinantal formulas. Here is one such formula, based on the KempfLaksov formula (Chapter 9, Theorem 2.2).

Theorem 4.2. For $w_{0}^{(n)}=[n, \ldots, 2,1] \in S_{\infty}$, we have

$$
\begin{aligned}
\mathrm{S}_{w_{o}^{(n)}}(c ; x ; y) & =\Delta_{(n-1, \ldots, 2,1)}(c(1), \ldots, c(n-1)) \\
& =\operatorname{det}\left(c_{n-2 i+j}(i)\right)_{1 \leq i, j \leq n-1}
\end{aligned}
$$

where the entries are

$$
c(p)=c \cdot c\left(E / E^{n-p}-F_{p} / F\right)=c \cdot\left(\prod_{i=1}^{p} \prod_{j=1}^{n-p} \frac{1+y_{j}}{1-x_{i}}\right) .
$$

Proof. Using a "diagonal trick", the problem can be reduced to a Grassmannian degeneracy locus. Let us fix a sufficiently large $m$, along with a vector bundle $V$ of rank $2 m$ and general flags of subbundles $E^{\bullet}$ and $F_{\bullet}$ on a variety $X$. Continuing the notational conventions we have used in this chapter, this means $F_{p}$ has rank $m+p$ and $E^{q}$ has rank $m-q$.

We consider the locus

$$
D_{w_{0}^{(n)}}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right)=D_{1^{m} \times w_{o}^{(n)}}\left(F_{\bullet} \cap E^{\bullet}\right)
$$

in $X$. The essential conditions for this locus are

$$
\operatorname{dim}\left(F_{p} \cap E^{n-p}\right) \geq p, \quad p=1, \ldots, n-1
$$

Equivalently, the locus is defined by the conditions

$$
\operatorname{dim}\left(F_{p} \oplus E^{n-p} \cap \Delta_{V}\right) \geq p, \quad p=1, \ldots, n-1,
$$

on intersections inside the bundle $V \oplus V$, where $\Delta_{V} \subset V \oplus V$ is the diagonal subbundle. This is now pulled back from a Schubert locus $\Omega_{(n-1, \ldots, 2,1)}\left(G_{\bullet}\right)$ in the Grassmann bundle $\mathbf{G r}(2 m, V \oplus V)$, using

$$
G_{\bullet}: \cdots \subset F_{1} \oplus E^{n-1} \subset \cdots F_{n} \oplus E^{0} \subset \cdots \subset V \oplus V
$$

as the reference flag. The assertion then follows from the KempfLaksov formula (Chapter 9, Theorem 2.2): the quotient bundle $\mathbb{Q}$ restricts to $(V \oplus V) / \Delta_{V} \cong V$, so the entries $c(p)=c\left(\mathbb{Q}-G_{2 m+2 p-n}\right)$
become

$$
\begin{aligned}
c\left(\mathbb{Q}-G_{2 m+2 p-n}\right) & =c\left(V-\left(F_{p}+E^{n-p}\right)\right) \\
& =c\left(V-\left(F+F_{p} / F+E-E / E^{n-p}\right)\right) \\
& =c(V-E-F) \cdot c\left(E / E^{n-p}-F_{p} / F\right),
\end{aligned}
$$

as claimed.
Exercise 4.3. Write out the formula for $\mathrm{S}_{321}(c ; x ; y) .{ }^{4}$
The Schubert polynomials $\mathrm{S}_{w}(c ; x ; y)$ satisfy analogues of many of the properties of $\Im_{w}(x ; y)$ which we have seen in the last two chapters. Some of them are stated in the Notes below.

## Notes

Various treatments of stability for Schubert polynomials appear in the literature. The geometry is often explained in terms of embeddings $F l\left(\mathbb{C}^{n}\right) \subset$ $F l\left(\mathbb{C}^{n+1}\right) \subset \cdots$, with respect to standard inclusions $\mathbb{C}^{n} \subset \mathbb{C}^{n+1}$ (as the span of the first $n$ basis vectors). The union of such a chain is an ind-variety, $F l^{\prime}=\bigcup_{n} F l\left(\mathbb{C}^{n}\right)$, which parametrizes complete flags $F_{\bullet}$ which are eventually standard-that is, $F_{n}=\mathbb{C}^{n}$ for all $n \gg 0$. This is naturally a subspace of $F l\left(\mathbb{C}^{\infty}\right)$, and the pullback homomorphism of cohomology rings associated to the embedding $F l^{\prime} \hookrightarrow F l\left(\mathbb{C}^{\infty}\right)$ is an inclusion

$$
\Lambda\left[x_{1}, x_{2}, \ldots\right] \hookrightarrow \Lambda \llbracket x_{1}, x_{2}, \ldots \rrbracket_{\mathrm{gr}}
$$

Here $H_{T}^{*} F l^{\prime}=\Lambda \llbracket x \rrbracket_{\mathrm{gr}}$ is the graded formal series ring, where expressions involving infinite sums of bounded total degree are allowed, like $x_{1}+x_{2}+\cdots$. This is the graded inverse limit of the rings $\Lambda\left[x_{1}, \ldots, x_{n}\right]$ (see Appendix A, §8). So the claim that Schubert polynomials belong to the polynomial subalgebra $\Lambda[x] \subseteq \Lambda \llbracket x \rrbracket_{\mathrm{gr}}$ is equivalent to the assertion that the Schubert classes in $H_{T}^{*} F l^{\prime}$ appear by restriction from $H_{T}^{*} F l\left(\mathbb{C}^{\infty}\right)$.

The stability property (with respect to the embeddings defining $F l^{\prime}$ ) was highlighted by Fomin and Kirillov [FoKi96b], and was taken as a definition of Schubert polynomials by Billey and Haiman [BiHa95]. We will see versions of the Billey-Haiman polynomials for symplectic flag varieties in Chapter 13.

The Sato Grassmannian appears in connection with loop groups, and parametrizes solutions to certain hierarchies of differential equations. A
general reference for this point of view is the book by Pressley and Segal [PrSe86].

Lemma 3.3 appears in [BuRi04, Corollary 2.5], with a more combinatorial proof.

Lam, Lee, and Shimozono launched an extensive study of the polynomials $\mathrm{S}_{w}(c ; x ; y)$, and showed that they exhibit many remarkable properties in addition to the ones mentioned here [LLS21]. These authors call them "back-stable" Schubert polynomials, building on ideas of Buch and Knutson. They use the characterization from Theorem 3.4 as a definition, and label the variables $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, \ldots$ by nonpositive indices, writing $x_{0}, x_{-1}, \ldots$ and $y_{0}, y_{-1}, \ldots$, respectively. The version we present here is based on [AnFul21a], a variation on [LLS21].

Pawlowski gave a different geometric interpretation of the polynomials $\mathrm{S}_{w}(c ; x ; y)$, in terms of graph Schubert varieties [Paw19]. In fact, the graph construction provided one motivation for the "back-stable Schubert polynomials"; see [KLS13, §7].

Using a variation on the diagonal method used in proving Theorem 4.2, one can deduce formulas for degeneracy loci labelled by vexillary permutations. This idea was exploited in [AnFul12].

The polynomials $\mathrm{S}_{w}(c ; x ; y)$ may be defined more generally to allow $w$ to be a permutation of the integers, fixing all but finitely many; this group is denoted $S_{\mathbb{Z}}$. This is the setting in [LLS21] (and in [AnFul21a]). For such $w \in S_{\mathbb{Z}}$, these Schubert polynomials also depend on nonpositive variables $x_{0}, x_{-1}, x_{-2}, \ldots$, and they form a basis for $\Lambda[c, x]$ over $\Lambda$. They are related by divided difference operators $\partial_{i}$ for $i \in \mathbb{Z}$, which act by the usual formula on the $x$ variables, treating the $c$ and $y$ variables as constants-except for $\partial_{0}$, which acts by $\partial_{0}\left(c_{k}\right)=c_{k-1}+x_{1} c_{k-2}+\cdots+x_{1}^{k-1}$.

We mention a few properties of these polynomials, without proof. The reader may try to deduce them using Theorem 3.4 (or consult the references).

They satisfy an extended interpolation property. For $v$ in $S_{\mathbb{Z}}$, we specialize the $x$ variables as usual, writing

$$
x \mapsto-y^{v}=\left(-y_{v(i)}\right)_{i \in \mathbb{Z}} .
$$

The $c$ variables specialize by

$$
c \mapsto c^{v}:=\prod_{\substack{i \leq 0 \\ v(i)>0}} \frac{1+y_{i}}{1+y_{v(i)}} .
$$

(If one writes $c=\prod_{i \leq 0} \frac{1+y_{i}}{1-x_{i}}$, this is compatible with the specialization of $x$ variables.) Then $S_{w}(c ; x ; y)$ satisfy and are characterized by

$$
\mathrm{S}_{w}\left(c^{v} ;-y^{v} ; y\right)= \begin{cases}\prod_{i<j: w(i)>w(j)}\left(y_{w(j)}-y_{w(i)}\right) & \text { if } v=w ;  \tag{1}\\ 0 & \text { if } v \nsupseteq w,\end{cases}
$$

for permutations $v, w \in S_{\mathbb{Z}}$. Although it is not written in precisely this form, this property is implicit in [LLS21].

When $v \in S_{\infty}$, so it permutes only the positive integers, we have $c^{v}=1$, and this special case of (1) says

$$
\mathrm{S}_{w}\left(1 ;-y^{v} ; y\right)= \begin{cases}\prod_{i<j: w(i)>w(j)}\left(y_{w(j)}-y_{w(i)}\right) & \text { if } v=w ;  \tag{2}\\ 0 & \text { if } v \nsupseteq w,\end{cases}
$$

for permutations $v, w \in S_{\infty}$. This gives another proof that $\mathrm{S}_{w}(1 ; x ; y)=$ $\varsigma_{w}(x ;-y)$. (However, the conditions of (2) for $v, w \in S_{\infty}$ do not suffice to determine $\mathrm{S}_{w}(c ; x ; y)$.)

There is a duality formula for $S_{w}(c ; x ; y)$, extending the one we saw in Chapter 11, 88 . Let $\bar{c}=1+\bar{c}_{1}+\bar{c}_{2}+\cdots$ be defined by the relations

$$
\bar{c}_{k}+\bar{c}_{k-1} c_{1}+\cdots+c_{k}=0
$$

for $k>0$, so $\bar{c}=\left(1+c_{1}+c_{2}+c_{3}+\cdots\right)^{-1}$. Then

$$
\begin{equation*}
\mathrm{S}_{w}(c ; x ; y)=\mathrm{S}_{w^{-1}}(\bar{c} ; y ; x) . \tag{3}
\end{equation*}
$$

There is also an upgraded version of the Cauchy formula from Chapter $11, \S 8$ : we have

$$
\begin{equation*}
\mathrm{S}_{w}(c ; x ; y)=\sum_{v u \doteq w} \mathrm{~S}_{u}\left(c^{\prime} ; x ; t\right) \cdot \mathrm{S}_{v}\left(c^{\prime \prime} ;-t, y\right), \tag{4}
\end{equation*}
$$

for series $c, c^{\prime}, c^{\prime \prime}$ such that $c=c^{\prime} \cdot c^{\prime \prime}$, where $v u \doteq w$ means $v u=w$ and $\ell(v)+\ell(u)=\ell(w)$, as before.

As $m \rightarrow \infty$, the Schubert polynomials $\mathfrak{\Im}_{1^{m} \times w}\left(a_{1}, \ldots, a_{m}, 0,0, \ldots\right)$ stabilize to a symmetric function $F_{w}$, known as a Stanley symmetric function. Theorem 3.4 shows that the Stanley function is obtained by specializing variables in $S_{w}(c ; x ; y)$ : we have

$$
F_{w}=\mathrm{S}_{w}(c ; 0 ; 0),
$$

with the $c$ variables evaluated as complete homogeneous symmetric functions in the $a$ variables. Combining this with the Cauchy formula (4), we
obtain

$$
\begin{align*}
\mathrm{S}_{w}(c ; x ; y) & =\sum_{z u v \equiv w} \mathrm{~S}_{v}(1 ; x ; 0) \cdot \mathrm{S}_{u}(c ; 0,0) \cdot \mathrm{S}_{z}(1 ; 0, y) \\
& =\sum_{z^{-1} u v \dot{ }=w} \Im_{v}(x) \cdot F_{u}(c) \cdot \Im_{z}(y) . \tag{5}
\end{align*}
$$

Stanley symmetric functions are also known as stable Schubert polynomials, because of their characterization as stable limits of $\varsigma_{1^{m} \times w}$. They were introduced by Stanley, who defined $F_{w}$ as a certain generating function of reduced expressions for $w$ [Sta84]. There are several other combinatorial formulas for them; one "Littlewood-Richardson" type formula for the Schur expansion of a Stanley function was given by Fomin and Greene [FoGr98]. Using this, (5) leads to an explicit expression for $\mathrm{S}_{w}(c ; x ; y)$.

The geometry corresponding to the Schubert polynomials for $w \in S_{\mathbb{Z}}$ is that of an infinite flag variety $F l^{ \pm \infty}$ which parametrizes flags

$$
\cdots \subset F_{-2} \subset F_{-1} \subset F_{0} \subset F_{1} \subset F_{2} \subset \cdots
$$

extending infinitely in both directions from $F=F_{0}$. The algebra and geometry are similar for the divided difference operators which compute Schubert polynomials for the symplectic flag variety, as we will see in the next chapter.

## Hints for exercises

${ }^{1}$ For $w \in S_{m}^{(n)}$, one can check that the conditions on $\operatorname{dim}\left(F_{p} \cap E^{q}\right)$ for $p>n$ are redundant. Alternatively, the projection $\pi$ is smooth and $B^{-}$-equivariant, so $\pi^{-1} \Omega_{[w]}$ must be a Schubert variety. To see which one, note that $w$ is the unique minimal element of $\left\{v \in S_{m} \mid v(i)=w(i)\right.$ for $\left.i=1, \ldots, n\right\}$ (in Bruhat order), and the $T$-fixed points of $\pi^{-1}\left(p_{[w]}\right)$ are indexed by this set.
${ }^{2}$ Using $c^{T}\left(\mathbb{C}_{-}^{m}-\mathbb{S}\right)=c^{T}\left(\mathbb{Q}-\mathbb{C}_{+}^{m}\right)$, the relations simply say that $c^{T}\left(\mathbb{Q}-\mathbb{C}_{+}^{m}\right)$. $c^{T}\left(\mathbb{C}_{+}^{m}\right)=c^{T}(\mathbb{Q})$ vanishes in degrees greater than $m$. To see that the classes $c_{i}$ generate, it suffices to consider the case where $T$ is trivial, and this case was handled in Chapter 4.
${ }^{3}$ The element $c=1+c_{1}+c_{2}+\cdots$ is equal to $\prod_{i \geq 1} \frac{1+b_{i}}{1-a_{i}}$, so the $c_{k}$ are algebraically independent and super-symmetric. So it suffices to show that the projection

$$
\operatorname{Symm}(a) \otimes_{R} \operatorname{Symm}(b) \rightarrow \operatorname{Symm}(x), \quad a \mapsto x, b \mapsto 0,
$$

is injective when restricted the subring of super-symmetric functions. Using bases of complete homogeneous and elementary symmetric functions, this projection is
identified with the homomorphism $R\left[h_{1}, h_{2}, \ldots, e_{1}, e_{2}, \ldots\right] \rightarrow R\left[h_{1}, h_{2}, \ldots\right]$ which sends $e \mapsto 0$. To show that no nonzero super-symmetric function lies in the ideal $\left(e_{1}, e_{2}, \ldots\right) \subseteq R[h, e]$, one can argue as follows.

Consider the homomorphism

$$
\sigma: R[h, e] \rightarrow R\left[\tau, \tau^{\prime}, h, e\right]
$$

defined by $h_{k} \mapsto h_{k}+\tau h_{k-1}+\tau^{2} h_{k-2}+\cdots+\tau^{k}$ and $e_{k} \mapsto e_{k}+\tau^{\prime} e_{k-1}$. Then $f \in R[h, e]$ is super-symmetric if and only if $\sigma(f)$ is independent of $\tau, \tau^{\prime}$. (By writing $\tau=t-a_{1}$ and $\tau^{\prime}=-t-b_{1}$, this identifies $\sigma$ with the evaluation at $a_{1}=t, b_{1}=-t$.) One checks furthermore that $\sigma$ is injective. (This is not true with finite variable sets!)

Now suppose $f=\sum_{i \geq 1} f_{i} e_{i}$ for some $f_{1}, f_{2}, \ldots \in R[h, e]$. Then

$$
\begin{aligned}
\sigma(f) & =\sum_{i \geq 1} \sigma\left(f_{i}\right) \sigma\left(e_{i}\right) \\
& =\sigma\left(f_{1}\right) \tau^{\prime}+\sum_{i \geq 1}\left(\sigma\left(f_{i}\right)+\sigma\left(f_{i+1}\right) \tau^{\prime}\right) e_{i}
\end{aligned}
$$

so $\sigma\left(f_{1}\right)=0$ and hence $f_{1}=0$. Continuing in this way, one sees all $f_{i}=0$, so $f=0$, as claimed.

See also [MNR81, Ste85]. Many authors differ in conventions for supersymmetric functions: the more common convention is related to ours by replacing $b_{i}$ with $-b_{i}$.
${ }^{4}$ The answer is

$$
\begin{aligned}
\mathrm{S}_{321}(c ; x ; y)= & c_{2} c_{1}-c_{3}+c_{2}\left(x_{1}+x_{2}+y_{1}\right)+\left(c_{1}^{2}-c_{2}\right)\left(x_{1}+y_{1}+y_{2}\right) \\
& +c_{1}\left(x_{1}+y_{1}+y_{2}\right)\left(x_{1}+x_{2}+y_{1}\right)+\left(x_{1}+y_{1}\right)\left(x_{2}+y_{1}\right)\left(x_{1}+y_{2}\right)
\end{aligned}
$$

The examples given after Theorem 2.2 of Chapter 9 may be helpful.

## CHAPTER 13

## Symplectic flag varieties

We have seen that formulas for degeneracy loci are closely connected with flag varieties and the groups $G L_{n}$ and $S L_{n}$, of Lie type A. Degeneracy loci for symmetric morphisms, or varieties of isotropic subspaces with repsect to a symplectic form, are correspondingly related to the symplectic group $S p_{2 n}$, of Lie type C. In this chapter, we will see type $C$ analogues of the basic facts about flag varieties. The next chapter takes up the problem of describing Schubert polynomials for such varieties.

Much of this story proceeds in parallel with the type A case, and much of it generalizes to arbitrary Lie type.

## 1. Degeneracy loci for symmetric maps

A linear map $\varphi: E^{\vee} \rightarrow E$ is symmetric if it is equal to its dual:

$$
\varphi=\varphi^{\vee} \text { as maps } E^{\vee} \rightarrow E^{\vee \vee}=E
$$

This is the same as saying $\varphi$ lies in the subspace $\operatorname{Sym}^{2} E \subseteq E \otimes E=$ $\operatorname{Hom}\left(E^{\vee}, E\right)$. The group $G L(E)$ acts on $\operatorname{Sym}^{2} E$ in the standard way, by $g(v \cdot w)=(g v) \cdot(g w)$. Choosing a basis, so $E=\mathbb{C}^{n}$, a symmetric $\operatorname{map} \varphi$ is given by a symmetric matrix $A$, and $G L_{n}$ acts on symmetric matrices by

$$
g \cdot A=g A g^{\dagger}
$$

Let $S M_{n} \subseteq M_{n, n}$ be the space of symmetric matrices, with this action of $G L_{n}$. The identification $E=\mathbb{C}^{n}$ induces $\operatorname{Sym}^{2} E=S M_{n}$.

Consider the locus $D_{r}$ of symmetric maps of rank at most $r$. This is a $G L(E)$-invariant subvariety of $\operatorname{Sym}^{2} E$, and in fact, these loci are precisely the $G L(E)$-invariant subvarieties. (Any symmetric bilinear form can be diagonalized, so the $G L(E)$-orbits are precisely $D_{r}^{\circ}=\{A \mid \operatorname{rk}(A)=r\}$, and in this setting it is easy to see $D_{r}=\overline{D_{r}^{\circ}}$.) As
before, the basic question arises: what is the polynomial corresponding to $\left[D_{r}\right]^{G L(E)}$ in $\Lambda_{G L(E)}=\mathbb{Z}\left[a_{1}, \ldots, a_{n}\right]$ ?

Exercise. Compute $\left[D_{0}\right]^{G L(E)}=c_{\text {top }}^{G L(E)}\left(\operatorname{Sym}^{2} E\right)$ as a polynomial in $a_{1}, \ldots, a_{n} .{ }^{1}$

An answer to the general question was given by Giambelli in 1906:

$$
\left[D_{r}\right]^{G L(E)}=2^{n-r} \Delta_{(n-r, \ldots, 2,1)}(a) \quad \text { in } \quad \Lambda_{G L(E)}=\mathbb{Z}\left[a_{1}, \ldots, a_{n}\right],
$$

where $a_{i}=c_{i}^{G L(E)}(E)$. Equivalently, $\left[D_{r}\right]^{T}=2^{n-r} s_{(n-r, \ldots, 2,1)}\left(t_{1}, \ldots, t_{n}\right)$ in $\Lambda_{T}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$. As the exercise illustrates, however, this is not a special case of the degeneracy locus formula for general maps in any natural way. For example, the codimensions are wrong: $D_{0}=\{0\}$ has codimension $n^{2}$ in $M_{n, n}$, but codimension $\binom{n+1}{2}$ in $S M_{n}$.

We will see variations on these formulas. As motivation for what follows, let us start by sketching an argument analogous to the one which proved the Cayley-Giambelli-Thom-Porteous formula in Chapter 11 (Proposition 1.1). The idea there was to replace $\varphi: F \rightarrow E$ by a full-rank homomorphism $F \rightarrow E \oplus F$, namely the graph $F_{\varphi}$, and to interpret the conditions $\operatorname{rk}(\varphi) \leq r$, or equivalently $\operatorname{dim} \operatorname{ker}(\varphi) \geq n-r$, as $\operatorname{dim}\left(F_{\varphi} \cap(0 \oplus F)\right) \geq n-r$, defining a Schubert variety in the Grassmannian $G r(m, E \oplus F)$.

Here we proceed similarly: $\varphi: E^{\vee} \rightarrow E$ corresponds to a graph $E_{\varphi}^{\vee} \subseteq E \oplus E^{\vee}$. There is a canonical symplectic form on $E \oplus E^{\vee}$, given by $\omega(v \oplus f, w \oplus g)=f(w)-g(v)$. The condition that $\varphi$ be symmetric is equivalent to requiring that the graph $E_{\varphi}^{\vee}$ be isotropic with respect to this form. The subspace $0 \oplus E^{\vee}$ is also isotropic, and as before there is a natural identification $\operatorname{ker}(\varphi)=E_{\varphi}^{\vee} \cap\left(0 \oplus E^{\vee}\right)$. We will return to this construction, and the proof of Giambelli's formula, in Chapter $14, \S 3$.

Thus we are led to consider Schubert varieties in spaces of isotropic flags. We will begin with a quick review of the linear algebra of symplectic vector spaces.

## 2. Isotropic subspaces

We have a $2 n$-dimensional vector space $V$, equipped with a symplectic form-that is, a skew-symmetric nondegenerate bilinear form
$\omega: \bigwedge^{2} V \rightarrow \mathbb{C}$. All such forms are equivalent, up to change of basis. We write the standard basis for $V$ as

$$
e_{\bar{n}}, \ldots, e_{\overline{1}}, e_{1}, \ldots, e_{n}
$$

regarding the barred integers as negative numbers, so that $\bar{\imath}=-i$ and $\overline{\bar{\imath}}=i$. As a convenient symplectic form with respect to this basis, we choose

$$
\omega=\sum_{i=1}^{n} e_{\bar{\imath}}^{*} \wedge e_{i}^{*}
$$

so for $i, j>0$,

$$
\omega\left(e_{\bar{\imath}}, e_{j}\right)=-\omega\left(e_{j}, e_{\bar{\imath}}\right)=\delta_{i j}, \quad \text { and } \quad \omega\left(e_{i}, e_{j}\right)=\omega\left(e_{\bar{\imath}}, e_{\bar{\jmath}}\right)=0
$$

This form has Gram matrix


The symplectic form induces an isomorphism $V \xrightarrow{\sim} V^{\vee}$, by sending $v \mapsto \omega(v, \cdot)$, and these choices identify the dual basis as $e_{i}^{*}=e_{\bar{\imath}}$ for all $i$.

For a subspace $F \subseteq V$, the orthogonal space $F^{\perp} \subseteq V$ is

$$
F^{\perp}=\{v \in V \mid \omega(u, v)=0 \text { for all } u \in F\} .
$$

An elementary fact is that $V / F^{\perp} \cong F^{\vee}$ under the isomorphism $V \cong$ $V^{\vee}$, so $\operatorname{dim} F^{\perp}=\operatorname{dim} V-\operatorname{dim} F$. A subspace is isotropic if $F \subset F^{\perp}$, or equivalently, if $\left.\omega\right|_{F} \equiv 0$. It follows that $\operatorname{dim} F \leq n$ for any isotropic subspace $F$. For any vector $v \in V$, we have $\omega(v, v)=0$ (since $\omega$ is skew-symmetric), so every 1-dimensional subspace of $V$ is isotropic.

A maximal isotropic subspace $F \subset V$ is often called Lagrangian; such spaces have $\operatorname{dim} F=n$. A (complete) isotropic flag in $V$ is a chain

$$
F_{\bullet}: F_{n} \subset \cdots \subset F_{1}=F \subset V
$$

of isotropic subspaces, with $\operatorname{dim} F_{p}=n+1-p$ for all $p$, so $F=F_{1}$ is Lagrangian. An isotropic flag can also be specified by choosing a Lagrangian subspace $F \subset V$ and an ordinary complete flag in $F$. Our "backwards" indexing is motivated by the distinguished role of Lagrangian subspaces, and in fact is necessary for stability properties, as we will see.

A subspace $F \subseteq V$ is co-isotropic if $F \supseteq F^{\perp}$. Any complete isotropic flag $F_{\bullet}$ extends canonically to an ordinary complete flag in $V$, by appending co-isotropic spaces $F_{\bar{p}}=F_{p+1}^{\perp}$, to obtain

$$
F_{n} \subset \cdots \subset F_{1} \subset F_{\overline{1}} \subset \cdots \subset F_{\bar{n}}=V
$$

These co-isotropic spaces have dimension $\operatorname{dim} F_{\bar{p}}=n+p$.
The standard basis leads to a standard isotropic flag $E_{\bullet}$, with $E_{q}=$ $\operatorname{span}\left\{e_{n}, \ldots, e_{q}\right\}$ for $q>0$. It extends to the standard complete flag by setting

$$
E_{\bar{q}}=E_{q+1}^{\perp}=\operatorname{span}\left\{e_{n}, \ldots, e_{1}, e_{\overline{1}}, \ldots, e_{\bar{q}}\right\}
$$

for $q>0$. The standard Lagrangian subspace is

$$
E=E_{1}=\operatorname{span}\left\{e_{n}, \ldots, e_{1}\right\}
$$

The symplectic group is the subgroup $S p(V, \omega) \subseteq G L(V)$ preserving the form $\omega$. When using the standard basis and standard symplectic form, we usually write this as $S p_{2 n} \subseteq G L_{2 n}$. The subgroup $B \subseteq S p_{2 n}$ of upper-triangular matrices is a Borel subgroup; it is the subgroup fixing the opposite isotropic flag $\widetilde{E}_{\bullet}$, defined by $\widetilde{E}_{q}=\operatorname{span}\left\{e_{\bar{n}}, \ldots, e_{\bar{q}}\right\}$ for $q>0$.

With respect to the standard basis and form $\omega$, the symplectic group $S p_{2 n}$ consists of block matrices

$$
\left(\begin{array}{c|c}
X & Y \\
\hline Z & W
\end{array}\right)
$$

such that

$$
\begin{aligned}
\left(X D Y^{\dagger}\right)^{\dagger} & =X D Y^{\dagger}, \\
\left(Z D W^{\dagger}\right)^{\dagger} & =Z D W^{\dagger}, \quad \text { and } \\
X D W^{\dagger}-Y D Z^{\dagger} & =D,
\end{aligned}
$$

where $D$ is the $n \times n$ matrix with 1 's on the anti-diagonal and 0 's elsewhere. These give quadratic equations defining $S p_{2 n}$ as a subgroup of $G L_{2 n}$.

The Lagrangian Grassmannian $L G(V)$ parametrizes Lagrangian subspaces in $V$, and it embeds as a closed subvariety in the ordinary Grassmannian $L G(V) \hookrightarrow G r(n, V)$. By Witt's theorem, the symplectic group acts transitively on Lagrangian subspaces, so there is an identification $L G(V) \cong S p_{2 n} / P$, where $P$ is the parabolic subgroup which fixes the Lagrangian subspace $\widetilde{E}_{1}=\operatorname{span}\left\{e_{\bar{n}}, \ldots, e_{\overline{1}}\right\}$.

Similarly, the isotropic flag variety $F l_{\omega}(V)$ parametrizes complete isotropic flags in $V$. From the definition, it embeds as a closed subvariety of the partial flag variety $F l^{(n)}(V)=F l(1, \ldots, n ; V)$. But as we saw, each isotropic flag canonically extends to a complete one, so we obtain an embedding $F l_{\omega}(V) \hookrightarrow F l(V)$. There is an identification $F l_{\omega}(V) \cong S p_{2 n} / B$, using Witt's theorem again.

## 3. Symplectic flag bundles

The notions of symplectic form, flag variety, and Lagrangian Grassmannian globalize immediately to the setting where $V$ is a $G$-equivariant vector bundle on a variety $Y$ with $G$-action. Here $\omega$ is a $G$-equivariant section of $\bigwedge^{2} V^{\vee}$, locally of the form described in the previous section. We will give constructions of the isotropic flag variety parallel to the descriptions of ordinary flag varieties we saw in Chapter 4. As before, it is useful-and no more complicated-to carry this out for flag bundles.

Let $G$ be a linear algebraic group acting on a variety $Y$, and let $V$ be a $G$-equivariant vector bundle of rank $2 n$, equipped with a symplectic form $\omega: \bigwedge^{2} V \rightarrow \mathbb{C}_{Y}$ with values in the trivial line bundle. We assume $\omega$ is G-invariant; that is, $\omega(g \cdot u, g \cdot v)=\omega(u, v)$ for all $g \in G$. The isotropic flag bundle $\rho: \mathbf{F l}_{\omega}(V) \rightarrow Y$ parametrizes complete isotropic flags of subspaces: a point in the fiber $\rho^{-1}(y)$ is an isotropic flag $F_{\bullet}$ in the vector space $V(y)$.

The isotropic flag bundle can be constructed as a tower of projective bundles. One starts with $X_{1}=\mathbb{P}(V) \rightarrow Y$, a projective bundle with fibers $\mathbb{P}^{2 n-1}$; this has a tautological line bundle $\mathbb{S}_{n} \subseteq V$, as well
as its orthogonal complement $\mathbb{S}_{n}^{\perp}$, of rank $2 n-1$. The next step is $X_{2}=\mathbb{P}\left(\mathbb{S}_{n}^{\perp} / \mathbb{S}_{n}\right) \rightarrow X_{1}$, a bundle with fibers $\mathbb{P}^{2 n-3}$; this has tautological bundles $\mathbb{S}_{n} \subset \mathbb{S}_{n-1} \subset \mathbb{S}_{n-1}^{\perp} \subset \mathbb{S}_{n}^{\perp}$. Continuing in this way, one obtains

$$
\mathbf{F l}_{\omega}(V)=X_{n}=\mathbb{P}\left(\mathbb{S}_{2}^{\perp} / \mathbb{S}_{2}\right) \rightarrow X_{n-1} \rightarrow \cdots \rightarrow Y
$$

so the successive fibers in the tower are projective spaces of dimensions $2 n-1,2 n-3, \ldots, 3,1$, and all these maps are $G$-equivariant. So the isotropic flag bundle is projective, of relative dimension

$$
\operatorname{dim} \mathbf{F l}_{\omega}(V)-\operatorname{dim} Y=(2 n-1)+(2 n-3)+\cdots+1=n^{2}
$$

and $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ is free of rank

$$
2 n \cdot(2 n-2) \cdots 2=2^{n} \cdot n!
$$

as a module over $H_{G}^{*} Y$.
As in Chapter 4, we also obtain a presentation and a basis for the equivariant cohomology ring. Let $x_{i}=c_{1}^{G}\left(\mathbb{S}_{i} / \mathbb{S}_{i+1}\right)$, and write $e_{k}=e_{k}\left(x_{1}, \ldots, x_{n}\right)=c_{k}^{G}(\mathbb{S})$, where $\mathbb{S}=\mathbb{S}_{1} \subset V$ is the tautological Lagrangian subbundle.

Proposition 3.1. We have

$$
H_{G}^{*} \mathbf{F l}_{\omega}(V)=\left(H_{G}^{*} Y\right)\left[x_{1}, \ldots, x_{n}\right] /\left(e_{k}\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)-c_{2 k}^{G}(V)\right)_{1 \leq k \leq n^{\prime}}
$$

where $e_{k}$ is the elementary symmetric polynomial.
A basis for $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ as a module over $H_{G}^{*} Y$ is

$$
\left\{x_{1}^{m_{1}} \cdots x_{n}^{m_{n}} \mid 0 \leq m_{i} \leq 2 i-1\right\}
$$

Proof. The argument is parallel to one we saw in Chapter 4 (Proposition 4.1). As in that situation, the basis for $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ comes from its description as a tower of projective bundles. To see that the relations hold, note that $V / \mathbb{S} \cong \mathbb{S}^{\vee}$, so the Whitney sum formula
gives

$$
\begin{aligned}
c^{G}(V) & =c^{G}(\mathbb{S}) \cdot c^{G}\left(\mathbb{S}^{\vee}\right) \\
& =\prod_{i=1}^{n}\left(1+x_{i}\right) \prod_{i=1}^{n}\left(1-x_{i}\right) \\
& =1+e_{1}\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)+\cdots+e_{n}\left(x_{1}^{2}, \ldots, x_{n}^{2}\right) ;
\end{aligned}
$$

that is, $c_{2 k}^{G}(V)=e_{k}\left(x_{1}^{2}, \ldots, x_{n}^{2}\right)$.
Exercise 3.2. Complete the proof, by imitating the argument of Chapter 4, Proposition 4.1. ${ }^{2}$

Exercise 3.3. For a strict partition $\lambda=\left(\lambda_{1}>\cdots>\lambda_{s}>0\right)$ write $e_{\lambda}=e_{\lambda_{1}} \cdots e_{\lambda_{s}}$. Show that another basis for $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ as a module over $H_{G}^{*} Y$ is given by

$$
\left\{x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} \cdot e_{\lambda} \mid 0 \leq a_{i} \leq n-i, \lambda \text { a strict partition, } \lambda_{1} \leq n\right\}
$$

where $e_{k}=e_{k}\left(x_{1}, \ldots, x_{n}\right)=c_{k}^{G}(\mathbb{S}) .^{3}$

## 4. Lagrangian Grassmannians

In presenting the cohomology of the ordinary Grassmannian in Chapter 4, we found bases of Schur determinants. We will see an analogous basis of Schur Q-polynomials for the cohomology of the Lagrangian Grassmannian. These polynomials are defined as certain Pfaffians. Here we set up notation and quickly review the main facts, referring to Appendix $C$ for details and references.

Given a series of formal variables $c=1+c_{1}+c_{2}+\cdots$, and integers $p, q \geq 0$, we set
(*) $\quad C_{p q}=c_{p} c_{q}+2 \sum_{i=1}^{q}(-1)^{i} c_{p+i} c_{q-i}$

$$
=c_{p} c_{q}-2 c_{p+1} c_{q-1}+2 c_{p+2} c_{q-2}-\cdots+(-1)^{q} 2 c_{p+q} .
$$

The variables generate a universal ring

$$
\Gamma=\mathbb{Z}\left[c_{1}, c_{2}, \ldots\right] /\left(C_{p p}\right)_{p>0},
$$

where the elements $c_{p}$ have degree $p$, and the relations are given by $C_{p p}=c_{p}^{2}-2 c_{p+1} c_{p-1}+2 c_{p+2} c_{p-2}-\cdots$ as above. When the context is clear, we sometimes recycle notation and write $c$ also for its image in $\Gamma$.

Bases for $\Gamma$ are naturally indexed by strict partitions, that is, partitions $\lambda=\left(\lambda_{1}>\cdots>\lambda_{s}>0\right)$ with distinct parts. One basis is given by monomials in $c$ :

$$
\Gamma=\bigoplus_{\lambda} \mathbb{Z} \cdot c_{\lambda_{1}} \cdots c_{\lambda_{s}}
$$

the sum ranging over all strict partitions (cf. Exercise 3.3 above).
A second basis is given by the $Q$-polynomials. Given a strict partition $\lambda$ with $s$ parts, let $m_{i j}=C_{\lambda_{i}, \lambda_{j}}$ for $i<j$, and form the corresponding $s \times s$ skew-symmetric matrix $M_{\lambda}(c)=\left(m_{i j}\right)$. The $Q$-polynomial $Q_{\lambda}(c)$ is defined to be the Pfaffian of this matrix,

$$
Q_{\lambda}(c)=\operatorname{Pf}\left(M_{\lambda}(c)\right),
$$

ensuring that $\lambda$ has an even number of parts by appending 0 if needed. (As before, we sometimes write $Q_{\lambda}(c)$ for its image in $\Gamma$.) Then

$$
\Gamma=\bigoplus_{\lambda} \mathbb{Z} \cdot Q_{\lambda}(c)
$$

with the sum again over strict partitions.
For $n>0$, there is a finitely generated quotient ring

$$
\begin{aligned}
\Gamma^{(n)} & =\Gamma /\left(c_{n+1}, c_{n+2}, \ldots\right) \\
& =\mathbb{Z}\left[c_{1}, \ldots, c_{n}\right] /\left(C_{p p}\right)_{1 \leq p \leq n} .
\end{aligned}
$$

This has bases of monomials $c_{\lambda_{1}} \cdots c_{\lambda_{s}}$ and $Q$-polynomials $Q_{\lambda}(c)$, as $\lambda$ ranges over strict partitions such that $\lambda_{1} \leq n$. In particular, $\Gamma^{(n)}$ has rank $2^{n}$ as a $\mathbb{Z}$-module. (See Appendix $C$, §2.3.)

Now we turn to the geometry. Continuing the setting from the previous section, we have a variety $Y$, a $G$-equivariant vector bundle $V$ of rank $2 n$, and a $G$-invariant symplectic form $\omega: \Lambda^{2} V \rightarrow \mathbb{C}_{Y}$. The Lagrangian Grassmannian bundle LG $(V) \rightarrow Y$ parametrizes maximal isotropic subspaces in the fibers of $V$. More precisely, it
represents the functor which assigns to a morphism $Z \rightarrow Y$ the set of all Lagrangian subbundles $F \subseteq V_{Z}$ (where $V_{Z}$ is the pullback of $V$ ).

There is a natural open cover of $\mathbf{L G}(V)$, similar to the one we saw for $\operatorname{Gr}(n, V)$ in Chapter 4. Suppose $V$ splits so that $V=A \oplus B$ with $A$ a Lagrangian subbundle (and then $B \cong A^{\vee}$ ), and that the symplectic form is "standard": it is given by the formula

$$
\omega\left(a \oplus f, a^{\prime} \oplus f^{\prime}\right)=f\left(a^{\prime}\right)-f^{\prime}(a)
$$

There is an open subset $U \subseteq \mathbf{L G}(V)$, defined as before by the condition that the composition $F \hookrightarrow V \rightarrow A$ be an isomorphism. The open set $U$ is naturally identified with the vector bundle Sym $^{2} A^{\vee} \rightarrow Y$, where we regard $\operatorname{Sym}^{2} A^{\vee} \subseteq \operatorname{Hom}\left(A, A^{\vee}\right)$ and the map is given by

$$
(F \subset V) \mapsto\left(A \cong F \hookrightarrow V \rightarrow B=A^{\vee}\right)
$$

Indeed, the subbundle $F$ is isotropic if and only if the homomorphism $\varphi: A \rightarrow A^{\vee}$ defined this way is symmetric. (As before, the inverse map sends $\varphi$ to its graph.)

Any vector bundle splits locally on $Y$, and furthermore every symplectic form is locally isomorphic to the standard one, so these open sets $U$ give an affine covering of $\mathbf{L G}(V)$, showing that $\rho: \mathbf{L G}(V) \rightarrow Y$ is smooth of relative dimension $\binom{n+1}{2}=\operatorname{rkSym}{ }^{2} A^{\vee}$. (The closed embedding $\mathbf{L G}(V) \hookrightarrow \mathbf{G r}(n, V)$ shows that $\mathbf{L G}(V) \rightarrow Y$ is also projective.)

There is a natural projection

$$
\pi: \mathbf{F l}_{\omega}(V) \rightarrow \mathbf{L G}(V)
$$

sending an isotropic flag $F_{\bullet}$ to its maximal subspace $F_{1}=F$. The fiber of $\pi$ over a Lagrangian subspace $F$ is the complete flag variety $F l(F)$ in the $n$-dimensional space $F$. That is,

$$
\mathbf{F l}_{\omega}(V) \cong \mathbf{F l}(\mathbb{S}) \rightarrow \mathbf{L G}(V)
$$

where (as before) $\mathbb{S}=\mathbb{S}_{1} \subset V$ is the tautological Lagrangian subbundle on $\mathbf{L G}(V)$. The relative dimension of $\mathbf{F l}_{\omega}(V) \rightarrow Y$ is $n^{2}=$ $\binom{n}{2}+\binom{n+1}{2}$, equal to the sum of the dimensions of the ordinary flag variety and the Lagrangian Grassmannian.

Proposition 4.1. The homomorphism $c_{p} \mapsto c_{p}^{G}\left(\mathbb{S}^{\vee}\right)$ defines an isomorphism

$$
H_{G}^{*} \mathbf{L G}(V)=\left(H_{G}^{*} Y\right)\left[c_{1}, \ldots, c_{n}\right] /\left(C_{p p}-(-1)^{p} c_{2 p}^{G}(V)\right)_{1 \leq p \leq n},
$$

where $C_{p p}$ is given by $(*)$ (at the beginning of this section).
As a module over $H_{G}^{*} Y, H_{G}^{*} \mathbf{L G}(V)$ has a basis of squarefree monomials

$$
c_{\lambda_{1}} \cdots c_{\lambda_{s}}
$$

for $n \geq \lambda_{1}>\cdots>\lambda_{s}>0$. Another basis is given by the polynomials $Q_{\lambda}(c)$, as $\lambda$ ranges over the same set of strict partitions.

Proof. As in Proposition 3.1, the relations come from the Whitney formula, this time writing

$$
\begin{aligned}
c^{G}(V) & =c^{G}(\mathbb{S}) \cdot c^{G}\left(\mathbb{S}^{\vee}\right) \\
& =\left(1-c_{1}+c_{2}-\cdots\right)\left(1+c_{1}+c_{2}+\cdots\right) \\
& =1+\left(-c_{1}^{2}+2 c_{2}\right)+\left(c_{2}^{2}-2 c_{3} c_{1}+2 c_{4}\right)+\cdots \\
& =1+\sum_{p>0}(-1)^{p} C_{p p} .
\end{aligned}
$$

We need to see that the $c_{p}$ 's generate, and that the claimed sets are bases. This is similar to Proposition 5.1 in Chapter 4. On one hand, we know $\mathbf{F l}_{\omega}(V) \rightarrow \mathbf{L G}(V)$ is a flag bundle, so $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ is free over $H_{G}^{*} \mathbf{L G}(V)$ of rank $n$ !. On the other hand, we already saw that $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ is free over $H_{G}^{*} Y$, of rank $2^{n} n$ !. It follows that $H_{G}^{*} \mathbf{L G}(V)$ is a projective module over $H_{G}^{*} Y$, of rank $2^{n}$.

Now consider the $H_{G}^{*} Y$-subalgebra $R \subseteq H_{G}^{*} \mathbf{L G}(V)$ generated by $c_{1}, \ldots, c_{n}$. By Exercise 3.3, we know that $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ has a basis over $R$ consisting of $n$ ! monomials $x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$, with $0 \leq a_{i} \leq n-i$. Since these also form a basis for $H_{G}^{*} \mathbf{F l}_{\omega}(V)$ over $H_{G}^{*} \mathbf{L G}(V)$, it follows that $R=H_{G}^{*} \mathbf{L G}(V)$.

The claims about bases may be checked in the case where $Y$ is a point and $G$ is trivial, by graded Nakayama. Here the relations define $\Gamma^{(n)}$, and we know that the squarefree monomials and $Q$-polynomials form bases for this ring.

Chapter 13. Symplectic flag varieties
Corollary 4.2. Suppose there is a G-equivariant Lagrangian subbundle $E \subseteq V$ on $Y$. Then there is a surjective homomorphism of $H_{G}^{*} Y$-algebras

$$
\left(H_{G}^{*} Y\right) \otimes \Gamma \rightarrow H_{G}^{*} \mathbf{L G}(V), \quad c \mapsto c^{G}(V-\mathbb{S}-E)
$$

with kernel generated by elements

$$
\sum_{i=0}^{n} c_{k-i} c_{i}^{G}(E)
$$

for all $k>n$.
Squarefree monomials $c_{\lambda_{1}} \cdots c_{\lambda_{s}}$ form a basis for $H_{G}^{*} \mathbf{L G}(V)$ as a module over $H_{G}^{*} Y$, as $\lambda$ ranges over strict partitions with $\lambda_{1} \leq n$. The Pfaffians $Q_{\lambda}(c)$ form another basis.

Proof. The second claim—about bases for $H_{G}^{*} \mathbf{L G}(V)$-can be checked in the case where $Y$ is a point and $G$ is trivial, and this is the same as in Proposition 4.1.

The relations $C_{p p}=0$ again come from the Whitney formula. Writing $c^{*}=1-c_{1}+c_{2}-c_{3}+\cdots$, we have

$$
c=c^{G}(V-\mathbb{S}-E)=c^{G}\left(\mathbb{S}^{\vee}-E\right)=c^{G}\left(E^{\vee}-\mathbb{S}\right)
$$

and

$$
c^{*}=c^{G}\left(V^{\vee}-\mathbb{S}^{\vee}-E^{\vee}\right)=c^{G}\left(\mathbb{S}-E^{\vee}\right)=c^{G}\left(E-\mathbb{S}^{\vee}\right),
$$

so $c \cdot c^{*}=1$. The fact that squarefree monomials in $c_{p}$ form a basis implies in particular that these elements generate the algebra.

## 5. Cohomology rings

In many applications, one has a maximal isotropic subbundle on the base, so Corollary 4.2 applies. For the rest of this chapter, we will focus on the case where $Y$ is a point, and $G=T$ is a torus acting linearly on $V=\mathbb{C}^{2 n}$. In this context, we will prefer the presentation given by Corollary 4.2.

Using the identification of $F l_{\omega}(V) \rightarrow L G(V)$ with the (ordinary) flag bundle $\mathrm{Fl}(\mathbb{S}) \rightarrow L G(V)$, we obtain another presentation of $H_{T}^{*} F l_{\omega}(V)$. Let us fix a standard basis $e_{\bar{n}}, \ldots, e_{\overline{1}}, e_{1}, \ldots, e_{n}$ for
$V=\mathbb{C}^{2 n}$. Suppose $T$ acts by characters $-\chi_{n}, \ldots,-\chi_{1}, \chi_{1}, \ldots, \chi_{n}$, so the standard Lagrangian subspace $E \subseteq V$ has characters $\chi_{1}, \ldots, \chi_{n}$.

## Corollary 5.1. We have isomorphisms

$$
H_{T}^{*} L G(V)=\left(\Lambda_{T} \otimes \Gamma\right) / I
$$

and

$$
H_{T}^{*} F l_{\omega}(V)=\left(\Lambda_{T} \otimes \Gamma\right)\left[x_{1}, \ldots, x_{n}\right] / J
$$

where $c \mapsto c^{T}(V-\mathbb{S}-E)$ and $x_{i} \mapsto c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i+1}\right)$, the ideal I is generated by relations

$$
\sum_{i=0}^{n} c_{k-i} \cdot e_{i}\left(\chi_{1}, \ldots, \chi_{n}\right)=0 \quad \text { for } k>n
$$

and $J$ is generated by relations

$$
\sum_{i=0}^{n} c_{k-i} \cdot e_{i}\left(\chi_{1}, \ldots, \chi_{n}\right)=e_{k}\left(-x_{1}, \ldots,-x_{n}\right) \quad \text { for } k>0
$$

The squarefree monomials $c_{\lambda_{1}} \cdots c_{\lambda_{s}}$ form a basis for $H_{T}^{*} L G(V)$ over $\Lambda_{T}$, as $\lambda$ ranges over strict partitions with $\lambda_{1} \leq n$. Similarly, the monomials $x_{1}^{m_{1}} \cdots x_{n}^{m_{n}}$ form a basis for $H_{T}^{*} F l_{\omega}(V)$ over $\Lambda_{T}$, for $0 \leq m_{i} \leq 2 i-1$.

The presentation for $H_{T}^{*} L G(V)$ is a special case of Corollary 4.2, and the one for $H_{T}^{*} F l_{\omega}(V)$ follows. The claims about bases follow by the same reasoning as in Corollary 4.2 and Proposition 3.1.

There are natural embeddings $\mathbb{C}^{2 m} \hookrightarrow \mathbb{C}^{2 m+2} \hookrightarrow \cdots$, corresponding to the inclusions of standard bases. These induce embeddings of Lagrangian Grassmannians

$$
L G\left(\mathbb{C}^{2 m}\right) \hookrightarrow L G\left(\mathbb{C}^{2 m+2}\right), \quad\left(F \subseteq \mathbb{C}^{2 m}\right) \mapsto\left(\mathbb{C} e \overline{m+1} \oplus F \subseteq \mathbb{C}^{2 m+2}\right)
$$

as well as similar embeddings of isotropic partial flags

$$
F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right) \hookrightarrow F l_{\omega}\left(m+1-n, \ldots, m+1 ; \mathbb{C}^{2 m+2}\right)
$$

In analogy with the stability discussed in Chapter 12, we can take limits as $m$ and $n$ tend to infinity, forming the infinite Lagrangian

Grassmannian

$$
L G^{\infty}=\bigcup_{m} L G\left(\mathbb{C}^{2 m}\right)
$$

and the infinite isotropic flag variety

$$
F l_{\omega}^{\infty}=\lim _{\hbar} \bigcup_{m} F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right) .
$$

Their cohomology rings are the corresponding limits of the finitedimensional rings.

Corollary 5.2. The equivariant cohomology rings of $L G^{\infty}$ and $F l_{\omega}^{\infty}$ are

$$
H_{T}^{*} L G^{\infty}=\Lambda_{T} \otimes \Gamma=\Gamma\left[y_{1}, y_{2}, \ldots\right] .
$$

and

$$
H_{T}^{*} F l_{\omega}^{\infty}=\Lambda_{T} \otimes \Gamma[x]=\Gamma\left[x_{1}, x_{2}, \ldots ; y_{1}, y_{2}, \ldots\right]
$$

Demanding stability with respect to these embeddings dictates many of our choices in the next chapter.

## Notes

Giambelli gave a determinantal formula for $\left[D_{r}\right]$ which we now recognize as a Schur determinant; he refers to earlier formulas of Segre and Schubert [Gi06]. As usual for that era, his setting is that of a (symmetric or skew) matrix of homogeneous polynomials of specified degrees. This very naturally translates into the equivariant calculation described at the beginning of the chapter.

Partly motivated by applications to the Brill-Noether theory (see [Ber87, DCP95]), the 1980s saw a renewal of interest in formulas for symmetric and skew-symmetric degeneracy loci. Several determinantal formulas were found for special cases [JLP81, HaTu84, Fu196b]. Pragacz seems to have been the first to realize that Schur's Q-polynomials and the corresponding Pfaffian formulas are better suited to the problem [Pra88, Pra91, PraRa97].

The facts about the symplectic group and isotropic subspaces reviewed in $\S 2$ can be found in basic algebra textbooks; see, for instance, [Jac85, §6].

The identity

$$
\operatorname{Pf}\left(\frac{x_{i}-x_{j}}{x_{i}+x_{j}}\right)=\prod_{i<j} \frac{x_{i}-x_{j}}{x_{i}+x_{j}}
$$

is due to Schur, who also defined the polynomials $Q_{\lambda}(x)$ [Schu11, $\S \$ 35-$ 36]. Nimmo gave a formula for $Q_{\lambda}(x)$ as a ratio of two Pfaffians [Nim90]; a related formula appears in [JLP81]. Many variations on these polynomials can be found in Macdonald's book. In particular, the identity $Q_{(k, k-1, \ldots, 1)}(x)=2^{k} s_{(k, k-1, \ldots, 1)}(x)$ follows from [Mac95, III.8, Ex. 3(b)].

## Hints for exercises

${ }^{1}$ The answer is the Schur determinant $2^{n} \Delta_{(n, n-1, \ldots, 1)}(a)$. Use the diagonal torus $T \subseteq G L(E)$, acting on $S M_{n}$ with weights $t_{i}+t_{j}$, to obtain

$$
\left[D_{0}\right]^{T}=2^{n} t_{1} \cdots t_{n} \prod_{i<j}\left(t_{i}+t_{j}\right) .
$$

Then use the bialternant form of the Schur function to show $t_{1} \cdots t_{n} \prod_{i<j}\left(t_{i}+t_{j}\right)=$ $s_{(n, n-1, \ldots, 1)}\left(t_{1}, \ldots, t_{n}\right)$. The $a^{\prime}$ s are elementary symmetric polynomials in the $t^{\prime}$ s, so the claim follows from the (dual) Jacobi-Trudi formula for the Schur polynomial. See [Mac95, §III.8, Ex. 2].
${ }^{2}$ It suffices to show the monomials $x_{1}^{m_{1}} \cdots x_{n}^{m_{n}}$ span the algebra

$$
A=\mathbb{Z}\left[x_{1}, \ldots, x_{n}\right] /\left(e_{1}\left(x^{2}\right), \ldots, e_{n}\left(x^{2}\right)\right) .
$$

Here we use the relation $\prod_{i=1}^{n}\left(1-x_{i}^{2} u^{2}\right)=1$ in $A[u]$, which shows that for $1 \leq \ell \leq n$,

$$
\sum_{k \geq 0} h_{k}\left(x_{\ell}^{2}, \ldots, x_{n}^{2}\right) u^{2 k}=\prod_{i=\ell}^{n} \frac{1}{1-x_{i}^{2} u^{2}}=\prod_{i=1}^{\ell-1}\left(1-x_{i}^{2} u^{2}\right)
$$

has degree $2 \ell-2$, and therefore $h_{\ell}\left(x_{\ell}^{2}, \ldots, x_{n}^{2}\right)=0$ in $A$. This gives a relation expressing $x_{\ell}^{2 \ell}$ in terms of other monomials, completing the proof by descending induction on $\ell$.
${ }^{3}$ In lexicographic order, the initial monomial of $e_{\lambda}$ is $x^{\lambda}=x_{1}^{\lambda_{1}} \cdots x_{s}^{\lambda_{s}}$, so the initial monomial of $x^{a} e_{\lambda}$ is $x^{a+\lambda}$. The exponents $a+\lambda$ take all values such that $0 \leq a_{i}+\lambda_{i} \leq 2 n-2 i+1$. Now use Proposition 3.1, with the change of variables $x_{i} \mapsto x_{n+1-i}$.

## CHAPTER 14

## Symplectic Schubert polynomials

In the last chapter, we computed cohomology rings of the Lagrangian Grassmannian and isotropic flag variety. Here we will study the equivariant geometry of these spaces and their Schubert varieties, by analogy with what we saw for the ordinary Grassmannians and flag varieties in Chapters 9 and 10. In particular, we find Schubert polynomials representing equivariant Schubert classes.

## 1. Schubert varieties

Continuing notation from the previous chapter, we consider a vector space $V=\mathbb{C}^{2 n}$, with basis $e_{\bar{n}}, \ldots, e_{\overline{1}}, e_{1}, \ldots, e_{n}$. We have a torus $T=\left(\mathbb{C}^{*}\right)^{n}$, with its standard basis of characters $y_{1}, \ldots, y_{n}$, acting on $V$ by characters $y_{\bar{n}}, \ldots, y_{\overline{1}}, y_{1}, \ldots, y_{n}$, where $y_{\bar{i}}=-y_{i}$. (The $y_{i}$ may be specialized to arbitrary characters $\chi_{i}$, as usual, so long as all $2 n$ characters $\pm \chi_{i}$ are distinct.) The symplectic form $\omega=-\sum e_{\bar{l}}^{*} \wedge e_{i}^{*}$ is $T$-invariant, so $T$ acts on the Lagrangian Grassmannian $L G(V)$ and symplectic flag variety $F l_{\omega}(V)$.
1.1. Strict partitions and signed permutations. In Chapter 13, $\S 4$, we saw that bases for $H^{*} L G(V)$ are indexed by strict partitions $\lambda$ such that $\lambda_{1} \leq n$. These are often represented by their shifted Young diagrams; for example, $\lambda=(5,2,1)$ corresponds to the diagram


The length of a strict partition is the number $s=\ell(\lambda)$ of nonzero parts, or nonempty rows in its diagram.

There is a bijection between strict partitions with $\lambda_{1} \leq n$, and subsets $I=\left\{i_{1}<\cdots<i_{n}\right\} \subseteq\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$ such that for each $i=\{1, \ldots, n\}$, exactly one of $\bar{\imath}$ or $i$ belongs to $I$. To go from $I$ to
$\lambda$, one records the positive entries, written in decreasing order. For example, with $n=5$, the subset $I=\{\overline{5}, \overline{2}, \overline{1}, 3,4\}$ corresponds to the strict partition $\lambda=(4,3)$.

The group of signed permutations $W_{n}$ is the subgroup of permutations of $\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$ which commute with sign changes:

$$
W_{n}=\{w \mid w(\bar{\imath})=\overline{w(i)}\} .
$$

By identifying $S_{2 n}$ with permutations of $\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$, this gives a natural embedding of $W_{n}$ in $S_{2 n}$. An element $w \in W_{n}$ is written in "one-line" notation by specifying its values on positive integers: $w=w(1) w(2) \cdots w(n)$. For example, the signed permutation $w=5 \overline{4} 12 \overline{3}$ in $W_{5}$ corresponds to the permutation $3 \overline{2} \overline{1} 4 \overline{5} 5 \overline{4} 12 \overline{3}$ in $S_{10}$.

The group $W_{n}$ is generated by simple transpositions $s_{0}, s_{1}, \ldots, s_{n-1}$, acting in one-line notation by

$$
w s_{i}=w(1) \cdots w(i+1) w(i) \cdots w(n)
$$

for $i>0$, and

$$
w s_{0}=\overline{w(1)} w(2) \cdots w(n)
$$

The defining relations among these generators are $s_{i}^{2}=1$ for all $i, s_{i} s_{j}=s_{j} s_{i}$ if $|i-j|>1, s_{i} s_{i+1} s_{i}=s_{i+1} s_{i} s_{i+1}$ for $i>0$, and $s_{0} s_{1} s_{0} s_{1}=s_{1} s_{0} s_{1} s_{0}$.

The length of a signed permutation is

$$
\ell(w)=\#\{i<j \mid w(i)>w(j)\}+\#\{i \leq j \mid w(i)+w(j)<0\} .
$$

For example, $w=5 \overline{4} 12 \overline{3}$ has length $\ell(w)=6+7=13$. The length of $w$ is equal to the length of the shortest expression for $w$ in terms of simple transpositions; that is, $\ell(w)$ is the smallest $\ell$ such that $w=s_{i_{1}} \cdots s_{i_{\ell}}$.

The longest element of $W_{n}$ is

$$
w_{\circ}=\overline{1} \overline{2} \cdots \bar{n}
$$

It has length $\ell\left(w_{0}\right)=n^{2}$, and acts by negating signs:

$$
\left(w_{\circ} w\right)(i)=\left(w w_{\circ}\right)(i)=\overline{w(i)}
$$

for any $w \in W_{n}$.
Any strict partition $\lambda$ determines a Grassmannian signed permutation $w=w(\lambda)$, with $\ell(w(\lambda))=|\lambda|$. If $I=\left\{i_{1}<\cdots<i_{n}\right\}$ is the subset corresponding to $\lambda$, then $w(\lambda)=\bar{i}_{n} \cdots \bar{i}_{1}$ in one-line notation. For example, if $\lambda=(4,3)$, so $I=\{\overline{5}, \overline{2}, \overline{1}, 3,4\}$, then $w(\lambda)=\overline{4} \overline{3} 125$.

Via the embedding $W_{n} \hookrightarrow S_{2 n}$, any signed permutation $w$ determines a permutation matrix $A_{w} \in S p_{2 n} \subseteq G L_{2 n}$. If rows and columns are labelled by $\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$, this is the matrix with 1 's in positions $(w(i), i)$ and 0 's elsewhere. For example,

$$
A_{2 \overline{3} 1}=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Let $\lambda$ be a strict partition with $\lambda_{1} \leq n$, regarded as a subset of $\{1, \ldots, n\}$. The dual $\lambda^{\vee}$ is the complementary subset in $\{1, \ldots, n\}$. For example, if $n=5$ and $\lambda=(4,3)$ then $\lambda^{\vee}=(5,2,1)$. Using this notation, the corresponding Grassmannian signed permutation is

$$
w(\lambda)=\overline{\lambda_{1}} \cdots \overline{\lambda_{s}} \lambda_{n-s}^{\vee} \cdots \lambda_{1}^{\vee} .
$$

Equivalently, $\lambda^{\vee}$ is the complement to $\lambda$ when its shifted diagram is drawn inside the "staircase shape" ( $n, \ldots, 2,1$ ), as shown at right.

To summarize our running example, for $n=5$ the following are in correspondence:


- the strict partition $\lambda=(4,3)$;
- the $n$-element subset $I=\{\overline{5}, \overline{2}, \overline{1}, 3,4\}$;
- the Grassmannian signed permutation $w=\overline{4} \overline{3} 125$.
1.2. Fixed points. First we identify the fixed points in the Lagrangian Grassmannian. The embedding $L G(V) \hookrightarrow G r(n, V)$ is
equivariant, so the fixed points of $L G(V)$ must be among the coordinate subspaces

$$
E_{I}=\operatorname{span}\left\{e_{i_{1}}, \ldots, e_{i_{n}}\right\} \subseteq V,
$$

for $I \subset\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$. The subspace $E_{I}$ is isotropic if and only if exactly one of $\bar{\imath}$ or $i$ belongs to $I$, for each $i=\{1, \ldots, n\}$. So fixed points are indexed by such $I$. They are also in bijection with the $2^{n}$ strict partitions $\lambda$ having $\lambda_{1} \leq n$, as described in §1.1.

Writing $p_{\lambda}$ for the fixed point corresponding to the coordinate subspace $E_{I}$ under this bijection, we have $L G(V)^{T}=\left\{p_{\lambda}\right\}$. (So $\# L G(V)^{T}=\operatorname{rk} H^{*} L G(V)=2^{n}$, as expected.) In particular, the standard Lagrangian subspace is $E=E_{\{1, \ldots, n\}}$, corresponding to the fixed point $p_{(n, \ldots, 2,1)}$.

There is a $T$-invariant affine open neighborhood around each fixed point $p_{I}$ in $L G(V)$. This is a subvariety of the corresponding neighborhood in $\operatorname{Gr}(n, V)$, determined by isotropicity conditions. For example, with $n=3$ and $I=\{\overline{2}, \overline{1}, 3\}$, the neighborhood is represented by matrices as shown at right, where $x=b$, $y=-d$, and $z=-a$. The horizontal line is a visual aid
$\left[\begin{array}{lll}a & d & f \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ \hline b & e & y \\ c & x & z \\ 0 & 0 & 1\end{array}\right]$ to indicate the midpoint.

In general, starting with $I$, the matrix repre-
$\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 0 \\ * & * & * & * & * \\ * & * & * & * & \bullet \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ \hline * & * & * & \bullet & \bullet \\ * & * & \bullet & \bullet & \bullet \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ * & \bullet & \bullet & \bullet & \bullet\end{array}\right]$ sentatives for points in these affine open neighborhoods are written as follows. One writes a matrix just as for $\operatorname{Gr}(n, V)$, so the submatrix on rows $I$ is the identity matrix; the 1 's in this submatrix are "pivots". Entries which are opposite and (strictly) to the right of a pivot are dependent on the other entries, because of the isotropicity requirement; other entries are free. We indicate the free entries with *'s, as usual, and dependent entries with $\bullet$ 's. For $n=5$ and $I=\{\overline{5}, \overline{2}, \overline{1}, 3,4\}$, the neighborhood is shown at left.
In the notation of Chapter $13, \S 4$, this neighborhood of $p_{\lambda}$ is the open set corresponding to the splitting $V=E_{I} \oplus E_{I}^{\vee}$, where $E_{I}^{\vee}$ is the
span of $\left\{e_{\bar{\iota}_{1}}, \ldots, e_{\bar{\tau}_{n}}\right\}$, and it follows that this open set is equivariantly isomorphic to $S^{2} E^{2} E_{I}^{\vee}$. Since the weights of $T$ acting on $E_{I}$ are $\left\{y_{i} \mid i \in I\right\}$, this lets us compute the tangent weights at the fixed point $p_{\lambda}$ : the space

$$
T_{p_{\lambda}} L G(V) \cong \operatorname{Sym}^{2} E_{I}^{\vee}
$$

has weights $\left\{-y_{i}-y_{j} \mid i \leq j \in I\right\}$. Working this out explicitly for the above example, in matrix coordinates, the action is given by

$$
\begin{aligned}
& z \cdot\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
* & * & * & * & * \\
* & * & * & * & \bullet \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
\hline * & * & * & \bullet & \bullet \\
* & * & \bullet & \bullet & \bullet \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
* & \bullet & \bullet & \bullet & \bullet
\end{array}\right]=\left[\begin{array}{ccccc}
z_{5}^{-1} & 0 & 0 & 0 & 0 \\
z_{4}^{-1} * & z_{4}^{-1} * & z_{4}^{-1} * & z_{4}^{-1} * & z_{4}^{-1}{ }^{-1} \\
z_{3}^{-1} * & z_{3}^{-1} * & z_{3}^{-1_{*}} & z_{3}^{-1_{*}} & z_{3}^{-1} \bullet \\
0 & z_{2}^{-1} & 0 & 0 & 0 \\
0 & 0 & z_{1}^{-1} & 0 & 0 \\
\hline z_{1^{*}} & z_{1^{*}} & z_{1^{*}} & z_{1} \bullet & z_{1} \bullet \\
z_{2^{*}} & z_{2^{*}} & z_{2} \bullet & z_{2} \bullet & z_{2} \bullet \\
0 & 0 & 0 & z_{3} & 0 \\
0 & 0 & 0 & 0 & z_{4} \\
z_{5^{*}} & z_{5} \bullet & z_{5} \bullet & z_{5} \bullet & z_{5} \bullet
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
\frac{z_{5}}{z_{4}} * & \frac{z_{2}}{z_{4}} * & \frac{z_{1}}{z_{4}} * & \frac{1}{z_{3} z_{4}} * & \frac{1}{z_{4}^{2}} * \\
\frac{z_{5}}{z_{3}} * & \frac{z_{2}}{z_{3}} * & \frac{z_{1}}{z_{3}} * & \frac{1}{z_{3}^{2}} * & \bullet \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
\hline z_{1} z_{5} * & z_{1} z_{2}{ }^{*} & z_{1}^{2} * & \bullet & \bullet \\
z_{2} z_{5}^{*} & z_{2}^{2} * & \bullet & \bullet & \bullet \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
z_{5}^{2} * & \bullet & \bullet & \bullet & \bullet
\end{array}\right] .
\end{aligned}
$$

Now we turn to the isotropic flag variety. Using the description of $F l_{\omega}(V)$ as a flag bundle over $L G(V)$, each $T$-fixed point of $F l_{\omega}(V)$ must be a fixed point of $F l\left(E_{I}\right)$, for some $I$. Such points are indexed by permutations of $I$; this data is the same as that of a signed permutation. In general, given $w \in W_{n}$, the corresponding $T$-fixed point $p_{w}$ is the isotropic flag

$$
{ }^{w} E_{\bullet}:{ }^{w} E_{n} \subset \cdots \subset{ }^{w} E_{1} \subset V
$$

where ${ }^{w} E_{q}=\left\langle e_{\overline{w(n)}}, \ldots, e_{\overline{w(q)}}\right\rangle$. (Note the negative signs!) In particular, our standard flag is $E_{\bullet}={ }^{w}{ }^{\circ} E_{\bullet}$.

As before, there is a $T$-invariant affine neighbor$\left[\begin{array}{lll}a & f & y \\ b & g & 1 \\ 1 & 0 & 0 \\ \hline c & x & z \\ d & h & i \\ e & 1 & 0\end{array}\right] \quad \begin{aligned} & \text { hood around each fixed point } p_{w} . \text { This is repre- } \\ & \text { sented in matrices by writing a } 2 n \times n \text { matrix with } \\ & \text { pivot 1's in positions }(w(i), i) \text { for } \bar{n} \leq i \leq \overline{1} \text {, and } \\ & 0 \text { 's to the right of these pivots. For example, for } \\ & w=2 \overline{3} 1 \text { this neighborhood is as shown at left, } \\ & \text { where } x=-a-b h+d g+e f, y=g i-h, \text { and } \\ & z=-b i+d+e g i-e h .\end{aligned}$

Continuing the notation we used for Lagrangian Grassmannians, free entries are denoted by * and dependent entries by $\bullet$. So for $w=$ $5 \overline{4} 12 \overline{3}$, the neighborhood is written as at right. In general, the free entries are in positions $(w(i), j)$, for $\bar{n} \leq j \leq \overline{1}$ and $j<i \leq \bar{\jmath}$. The torus acts on the $(w(i), j)$ entry by the character $y_{w(i)}-y_{w(j)}$. One sees that $U_{w} \cong \mathbb{C}^{n^{2}}$, and that $T_{p_{w}} F l_{\omega}(V)$ has weights $y_{w(i)}-y_{w(j)}$, for $j<0$ and $j<i \leq \bar{\jmath}$.

### 1.3. Schubert cells and Schubert varieties.

 For a signed permutation $w \in W_{n}$, there is a dimension function similar to the one for ordinary permutations: for $1 \leq p \leq n$ and $q \in\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$, we define

$$
\begin{aligned}
k_{w}(p, q) & =\#\{i \geq p \mid w(i) \leq \bar{q}\} \\
& =\#\{i \leq \bar{p} \mid w(i) \geq q\}
\end{aligned}
$$

This can also be described in terms of ranks of permutation matrices. With the above conventions, so $A_{w}$ is the $2 n \times n$ matrix with 1's in positions $(w(i), i)$, for $\bar{n} \leq i \leq \overline{1}$, the number $k_{w}(p, q)$ is the rank of the southwest submatrix of $A_{w}$ whose northeast corner is at position $(q, \bar{p})$. For example, with $w=5 \overline{4} 12 \overline{3}$, we have $k_{w}(2,3)=2$ and $k_{w}(3, \overline{2})=3$.

Using these dimension functions and the standard flag $E_{\bullet}$, the Schubert cells $\Omega_{w}^{\circ}=\Omega_{w}^{\circ}\left(E_{\bullet}\right)$ and Schubert varieties $\Omega_{w}=\Omega_{w}\left(E_{\bullet}\right)$ in $F l_{\omega}(V)$ are defined by

$$
\Omega_{w}^{\circ}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E_{q}\right)=k_{w}(p, q) \text { for all } 1 \leq p \leq n, \bar{n} \leq q \leq n\right\}
$$

and

$$
\Omega_{w}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E_{q}\right) \geq k_{w}(p, q) \text { for all } 1 \leq p \leq n, \bar{n} \leq q \leq n\right\}
$$

(Recall that the standard flag has $E_{q}=\operatorname{span}\left\{e_{q}, \ldots, e_{n}\right\}$.)
Opposite Schubert cells and varieties are defined in the same way, using the opposite flag $\widetilde{E}_{\bullet}$ in place of the standard flag. (Recall that the opposite flag is defined by $\widetilde{E}_{q}=\operatorname{span}\left\{e_{\bar{n}}, \ldots, e_{\bar{q}}\right\}$.) This flag is preserved by the Borel group $B=w_{\circ} B^{-} w_{\circ}$. With our choice of symplectic form, $B$ consists of upper-triangular matrices in $S p_{2 n}$, and $B^{-}$consists of lower-triangular matrices.

Schubert cells are $B^{-}$-orbits, and opposite Schubert cells are Borbits:

$$
\Omega_{w}^{\circ}=B^{-} \cdot p_{w} \quad \text { and } \quad \widetilde{\Omega}_{w}^{\circ}=B \cdot p_{w_{0} w}
$$

They may also be written in matrix form, using the same conventions as for the affine open sets discussed above. For $w=5 \overline{4} 12 \overline{3}$, so

$$
w_{o} w=\overline{5} 4 \overline{1} \overline{2} 3 \text {, we have }
$$

$$
\Omega_{w w}^{\circ}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & \bullet \\
0 & 0 & 0 & 0 & \bullet \\
0 & 1 & 0 & 0 & 0 \\
0 & * & 1 & 0 & 0 \\
\hline 0 & * & * & 0 & \bullet \\
0 & * & \bullet & 0 & \bullet \\
1 & 0 & 0 & 0 & 0 \\
* & * & * & 1 & 0 \\
* & * & * & * & *
\end{array}\right] \quad \text { and } \quad \widetilde{\Omega}_{w_{o} w}^{\circ}=\left[\begin{array}{ccccc}
* & * & * & * & 1 \\
* & * & * & * & 0 \\
* & \bullet & \bullet & \cdot & 0 \\
* & 1 & 0 & 0 & 0 \\
* & 0 & 1 & 0 & 0 \\
\hline * & 0 & 0 & \bullet & 0 \\
* & 0 & 0 & \bullet & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

As this example suggests, the cells $\Omega_{w}^{\circ}$ and $\widetilde{\Omega}_{w_{o} w}^{\circ}$ intersect transversally, meeting in the fixed point $p_{w}$.

EXERCISE 1.1. Show that $\Omega_{w}^{\circ} \cong \mathbb{C}^{n^{2}-\ell(w)}$, so that $\Omega_{w} \subseteq F l_{\omega}(V)$ has codimension $\ell(w)$. Show that the tangent and normal weights to $\Omega_{w}$ at $p_{w}$ are as follows:

$$
\begin{aligned}
& T_{p_{w}} \Omega_{w}^{\circ} \text { has weights }\left\{y_{w(i)}-y_{w(j)} \mid j<i \leq \bar{\jmath} \text { and } w(i)>w(j)\right\} ; \\
& N_{p_{w}} \Omega_{w}^{\circ} \text { has weights }\left\{y_{w(i)}-y_{w(j)} \mid j<i \leq \bar{\jmath} \text { and } w(i)<w(j)\right\}
\end{aligned}
$$

Do the same for $T_{p_{w}} \widetilde{\Omega}_{w_{o} w}^{\circ}$ and $N_{p_{w}} \widetilde{\Omega}_{w_{0} w}^{\circ}$. Conclude that the intersection $\Omega_{w}^{\circ} \cap \widetilde{\Omega}_{w_{0} w}^{\circ}=\left\{p_{w}\right\}$ is indeed transverse.

As for ordinary flag varieties, each Schubert cell in $F l_{\omega}(V)$ is a principal homogeneous space for a certain subgroup of $B^{-}$. For $w \in W_{n}$, let $U^{-}(w)=U^{-} \cap A_{w} B^{-} A_{w^{-1}}$.

Exercise 1.2. Show that the $T$-invariant affine open neighborhood of $p_{w}$ is $\left(A_{w} B^{-} A_{w}^{-1}\right) \cdot p_{w}$, and that the map

$$
\begin{aligned}
U^{-}(w) & \rightarrow \Omega_{w}^{\circ} \\
u & \mapsto u \cdot p_{w}
\end{aligned}
$$

is an isomorphism. Also show that $U^{-}(w) \subseteq U^{-}\left(w s_{k}\right)$ if and only if $\ell\left(w s_{k}\right)<\ell(w) .{ }^{1}$
1.4. Bruhat order and Poincaré duality. Containment among Schubert varieties is described by the Bruhat order on $W_{n}$. For $v, w \in$ $W_{n}$, this partial order is defined by declaring $v \geq w$ if $k_{v}(p, q) \geq$ $k_{w}(p, q)$ for all $1 \leq p \leq n$ and $\bar{n} \leq q \leq n$. This condition is equivalent to $\Omega_{v} \subseteq \Omega_{w}$.

Exercise 1.3. Let $W_{n} \hookrightarrow S_{2 n}$ be the natural embedding, by regarding $w \in W_{n}$ as a permutation of $\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$. Show that $v \geq w$ in $W_{n}$ if and only if $v \geq w$ in $S_{2 n}$; that is, Bruhat order on $W_{n}$ is induced as a sub-poset from Bruhat order on $S_{2 n}$.

As for ordinary flag varieties, Schubert varieties are closures of Schubert cells: $\Omega_{w}=\overline{\Omega_{w}^{\circ}} \subseteq F l_{\omega}(V)$. This can be proved by imitating the argument of Proposition 4.4 from Chapter 10. Similarly, one has

$$
\Omega_{w}=\coprod_{v \geq w} \Omega_{v}^{\circ}
$$

In particular, the Schubert cells decompose the symplectic flag variety, so the classes $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ form a basis for $H_{T}^{*} F l_{\omega}(V)$ over $\Lambda$. The same is true for opposite Schubert cells, so the classes $\widetilde{\sigma}_{w}=\left[\widetilde{\Omega}_{w}\right]^{T}$ form another basis.

From this, one also sees

$$
p_{v} \in \Omega_{w} \text { iff } v \geq w \quad \text { and } \quad p_{v} \in \widetilde{\Omega}_{w_{0} w} \text { iff } v \leq w .
$$

So the $T$-fixed points in $\Omega_{w} \cap \widetilde{\Omega}_{w_{0} u}$ are those $p_{v}$ such that $w \leq v \leq u$. It follows that that the bases $\sigma_{w}$ and $\widetilde{\sigma}_{w_{o} w}$ are Poincaré dual:

Proposition 1.4. Let $\rho: F l_{\omega}(V) \rightarrow$ pt. We have

$$
\rho_{*}\left(\sigma_{u} \cdot \widetilde{\sigma}_{w_{0} v}\right)=\delta_{u, v}
$$

in $\Lambda_{T}$.
This is proved by the same argument as for ordinary flag varieties and Grassmannians, using the computation of tangent weights in Exercise 1.1 to check transversality.
1.5. Stability. Let $F l_{\omega}^{(n)}\left(\mathbb{C}^{2 m}\right)=F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right)$ be the partial isotropic flag variety. At the end of Chapter 13, §5, we saw
embeddings

$$
\iota: F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right) \hookrightarrow F l_{\omega}\left(m^{\prime}-n, \ldots, m^{\prime} ; \mathbb{C}^{2 m^{\prime}}\right)
$$

for $m \leq m^{\prime}$, and projections

$$
\pi: F l_{\omega}\left(m-n^{\prime}, \ldots, m ; \mathbb{C}^{2 m}\right) \rightarrow F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right)
$$

for $n^{\prime} \geq n$.
For $m \leq m^{\prime}$, there is a corresponding inclusion $\iota: W_{m} \hookrightarrow W_{m^{\prime}}$, defined in one-line notation by

$$
\iota(w)(k)= \begin{cases}w(k) & \text { for } k \leq m \\ k & \text { for } k>m\end{cases}
$$

We generally regard $W_{m}$ as a subgroup of $W_{m^{\prime}}$ by this embedding, and write $W_{\infty}=\bigcup_{m} W_{m}$.

For $n \leq m$, we consider the subset

$$
W_{m}^{(n)}=\left\{w \in W_{m} \mid 0<w(i)<w(i+1) \text { for } i>n\right\} .
$$

Schubert varieties $\Omega_{[w]} \subseteq F l_{\omega}\left(m-n, \ldots, m ; \mathbb{C}^{2 m}\right)$ are defined just as for the complete flag variety $F l_{\omega}\left(\mathbb{C}^{2 m}\right)$ : for $w \in W_{m}^{(n)}$, we have

$$
\Omega_{[w]}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E_{q}\right) \geq k_{w}(p, q) \text { for } 1 \leq p \leq n, \bar{m} \leq q \leq m\right\}
$$

The corresponding Schubert cells decompose the partial flag variety, as $w$ ranges over $W_{m}^{(n)}$, so the classes $\sigma_{[w]}=\left[\Omega_{[w]}\right]^{T}$ form a basis. The Schubert varieties $\Omega_{[w]}$ are stable with respect to the embeddings $\iota$ and projections $\pi$.

The situation is entirely analogous to the type A setting (see Chapter 12). The exercises below show that for each $w \in W_{\infty}$, there is a well-defined stable Schubert class $\sigma_{w} \in H_{T}^{*} F l_{\omega}^{\infty}$, and it follows that these classes form a basis for $H_{T}^{*} F l_{\omega}^{\infty}$ as a module over $\Lambda_{T}$.

Exercise 1.5. For $m^{\prime} \geq m$, show that $\iota$ identifies $F l_{\omega}^{(n)}\left(\mathbb{C}^{2 m}\right)$ with the opposite Schubert variety $\widetilde{\Omega}_{\left[w_{o}^{\left(m^{\prime}\right)} \cdot \iota\left(w_{0}^{(m)}\right)\right]} \subseteq F l_{\omega}^{(n)}\left(\mathbb{C}^{2 m^{\prime}}\right)$, and for $w \in W_{m}^{(n)}$, show $\iota^{-1} \Omega_{[\iota(w)]}=\Omega_{[w]}$. Conclude that $\iota^{*} \sigma_{[u]}=0$ unless $u=\iota(w)$ for some $w \in W_{m}$, and

$$
\iota^{*} \sigma_{[\iota(w)]}=\sigma_{[w]} \quad \text { in } \quad H_{T}^{*} F l_{\omega}^{(n)}\left(\mathbb{C}^{2 m}\right) .
$$

Exercise 1.6. For $w \in W_{m}^{(n)}$ and $n^{\prime} \geq n$, show $\pi^{-1} \Omega_{[w]}=\Omega_{[w]}$ in $F l_{\omega}^{\left(n^{\prime}\right)}\left(\mathbb{C}^{2 m}\right)$, and therefore

$$
\pi^{*} \sigma_{[w]}=\sigma_{[w]} \quad \text { in } \quad H_{T}^{*} F l_{\omega}^{\left(n^{\prime}\right)}\left(\mathbb{C}^{2 m}\right) .
$$

## 2. Double Q-polynomials and Lagrangian Schubert classes

We have seen that double Schur polynomials $s_{\lambda}(x \mid y)$ represent equivariant Schubert classes in the Grassmannian. Here we will describe the analogous polynomials representing Schubert classes in the Lagrangian Grassmannian.

As usual, we have $V=\mathbb{C}^{2 n}$, with symplectic form and standard isotropic flag $E_{\text {. }}$. The Schubert varieties in $L G(V)$ are defined by

$$
\Omega_{\lambda}=\Omega_{\lambda}\left(E_{\bullet}\right)=\left\{F \mid \operatorname{dim}\left(F \cap E_{\lambda_{k}}\right) \geq k \text { for } 1 \leq k \leq s\right\},
$$

for a strict partition $\lambda=\left(n \geq \lambda_{1}>\cdots>\lambda_{s}>0\right)$. This is the closure of a Schubert cell $\Omega_{\lambda}^{\circ}$, which is the $B^{-}$-orbit of the fixed point $p_{\lambda}$ :

$$
\Omega_{\lambda}^{\circ}=B^{-} \cdot p_{\lambda} .
$$

We will sometimes use the notation $\Omega_{I}=\Omega_{\lambda}$ and $p_{I}=p_{\lambda}$, where $I$ is the $n$-element subset of $\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$ which corresponds to $\lambda$.

Opposite Schubert varieties and cells are defined analogously, with respect to the opposite flag $\widetilde{E}_{.}$. Here $\widetilde{\Omega}_{\lambda}^{\circ}=B \cdot p_{\lambda^{v}}$, and $p_{\mu} \in \widetilde{\Omega}_{\lambda}$ if and only if $\mu \subseteq \lambda^{\vee}$. (Recall that $\lambda^{\vee}$ is the complement to $\lambda$ inside the staircase $(n, \ldots, 2,1)$ )

A partial order on strict partitions is defined just as for usual partitions, by containment of shifted Young diagrams: $\lambda \subseteq \mu$ iff $\lambda_{k} \leq \mu_{k}$ for all $k=1, \ldots, s$. The corresponding order on $n$-element subsets $I$ is also as before: $I \leq J$ iff $i_{k} \leq j_{k}$ for all $k=1, \ldots, n$.

In Chapter 9, we saw two important cases of restriction formulas for Schubert classes. The analogous formulas for the Lagrangian Grassmannian are as follows.

Exercise 2.1. Show that $p_{\mu} \in \Omega_{\lambda}$ if and only if $\mu \supseteq \lambda$. Then, with $I, J$ the sets corresponding to $\lambda, \mu$, compute

$$
\begin{equation*}
\left.\sigma_{I}\right|_{I}=\prod_{\substack{i, j \in I \\ i \geq j>\bar{i}}}\left(-y_{i}-y_{j}\right) \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\sigma_{I}\right|_{J}=0 \quad \text { unless } J \geq I \tag{**}
\end{equation*}
$$

Equivalently,

$$
\left.\sigma_{\lambda}\right|_{\lambda}=\prod_{k=1}^{s}\left(\prod_{\substack{1 \leq \ell \leq \lambda_{k} \\ \ell \in \lambda}}\left(-y_{\lambda_{k}}-y_{\ell}\right) \prod_{\substack{1 \leq \ell<\lambda_{k} \\ \ell \notin \lambda}}\left(-y_{\lambda_{k}}+y_{\ell}\right)\right)
$$

and

$$
\left.\sigma_{\lambda}\right|_{\mu}=0 \quad \text { if } \mu \nsupseteq \lambda
$$

Write down similar formulas for restrictions of opposite Schubert classes, $\left.\widetilde{\sigma}_{\lambda}\right|_{\mu}$.

In the symplectic setting, double Q-polynomials play the role analogous to that of double Schur polynomials for ordinary Grassmannians. Like $s_{\lambda}(x \mid y)$, the polynomials $Q_{\lambda}(c \mid y)$ have several equivalent descriptions. We will use a "multi-Schur Pfaffian" formula which is analogous to the Jacobi-Trudi determinantal formula for Schur polynomials. More details are in Appendix C, §3.

Given a strict partition $\lambda=\left(\lambda_{1}>\cdots>\lambda_{s}>0\right)$ and series $c(1), \ldots, c(s)$, set

$$
m_{i j}=c_{\lambda_{i}}(i) c_{\lambda_{j}}(j)+2 \sum_{a=1}^{\lambda_{j}}(-1)^{a} c_{\lambda_{i}+a}(i) c_{\lambda_{j}-a}(j)
$$

for $i<j$, and let $M_{\lambda}(\boldsymbol{c})=\left(m_{i j}\right)$ be the corresponding skew-symmetric matrix. The multi-Schur Pfaffian is the Pfaffian of this matrix:

$$
\operatorname{Pf}_{\lambda}(c(1), \ldots, c(s)):=\operatorname{Pf}\left(M_{\lambda}(c)\right)
$$

To define the double $Q$-polynomial, we fix $c=1+c_{1}+c_{2}+\cdots$ and set $c(i)=c \cdot\left(1+y_{1}\right) \cdots\left(1+y_{\lambda_{i}-1}\right)$. Then

$$
Q_{\lambda}(c \mid y)=\operatorname{Pf}_{\lambda}(c(1), \ldots, c(s))
$$

When the $c$ variables are taken to be the generators of the ring $\Gamma$, the double $Q$-polynomials belong to the ring $\Gamma[y]$, and they form a basis for this ring as a module over $\mathbb{Z}[y]$.

The key fact about double Q-polynomials is that they solve the same interpolation problem which characterizes Schubert classes. For any strict partition $\mu$, we write $c \mapsto c^{\mu}$ for the specialization which sets $c$ equal to

$$
c^{\mu}=\prod_{i \in \mu} \frac{1-y_{i}}{1+y_{i}}
$$

Then

$$
Q_{\lambda}\left(c^{\lambda} \mid y\right)=\prod_{k=1}^{s}\left(\prod_{\substack{1 \leq \ell \leq \lambda_{k} \\ \ell \in \lambda}}\left(-y_{\ell}-y_{\lambda_{k}}\right) \prod_{\substack{1 \leq \ell<\lambda_{k} \\ \ell \notin \lambda}}\left(y_{\ell}-y_{\lambda_{k}}\right)\right)
$$

and

$$
Q_{\lambda}\left(c^{\mu} \mid y\right)=0 \quad \text { if } \mu \nsupseteq \lambda
$$

Furthermore, the properties $(\dagger)$ and $(\ddagger)$ characterize $Q_{\lambda}(c \mid y)$ as an element of $\Gamma[y]$. (This is the main theorem of Appendix $C, \S 3$.)

Let $y_{i}$ be the characters of $T$ acting on $E \subseteq V$. From Chapter 13, Corollary 5.1, we have a presentation

$$
H_{T}^{*} L G(V)=\left(\Lambda_{T} \otimes \Gamma\right) / I
$$

where $I$ is generated by $\sum_{i=0}^{n} c_{k-i} \cdot e_{i}(y)$ for $k>n$. For any $\mu$, we have

$$
\left.c^{T}(V-\mathbb{S}-E)\right|_{\mu}=c^{T}\left(E_{J}^{\vee}-E\right)=\prod_{i \in \mu} \frac{1-y_{i}}{1+y_{i}}
$$

where $J \subset\{\bar{n}, \ldots, \overline{1}, 1, \ldots, n\}$ is the $n$-element subset corresponding to $\mu$. So the specialization $c \mapsto y^{\mu}$ agrees with the restriction homomorphism $H_{T}^{*} L G(V) \rightarrow H_{T}^{*}\left(p_{\mu}\right)=\Lambda_{T}$. This leads to the main theorem of this section.

Theorem 2.2. Setting $c=c^{T}(V-\mathbb{S}-E)$, we have

$$
\sigma_{\lambda}=Q_{\lambda}(c \mid y)
$$

in $H_{T}^{*} L G(V)=\left(\Lambda_{T} \otimes \Gamma\right) / I$.
Proof. Comparing the formulas $(*)$ and $(* *)$ of Exercise 2.1 for restricting $\sigma_{\lambda}$, and the properties $(\dagger)$ and $(\ddagger)$ of $Q_{\lambda}(c \mid y)$, both sides solve the same interpolation problem. The claim follows, as in Chapter 9 (Lemma 3.1 and Corollary 4.3).

The opposite Schubert variety $\widetilde{\Omega}$ is defined by replacing $E_{\bullet}$ with the opposite flag $\widetilde{E}_{0}$. This has the effect of replacing $y_{i}$ by $-y_{i}$, and $c=c^{T}(V-\mathbb{S}-E)$ by $\widetilde{c}=c^{T}\left(V-\mathbb{S}-E^{\vee}\right)$.

Corollary 2.3. We have $\tilde{\sigma}_{\lambda}=Q_{\lambda}(\widetilde{c} \mid-y)$.
Remark. In Chapter 9, the $x$ variables of the double Schur polynomials $s_{\lambda}(x \mid y)$ were evaluated as equivariant Chern roots of the dual tautological bundle. The parallel polynomial here is obtained by evaluating $Q_{\lambda}(c \mid y)$ at

$$
c=c^{T}(V-\mathbb{S}-E)=c^{T}\left(\mathbb{S}^{\vee}-E\right)=\prod_{i=1}^{n} \frac{1-x_{i}}{1+y_{i}}
$$

so the $x_{i}$ are equivariant Chern roots of $\mathbb{S}$. With this notation, restriction to $p_{\mu}$ is given by further specializing the $x$ variables by

$$
x_{i} \mapsto \begin{cases}y_{i} & \text { if } i \in \mu \\ -y_{i} & \text { if } i \notin \mu\end{cases}
$$

(These are the torus weights on the space $E_{J}$ corresponding to $p_{\mu}$.) See Appendix $C$ for more discussion on these and related polynomials in $x$ variables.

## 3. Symplectic degeneracy loci

As in Chapters 11 and 12, the formula for equivariant Schubert classes implies a formula for general degeneracy loci. Suppose $V$ is a vector bundle on a variety $X$, with a complete isotropic flag $E_{\bullet}$ and
a maximal isotropic subbundle $F \subseteq V$. For a strict partition $\lambda$, there is a degeneracy locus

$$
D_{\lambda}\left(F \cap E_{\bullet}\right)=\left\{x \in X \mid \operatorname{dim}\left(F \cap E_{\lambda_{k}}\right) \geq k \text { for } 1 \leq k \leq s\right\},
$$

and a class $\mathbb{D}_{\lambda} \in H^{2|\lambda|} X$, stable under pullbacks and equal to the class of $D_{\lambda}\left(F \cap E_{\bullet}\right)$ when the latter has codimension $|\lambda|$ in $X$.

Corollary 3.1. In $H^{2|\lambda|} X$, we have

$$
\mathbb{D}_{\lambda}=\operatorname{Pf}_{\lambda}(c(1), \ldots, c(s))
$$

where $c(k)=c\left(V-F-E_{\lambda_{k}}\right)$ for each $1 \leq k \leq s$.
Example 3.2. The Corollary gives a formula for the class of the locus $D_{r} \subseteq \operatorname{Sym}^{2} E=S M_{n}$ of symmetric maps with rank at most $r$, considered in Chapter 13, $\S 1$.

Consider $V=E \oplus E^{\vee}$ as a vector bundle on $\operatorname{Sym}^{2} E$, with its canonical symplectic form $\omega$ defined by

$$
\omega(v \oplus f, w \oplus g)=f(w)-g(v)
$$

A morphism $\varphi: E^{\vee} \rightarrow E$ is symmetric if and only if its graph $E_{\varphi}^{\vee} \subseteq$ $E \oplus E^{\vee}$ is isotropic with respect to $\omega$. Over $\operatorname{Sym}^{2} E$, there is the universal homomorphism $\Phi: E^{\vee} \rightarrow E$, whose graph is a maximal isotropic subbundle, $E_{\Phi}^{\vee} \subseteq V$. The subbundle $0 \oplus E^{\vee}$ is also isotropic, and the locus defined by

$$
\operatorname{dim}\left(E_{\Phi}^{\vee} \cap\left(0 \oplus E^{\vee}\right)\right) \geq n-r
$$

is precisely the locus $D_{r} \subseteq \operatorname{Sym}^{2} E$.
Let $G_{i}=0 \oplus E_{i}^{\vee}$, where $E_{i}^{\vee} \subseteq E^{\vee}$ is any $T$-invariant subspace of codimension $i-1$. In particular, $G_{1}=0 \oplus E^{\vee}$, so $D_{r}=D_{\lambda}\left(E_{\Phi}^{\vee} \cap G_{\bullet}\right)$, where $\lambda=(n-r, \ldots, 2,1)$. The formula from Corollary 3.1 is

$$
\left[D_{r}\right]^{T}=\operatorname{Pf}_{(n-r, \ldots, 2,1)}(c(1), \ldots, c(n-r))
$$

where $c(k)=c^{T}\left(V-E_{\Phi}^{\vee}-G_{n-r-k+1}\right)=c^{T}\left(E-E_{n-r-k+1}^{\vee}\right)$. Writing $y_{i}=-c_{1}^{T}\left(E_{i}^{\vee} / E_{i+1}^{\vee}\right)$ and $c=c^{T}\left(E-E^{\vee}\right)$, this is

$$
c(k)=c \cdot \prod_{i=1}^{n-r-k}\left(1-y_{i}\right)
$$

Using

$$
c(k)_{n-r-k+1}=\sum_{i=0}^{n-r-k}(-1)^{i} c_{n-r-k+1-i} \cdot e_{i}\left(y_{1}, \ldots, y_{n-r-k}\right)
$$

the Pfaffian of $M_{\lambda}(c)$ is equal to that of $M_{\lambda}(c)$, by multilinearity. So

$$
\left[D_{r}\right]^{T}=Q_{\lambda}(c)
$$

Since $y_{1}, \ldots, y_{n}$ are the equivariant Chern roots of $E$, we have

$$
c=\prod_{i=1}^{n} \frac{1+y_{i}}{1-y_{i}},
$$

so $Q_{\lambda}(c)=Q_{\lambda}\left(y_{1}, \ldots, y_{n}\right)$ is the classical Schur $Q$-polynomial. One deduces Giambelli's formula for $\left[D_{r}\right]^{T}$ from the algebraic identity $Q_{(n-r, \ldots, 2,1)}\left(y_{1}, \ldots, y_{n}\right)=2^{n-r} s_{(n-r, \ldots, 2,1)}\left(y_{1}, \ldots, y_{n}\right)$. (See Appendix C, §2.4.)

Example 3.3. The same formula arises by restricting a Lagrangian Schubert class to a fixed point. Consider the $2 n$-dimensional vector space $V=E \oplus E^{\vee}$ as in the previous example, and let $U \subseteq L G(V)$ be the standard affine open neighborhood of $0 \oplus E^{\vee} \subseteq V$, as described in Chapter $13, \S 4$, so $U \cong \operatorname{Sym}^{2} E=S M_{n}$. (Compared with $\S 1.2$, the positions of $E$ and $E^{\vee}$ are swapped.)

The degeneracy locus $D_{r} \subseteq S M_{n}=U$ is the intersection of $U$ with a Schubert variety,

$$
D_{r}=U \cap \Omega_{(n-r, \ldots, 2,1)}
$$

Since $U$ is an affine space (in fact, an opposite Schubert cell), restricting a Schubert class to $U$ is the same as restricting to the fixed point corresponding to $E^{\vee}$, which is $p_{(n, \ldots, 2,1)}$. So

$$
\left[D_{r}\right]^{T}=\left.\sigma_{(n-r, \ldots, 2,1)}\right|_{(n, \ldots, 2,1)}
$$

Using $\sigma_{\lambda}=Q_{\lambda}(c \mid y)$, with $c=c^{T}\left(V-\mathbb{S}-E^{\vee}\right)$, this recovers Giambelli's formula as before, since $\left.c\right|_{(n, \ldots, 2,1)}=c^{T}\left(E-E^{\vee}\right)=\prod \frac{1+y_{i}}{1-y_{i}}$.

## 4. Type C Schubert polynomials

Finally we turn to the problem of finding Schubert polynomials for the isotropic flag variety. The goal is the same as before: we wish to express $\sigma_{w}=\left[\Omega_{w}\right]^{T}$ as a polynomial in Chern classes. More precisely, using the presentation $H_{T}^{*} F l_{\omega}(V)=\left(\Lambda_{T} \otimes \Gamma\right)\left[x_{1}, \ldots, x_{n}\right] / J$, we seek Schubert polynomials $S_{w}^{C}(c ; x, y) \in \Gamma[x, y]$ mapping to $\sigma_{w}$ under appropriate evaluations of the variables. As noted in $\S 1.5$, there are stable Schubert classes in $H_{T}^{*} F l_{\omega}^{\infty}=\Gamma[x, y]$, so such polynomials exist. The problem is to find formulas for them.

The necessity of working in $\Gamma[x ; y]$, rather than $\mathbb{Z}[x ; y]$, comes from our stability requirement. For instance, the formula for

$$
\Omega_{\overline{1}}=\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{1} \cap E_{1}\right) \geq 1\right\}
$$

in $H_{T}^{*} F l_{\omega}\left(\mathbb{C}^{2 n}\right)$ is

$$
\sigma_{\overline{1}}=-x_{1}-\cdots-x_{n}-y_{1}-\cdots-y_{n} .
$$

In terms of $x$ and $y$, this is not stable as $n \rightarrow \infty$, but it can be written as

$$
\sigma_{\overline{1}}=c_{1},
$$

where $c=c^{T}(V-\mathbb{S}-E)$, and this is the version we prefer.
The general approach is very similar to what we have already seen in type A. We will define the Schubert polynomials inductively for each $w \in W_{n}$, starting with $w_{0}^{(n)}=\overline{1} \cdots \bar{n}$.

As before, the basic tools are divided difference operators $\partial_{k}$, for $k \geq 0$, acting on the ring $\Gamma[x, y]$, with the $y$ variables appearing as scalars. For $k>0$, the operator $\partial_{k}$ is defined exactly as in type A, acting only on the $x$ variables. To define the operator $\partial_{0}$, we first say how the simple transposition $s_{0}$ acts. This is the algebra homomorphism determined by

$$
s_{0} \cdot x_{1}=-x_{1} \quad \text { and } \quad s_{0} \cdot c_{p}=c_{p}+2 x_{1} c_{p-1}+\cdots+2 x_{1}^{p} .
$$

(The second formula is equivalent to $s_{0} \cdot c=\frac{1+x_{1}}{1-x_{1}} \cdot c$, which is compatible with the first formula and the specialization $c=\prod \frac{1-x_{i}}{1+y_{i}}$. This also satisfies the relations defining $\Gamma$, so $s_{0}$ is indeed a well-defined
algebra homomorphism.) Then we define

$$
\partial_{0} f=\frac{f-s_{0} f}{-2 x_{1}}
$$

for any $f \in \Gamma[x, y]$. In particular, $\partial_{0} c_{p}=c_{p-1}+x_{1} c_{p-2}+\cdots+x_{1}^{p-1}$.
The operator $\partial_{0}$ obeys the same Leibniz-type rule as the other difference operators. That is,

$$
\partial_{k}(f \cdot g)=\left(\partial_{k} f\right) \cdot g+\left(s_{k} f\right) \cdot\left(\partial_{k} g\right)
$$

for all $f, g \in \Gamma[x, y]$ and all $k \geq 0$.
The type C double Schubert polynomials are defined as follows, for $w \in W_{n}$. First, the polynomial for $w_{\circ}^{(n)}$ has an explicit formula as a multi-Schur Pfaffian:

$$
\begin{equation*}
\mathrm{S}_{w_{o}^{(n)}}^{C}(c ; x ; y)=\operatorname{Pf}_{(2 n-1,2 n-3, \ldots, 3,1)}(c(1), \ldots, c(n)), \tag{1}
\end{equation*}
$$

where

$$
c(k)=c \cdot \prod_{i=1}^{n-k}\left(1+x_{i}\right) \prod_{i=1}^{n-k}\left(1+y_{i}\right)
$$

The other polynomials are determined inductively by

$$
\begin{equation*}
\mathrm{S}_{w s_{k}}^{C}(c ; x ; y)=\partial_{k} \mathrm{~S}_{w}^{C}(c ; x ; y) \tag{2}
\end{equation*}
$$

whenever $\ell\left(w s_{k}\right)<\ell(w)$. Setting $y=0$, one has single Schubert polynomials

$$
\mathrm{S}_{w}^{C}(c ; x)=\mathrm{S}_{w}^{C}(c ; x ; 0)
$$

in $\Gamma[x]$.
The double Schubert polynomials for $W_{2}$ are shown in Figure 1. Here we are using the additive basis $Q_{\lambda}=Q_{\lambda}(c)$ for $\Gamma$, so in particular $Q_{(p)}=c_{p}$.


Figure 1. Schubert polynomials for $W_{2}$.

Theorem 4.1. Evaluating the variables as

$$
c=c^{T}(V-\mathbb{S}-E), \quad x_{i}=c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i+1}\right), \quad \text { and } \quad y_{i}=c_{1}^{T}\left(E_{i} / E_{i+1}\right),
$$

we have

$$
\sigma_{w}=\mathrm{S}_{w}^{C}(c ; x ; y)
$$

in $H_{T}^{*} F l_{\omega}(V)$.

The proof of the theorem takes up the remainder of this section. As in Chapter 10, we realize difference operators geometrically by pullback and pushforward along $\mathbb{P}^{1}$-bundles. For $V=\mathbb{C}^{2 n}$ as usual, we write $F l_{\omega}=F l_{\omega}(V)$ for the symplectic flag variety, and for $k \geq 0$,

$$
F l_{\omega}(\widehat{k})=F l_{\omega}\left(\ldots, n-k-1, n-k+1, \ldots, n ; \mathbb{C}^{2 n}\right)
$$

denotes the partial flag variety omitting the $(n-k)$-dimensional isotropic subspace. So $F l(\widehat{0})$ parametrizes flags in which all but the
maximal isotropic space appear. In the diagram

the fiber product parametrizes pairs of isotropic flags $\left(F_{\bullet}^{(1)}, F_{\bullet}^{(2)}\right)$ such that $F_{i}^{(1)}=F_{i}^{(2)}$ for all $i \neq k+1$. When $k>0$, this identifies $p r_{2}$ as the $\mathbb{P}^{1}$-bundle $\mathbb{P}\left(\mathbb{S}_{k} / \mathbb{S}_{k+2}\right) \rightarrow F l$. When $k=0$, the projection $p r_{2}$ is identified with the $\mathbb{P}^{1}$-bundle

$$
\mathbb{P}\left(\mathbb{S}_{2}^{\perp} / \mathbb{S}_{2}\right) \rightarrow F l_{\omega}
$$

whose tautological line bundle is

$$
\mathbb{L}=p r_{1}^{*}\left(\mathbb{S}_{1} / \mathbb{S}_{2}\right) \subseteq \mathbb{S}_{2}^{\perp} / \mathbb{S}_{2}
$$

As for ordinary flag varieties, we will consider the homomorphisms $p r_{2 *} p r_{1}^{*}: H_{T}^{*} F l_{\omega}(V) \rightarrow H_{T}^{*} F l_{\omega}(V)$. In general, the $k>0$ case is similar to what we saw in Chapter 10, so we will focus on $k=0$.

Lemma 4.2. Under the isomorphism $H_{T}^{*} F l_{\omega}(V) \cong(\Lambda \otimes \Gamma)[x] / J$, we have $p r_{2_{*}} p r_{1}^{*}=\partial_{k}$.

Proof. For $k>0$, this is the same as for ordinary flag varieties (Chapter 10, Lemma 6.5). For $k=0$, we compute $p r_{2_{*}}$. Using Chapter 13, Corollary 5.1, any class $\alpha \in H_{T}^{*} F l_{\omega}$ can be written as $\alpha=a+b x_{1}$, where $a$ and $b$ do not involve $c$ or $x_{1}$. Now $p r_{1}^{*} \alpha=a+b c_{1}^{T}(\mathbb{L})$, so by basic properties of Chern classes, we have $p r_{2_{*}} p r_{1}^{*} \alpha=-b$. Since $\partial_{0}\left(x_{1}\right)=-1$, this agrees with $\partial_{0}\left(a+b x_{1}\right)$.

Lemma 4.3. For $w \in W_{n}$,

$$
p r_{2 *} p r_{1}^{*} \sigma_{w}= \begin{cases}\sigma_{w s_{k}} & \text { if } \ell\left(w s_{k}\right)<\ell(w) \\ 0 & \text { otherwise }\end{cases}
$$

The proof of this lemma goes exactly as before (Chapter 10, Lemma 6.6), and we leave it as an exercise. ${ }^{2}$

To complete the proof of Theorem 4.1, we need a formula for $\sigma_{w_{o}^{(n)}}$.
Proposition 4.4. For $w_{\circ}^{(n)}=\overline{1} \overline{2} \cdots \bar{n} \in W_{\infty}$, and $F l_{\omega}(V)=F l_{\omega}\left(\mathbb{C}^{2 m}\right)$ with $m \geq n$, we have

$$
\sigma_{w_{o}^{(n)}}=\operatorname{Pf}_{(2 n-1, \ldots, 3,1)}(c(1), \ldots, c(n))
$$

in $H_{T}^{*} F l_{\omega}(V)$, where $c(k)=c\left(V-E_{n+1-k}-\mathbb{S}_{n+1-k}\right)$.
Proof. The argument is the same as the one we used in Chapter 12, Theorem 4.2: reduce to a Lagrangian Grassmannian degeneracy locus, and apply Corollary 3.1.

Consider the vector bundle $V \oplus V$ on $F l_{\omega}(V)$, with the symplectic form $\omega^{\prime}$ defined by

$$
\omega^{\prime}\left(v_{1} \oplus w_{1}, v_{2} \oplus w_{2}\right)=\omega\left(v_{1}, v_{2}\right)-\omega\left(w_{1}, w_{2}\right)
$$

Then the flag

$$
G_{\bullet}: E_{n} \oplus \mathbb{S}_{n} \subset E_{n-1} \oplus \mathbb{S}_{n-1} \subset \cdots \subset E_{1} \oplus \mathbb{S}_{1} \subset V \oplus V
$$

is isotropic with respect to the form $\omega^{\prime}$, as is the diagonal subbundle $\Delta_{V} \subseteq V \oplus V$. Using notation from $\S 3$, the Lagrangian degeneracy locus $D_{(2 n-1, \ldots, 3,1)}\left(\Delta_{V}, G_{\bullet}\right) \subseteq F l_{\omega}(V)$ is defined by the conditions

$$
\operatorname{dim}\left(\Delta_{V} \cap\left(E_{n+1-k} \oplus \mathbb{S}_{n+1-k}\right)\right) \geq k
$$

for $1 \leq k \leq n$. The equivalent conditions

$$
\operatorname{dim}\left(E_{n+1-k} \cap F_{n+1-k}\right) \geq k
$$

define $\Omega_{w_{0}^{(n)}}$, so $D_{(2 n-1, \ldots, 3,1)}\left(\Delta_{V}, G_{\bullet}\right)=\Omega_{w_{0}^{(n)}}$. It follows that this degeneracy locus is irreducible of codimension $\ell\left(w_{\circ}^{(n)}\right)=(2 n-1)+$ $\cdots+3+1=n^{2}$, and therefore

$$
\sigma_{w_{o}^{(n)}}=\mathbb{D}_{(2 n-1, \ldots, 3,1)}
$$

Applying Corollary 3.1 proves the proposition, since

$$
c\left(V \oplus V-\Delta_{V}-E_{n+1-k}-\mathbb{S}_{n+1-k}\right)=c\left(V-E_{n+1-k}-\mathbb{S}_{n+1-k}\right)
$$

as claimed.

## 5. Properties of type C Schubert polynomials

The type C Schubert polynomials $\mathrm{S}_{w}^{C}(c ; x ; y)$ satisfy properties analogous to those of the type A polynomials $\Im_{w}$ and $S_{w}$ (Chapters 10 and 12). To conclude this chapter, we mention some of these properties. Our treatment is brief; much more can be found in the references.
5.1. Basis. The classes of Schubert varieties in $F l_{\omega}(V)$ form a basis for the cohomology, and as noted in $\S 1.5$, it follows that the classes form a basis in the infinite-dimensional limit.

As w ranges over $W_{\infty}$, the Schubert polynomials $S_{w}^{C}(c ; x ; y)$ form a basis for $\Gamma[x, y]$ over $\mathbb{Z}[y]$.

Let $V$ be a $2 n$-dimensional vector space with symplectic form $\omega$. The Schubert polynomials also form a basis for the ideal $J$ in the presentation $\Gamma[x, y] / J \xrightarrow{\sim} H_{T}^{*} F l_{\omega}(V)$ from Chapter 13, Corollary 5.1.

The ideal J has basis $\left\{\mathrm{S}_{w}^{C}(c ; x ; y) \mid w \in W_{\infty}, w \notin W_{n}\right\}$ as a module over $\mathbb{Z}[y]$.

The proof is the same as in type A, using Exercise 1.5.
5.2. Multiplication. The polynomials $\mathrm{S}_{w}^{C}(c ; x ; y)$ multiply in the same way as Schubert classes. Since they form a basis, we can write

$$
\mathrm{S}_{u}^{C} \cdot \mathrm{~S}_{v}^{C}=\sum_{w \in W_{\infty}} c_{u v}^{w} \mathrm{~S}_{w}^{C}
$$

for polynomials $c_{u v}^{w} \in \mathbb{Z}[y]$.
We have

$$
\sigma_{u} \cdot \sigma_{v}=\sum_{w \in W_{n}} c_{u v}^{w} \sigma_{w}
$$

in $H_{T}^{*} F l_{\omega}(V)$.
5.3. Localization and interpolation. The polynomials $\mathrm{S}_{w}^{C}(c ; x ; y)$ satisfy and are characterized by an interpolation property, as in type
A. For any $w \in W_{\infty}$, the $c$ variables specialize as

$$
c^{w}=\prod_{i>0} \frac{1+y_{w(i)}}{1+y_{i}}=\prod_{\substack{i>0 \\ w(i)<0}} \frac{1+y_{w(i)}}{1-y_{w(i)}},
$$

recalling that $y_{\bar{\imath}}=-y_{i}$. For instance, $c^{5 \overline{4} 12 \overline{3}}=\frac{\left(1-y_{3}\right)\left(1-y_{4}\right)}{\left(1+y_{3}\right)\left(1+y_{4}\right)}$. The $x$ variables specialize as $x \mapsto-y^{w}$, by $x_{i} \mapsto-y_{w(i)}$ for all $i$.

For $w \in W_{\infty}$, the type $C$ Schubert polynomial $S_{w}^{C}$ specializes as

$$
\begin{equation*}
\mathrm{S}_{w}^{C}\left(c^{w} ;-y^{w} ; y\right)=\prod_{\substack{j<i \leq \bar{j} \\ w(i)<w(j)}}\left(y_{w(i)}-y_{w(j)}\right) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{S}_{w}^{C}\left(c^{v} ;-y^{v} ; y\right)=0 \quad \text { if } \quad v \nsupseteq w, \tag{4}
\end{equation*}
$$

and it is the unique polynomial in $\Gamma[x, y]$ of degree $\ell(w)$ with these properties.

This can be proved by comparing with the corresponding restrictions of Schubert classes. Just as in type A (see Chapter 9, Lemma 3.1), the classes $\sigma_{w}$ are characterized by their restrictions to fixed points:

$$
\begin{equation*}
\left.\sigma_{w}\right|_{w}=\prod_{\substack{j<i \leq \bar{j} \\ w(i)<w(j)}}\left(y_{w(i)}-y_{w(j)}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\sigma_{w}\right|_{v}=0 \quad \text { if } \quad v \nsupseteq w . \tag{6}
\end{equation*}
$$

These formulas follow from the computations of tangent weights in Exercise 1.1.

Now setting $c=c^{T}(V-\mathbb{S}-E)$ and $x_{i}=c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i+1}\right)$, we have $\mathrm{S}_{w}^{C}(c ; x ; y)=\sigma_{w}$ in $\Gamma[x, y]=H_{T}^{*} F l_{\omega}(V)$. Restricting to the fixed point $p_{v}$ sends $x_{i}$ to $c_{1}^{T}\left({ }^{v} E_{i} /{ }^{v} E_{i+1}\right)=-y_{v(i)}$, and from $c=\prod_{i>0} \frac{1-x_{i}}{1+y_{i}}$, we have $c \mapsto c^{v}$. (See §1.2.) So $\left.\mathrm{S}_{w}^{C}(c ; x ; y)\right|_{p_{v}}=\mathrm{S}_{w}^{C}\left(c^{v} ;-y^{v} ; y\right)$, and the restriction formulas follow from Equations (5) and (6).
5.4. Comparison with type A. Ordinary permutations form a subgroup of signed permutations, and for $w \in S_{\infty} \subseteq W_{\infty}$, the type A (Lascoux-Schützenberger) Schubert polynomial is a specialization of $\mathrm{S}_{w}^{C}(c ; x ; y)$.

For $w \in W_{\infty}$, we have

$$
\mathrm{S}_{w}^{C}(1 ; x ; y)= \begin{cases}\Im_{w}(x,-y) & \text { if } w \in S_{\infty} ; \\ 0 & \text { if } w \notin S_{\infty}\end{cases}
$$

Using the interpolation characterization of $\Im_{w}$ and comparing the restriction formulas above with those in Chapter 10, $\S 10.5$, one sees $\mathrm{S}_{w}^{C}(1 ; x ; y)=\varsigma_{w}(x,-y)$ when $w \in S_{\infty}$. (Note that $c^{w}=1$ for any $w \in S_{\infty}$.)

Next consider the embedding $f: F l\left(\mathbb{C}^{n}\right) \hookrightarrow F l_{\omega}\left(\mathbb{C}^{2 n}\right)$ by regarding $\mathbb{C}^{n}=\operatorname{span}\left\{e_{\bar{n}}, \ldots, e_{\overline{1}}\right\}$. This identifies $F l\left(\mathbb{C}^{n}\right)$ with the (opposite) Schubert variety $\widetilde{\Omega}_{\bar{n} \cdots \overline{2} \overline{1}} \subseteq F l_{\omega}\left(\mathbb{C}^{2 n}\right)$, so $f^{-1} \Omega_{w}=\emptyset$ and $f^{*} \sigma_{w}=0$ if $w \notin S_{n}$ (see §1.4). On the other hand, the series $c$ pulls back to $f^{*} c=1$, and by taking $n$ large enough, one can arrange that there are no relations among the $x$ and $y$ variables, so $f^{*} S_{w}^{C}(c ; x ; y)=S_{w}^{C}(1 ; x ; y)$.
5.5. Grassmannian signed permutations. For each strict partition $\lambda$, there is a Grassmannian signed permutation $w(\lambda)(\$ 1.1)$.

The Schubert polynomial for a Grassmannian signed permutation is equal to the corresponding double Q-polynomial:

$$
S_{w(\lambda)}^{C}(c ; x ; y)=Q_{\lambda}(c \mid y) .
$$

Writing $\pi$ : $F l_{\omega}(V) \rightarrow L G(V)$ for the projection, this follows by observing $\pi^{-1} \Omega_{\lambda}=\Omega_{w(\lambda)}$, for example by comparing fixed points or the defining rank conditions.

## Notes

Ivanov extended Nimmo's ratio formula for $Q_{\lambda}(x)$ to a similar formula for the multi-parameter versions $Q_{\lambda}(x \mid y)$, and proved identities relating the several different versions of these polynomials described in $\S 2$ [Iva05]. Ikeda etablished the equivariant Giambelli formula for Lagrangian Grassmannians, using Ivanov's double Q-polynomials [Ike07]. Our proof of

Theorem 2.2 uses a different interpretation of the variables and appears to be new.

As in type A , the rank conditions defining $\Omega_{w}$ in the isotropic flag variety are often redundant. An essential set of conditions can be determined using a variation on the Rothe diagram for signed permutations [An18]. Alternative descriptions of Bruhat order for $W_{n}$ and related groups can be found in [ $\mathbf{B j B r 0 5}, \S 8$ ].

There is an analogous story for Schubert varieties and degeneracy loci in the presence of a nondegenerate quadratic form on $V$. These correspond to Lie types B (when $\operatorname{dim} V=2 n+1$ ) and D (when $\operatorname{dim} V=2 n$ ). As in other types, Schubert cells $\Omega_{v}^{\circ}$ are Borel orbits, but in general one should define the Schubert varieties as the closures of these cells, $\Omega_{w}:=\overline{\Omega_{w}^{\circ}}$, rather than directly by rank inequalities. (In type D , the locus naively defined by conditions $\operatorname{dim}\left(E_{p} \cap F_{q}\right) \geq k$ may be larger. This is related to the fact that the corresponding Bruhat order is not induced as a sub-poset of the symmetric group. See [FulPra98, BKT15] for examples.)

Starting in the 1990s, many authors sought representatives of Schubert classes in other classical types which are appropriately analogous to the Lascoux-Schützenberger Schubert polynomials. Fomin and Kirillov [FoKi96b] showed that stability cannot be achieved in $\mathbb{Z}[x]$. Billey and Haiman [BiHa95], meanwhile, gave formulas in $\Gamma[x]$. Different possibilities were investigated by several others, e.g., [Ful96a, Ful96b, LasPra98, KrTam02]. The Billey-Haiman polynomials turn out to satisfy the most straightforward extensions of the properties of type A Schubert polynomials; in our notation, they are equal to $\mathrm{S}_{w}^{C}(c ; x ; 0)$.

The double Schubert polynomials $\mathrm{S}_{w}^{C}(c ; x ; y)$ were introduced by Ikeda, Mihalcea, and Naruse as representatives for Schubert classes in $H_{T}^{*} F l_{\omega}(V)$ (as well as versions in types B and D) [IMN11]. These authors established basic properties of these polynomials, including those listed in $\S 5$ above. Following Kazarian [Kaz00], they also interpreted the $c$ variables to obtain Chern class formulas for symplectic degeneracy loci. More refined formulas and different arguments were given in [AnFul12, AnFul18].

While the formulas given in $\S 4$ for the operators $\partial_{k}$ suffice to define them on $\Gamma[x, y]$, when computing Schubert polynomials it is useful to know a direct formula for $\partial_{0} Q_{\lambda}(c)$ :

$$
\partial_{0} Q_{\lambda}(c)=\sum_{\mu} x_{1}^{b(\lambda / \mu)}\left(2 x_{1}\right)^{k(\lambda / \mu)} Q_{\mu}(c)
$$

where the sum is over all strict partitions $\mu$ obtained from $\lambda$ by removing a border strip; $b(\lambda / \mu)$ is the number of lines separating boxes in such a strip; and $k(\lambda / \mu)$ is the number of connected components of the strip. This formula follows from [BiHa95, Corollary 4.5], and a refined version is proved in [AnFul21b].

Grassmannians of non-maximal isotropic subspaces are somewhat more complicated than Lagrangian Grassmannians. Formulas for Schubert classes in these spaces were given by Buch, Kresch, and Tamvakis [BKT17, BKT15]. Equivariant formulas, applications to degeneracy loci, and combinatorial refinements appear in [IkeMat15, Tam16a, Tam16b, TamWil16, AnFul18].

As we have emphasized in our notation, the type C Schubert polynomials $S_{w}^{C}(c ; x ; y)$ are closely related to the "infinite" type A Schubert polynomials $\mathrm{S}_{w}^{A}(c ; x ; y)$ of the previous Chapter. In fact, using the interpolation characterization of the type A polynomials (Chapter 12, Notes), one can prove that for $w \in S_{\infty}$, the natural surjection $\mathbb{Z}[c, x, y] \rightarrow \Gamma[x, y]$ sends $S_{w}^{A}(c ; x ; y)$ to $S_{w}^{C}(c ; x ; y)$. (This refines the assertion of $\S 5.4$ that $S_{w}^{C}(1 ; x ; y)=\Im_{w}(x ;-y)$.) A geometric proof is given in [AnFul21a].

Other properties of the type A polynomials also hold in type C. There is a duality formula $\mathrm{S}_{w}^{C}(c ; x ; y)=\mathrm{S}_{w^{-1}}^{C}(c ; y ; x)$, and a Cauchy formula

$$
\mathrm{S}_{w}^{C}(c ; x ; y)=\sum_{v u \equiv w} \mathrm{~S}_{u}^{C}\left(c^{\prime} ; x ; t\right) \cdot \mathrm{S}_{v}^{C}\left(c^{\prime \prime} ;-t, y\right),
$$

where $c=c^{\prime} \cdot c^{\prime \prime}$ and all three series satisfy the relations defining $\Gamma$. The analogous Stanley functions $F_{w}=S_{w}^{C}(c ; x ; y) \in \Gamma$ were introduced in [BiHa95]. Using the Cauchy formula one can express $S_{w}^{C}(c ; x ; y)$ in terms of these type C Stanley functions and the type A (single) Schubert polynomials $\Im_{u}$.

More discussion of the algebra and geometry of classical-type Schubert polynomials, including types B and D, will appear in the forthcoming [AF-ABCD].

## Hints for exercises

${ }^{1}$ Work out the type A case (Chapter 10, Exercise 2.1), and keep track of the conditions imposed by the symplectic group.
${ }^{2}$ Use Exercise 1.2 to adapt the argument from Chapter 10.

## CHAPTER 15

## Homogeneous varieties

A homogeneous variety is one on which an algebraic group acts transitively. We have studied the Grassmannian and flag variety, which are homogeneous for $S L_{n}$ (or $G L_{n}$ ), as well as the Lagrangian Grassmannian and isotropic flag variety, which are homogeneous for the symplectic group $S p_{2 n}$. Naturally generalizing and unifying these examples are the projective homogeneous varieties for a complex semisimple (or reductive) Lie group $G$.

The remaining chapters deal with the equivariant cohomology of these spaces; as we will see, they play a central role in the general story of $G$-spaces. In this chapter, we first review the basic structure of semisimple groups and their flag varieties. We will state most facts without proofs. For the reader encountering this language for the first time, a useful exercise is to work out every statement explicitly for the cases $S L_{n}$ or $S p_{2 n}$, which we have seen in the previous chapters.

## 1. Linear algebraic groups

Let $G$ be a complex semisimple linear algebraic group, with a Borel subgroup (i.e., maximal connected solvable subgroup) and maximal torus, $G \supset B \supset T$. Let $\mathfrak{g} \supset \mathfrak{b} \supset \mathrm{t}$ be the corresponding Lie algebras. There is a unique maximal unipotent group $U \subseteq B$, so that $B=U \cdot T$ (and in fact this is a semidirect product). The basic example is that of $G=S L_{n}$, with $B=B_{n}$ the subgroup of upper-triangular matrices, $T=T_{n}$ the diagonal torus, and $U=U_{n}$ the group of upper-triangular matrices with 1's on the diagonal.

The class of reductive groups is slightly larger, and with a few technical changes, most of our discussion of semisimple groups applies equally well to reductive groups. The main example of a reductive group is $G L_{n}$, along with its Borel subgroup $B_{n}$ of upper-triangular
matrices and diagonal torus $T_{n}$. Any semisimple or reductive group $G$ embeds as a closed subgroup $G \subseteq G L_{n}$, so that $B=G \cap B_{n}$ and $T=G \cap T_{n}$.

Every linear algebraic group $G$ has a maximal normal unipotent group, its unipotent radical $R_{u}(G)$, so that $G / R_{u}(G)$ is reductive. The main examples are $R_{u}(B)=U$ for a Borel subgroup, but we will see others when dealing with parabolic subgroups.

To streamline the presentation, we focus on the semisimple case from now on.
1.1. Roots and weights. The weight lattice of $T$ is the character group $M=\operatorname{Hom}\left(T, \mathbb{C}^{*}\right)$. The set of roots $R \subset M$ consists of the nonzero weights of $T$ acting on $\mathfrak{g}$ be the adjoint action. This gives a decomposition

$$
\mathfrak{g}=\mathrm{t} \oplus \bigoplus_{\beta \in R} \mathfrak{g}_{\beta}
$$

where $\mathfrak{g}_{\beta}$ is the weight space for $\beta$, and t is the 0 -weight space. It is a basic fact that each $g_{\beta}$ is one-dimensional.

The positive roots $R^{+}$are the nonzero weights for the action of $T$ on $\mathfrak{b}$, so

$$
\mathfrak{b}=\mathrm{t} \oplus \bigoplus_{\beta \in R^{+}} \mathfrak{g}_{\beta}
$$

This parititions the set of roots as $R=R^{+} \coprod R^{-}$, where the negative roots are $R^{-}=-R^{+}=\left\{\alpha \in R \mid-\alpha \in R^{+}\right\}$. There is an opposite Borel subgroup $B^{-}$whose Lie algebra $\mathfrak{b}^{-}$has weights in $R^{-}$.

The roots span the real vector space $M_{\mathbb{R}}=M \otimes_{\mathbb{Z}} \mathbb{R}$. There is a unique basis of simple roots $\Delta \subseteq R^{+}$such that every positive root is a nonnegative combination of simple roots. The integral span of the roots is the root lattice $M_{\mathrm{rt}} \subseteq M$.

Letting $M^{\vee}=\operatorname{Hom}(M, \mathbb{Z})$ be the dual lattice, the natural pairing is denoted $\langle\rangle:, M \times M^{\vee} \rightarrow \mathbb{Z}$. For each root $\beta$, there is a coroot $\beta^{\vee}$ in $M^{\vee}$, such that $\left\langle\alpha, \beta^{\vee}\right\rangle$ is an integer for all roots $\alpha \in R,\left\langle\beta, \beta^{\vee}\right\rangle=2$, and the reflection $s_{\beta}$ defined on $M$ by

$$
s_{\beta}(\lambda)=\lambda-\left\langle\lambda, \beta^{\vee}\right\rangle \beta
$$

preserves $R$. Note that $s_{\beta}(\beta)=-\beta$. (In fact, the coroots are uniquely determined by these properties.)

The coroots $\alpha^{\vee}$ associated to simple roots $\alpha$ form a basis for $M_{\mathbb{R}}^{\vee}$. The fundamental weights $\omega_{\alpha}$ are the dual basis for $M_{\mathbb{R}}$, so if $\alpha$ and $\beta$ are simple roots we have $\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle=\delta_{\alpha \beta}$. These span the fundamental weight lattice $M_{\mathrm{wt}} \subseteq M_{\mathbb{R}}$. In general, one has $M_{\mathrm{rt}} \subseteq M \subseteq M_{\mathrm{wt}}$.

Each root $\beta \in R$ corresponds to a one-dimensional root subgroup $U_{\beta} \subseteq G$, isomorphic to the additive group $\mathbb{C}$, with Lie algebra $\mathfrak{g}_{\beta} \subseteq \mathfrak{g}$. There is a $T$-equivariant isomorphism

$$
\mathbb{C}=\mathfrak{g}_{\beta} \xrightarrow{\sim} U_{\beta},
$$

with $T$ acting on $\mathfrak{g}_{\beta}$ by the character $\beta$, and on $U_{\beta}$ by conjugation. There is also a $T$-equivariant isomorphism

$$
\prod_{\beta \in R^{+}} U_{\beta} \xrightarrow{\sim} U \subseteq B
$$

so $U \cong \mathbb{A}^{N}$ is isomorphic to affine space (as varieties, not groups), with $N=\# R^{+}$. There is a similar isomorphism for the opposite unipotent group $U^{-}$, using the negative roots $R^{-}$.

Example 1.1. Let $G=S L_{n}$, with the standard Borel $B$ and torus $T$. Let $t_{1}, \ldots, t_{n}$ be the characters which pick out the diagonal entries, so the weight lattice $M$ is generated by the $t_{i}$ 's, modulo the relation $t_{1}+\cdots+t_{n}=0$. The roots are $R=\left\{t_{i}-t_{j} \mid i \neq j\right\}$, the positive roots are $R^{+}=\left\{t_{i}-t_{j} \mid i<j\right\}$, and the simple roots are $\Delta=\left\{t_{1}-t_{2}, \ldots, t_{n-1}-t_{n}\right\}$. For $\beta=t_{i}-t_{j}$, the corresponding root subgroup $U_{\beta}$ is the set of matrices with 1's along the diagonal and a free entry in position $(i, j)$.

Exercise 1.2. For $G=S L_{n}$ as above, the root lattice $M_{\mathrm{rt}} \subset M$ has index $n$, and $M / M_{\mathrm{rt}} \cong \mathbb{Z} / n \mathbb{Z}$. Write down the fundamental weights in terms of the characters $t_{i}$.

Exercise 1.3. For $G=S p_{2 n}$ and the diagonal torus as in Chapter 13, work out the roots. What is $M / M_{\mathrm{rt}}$ in this case? ${ }^{1}$

Different semisimple groups may have isomorphic Lie algebras. For any given semisimple Lie algebra, there are always two distinguished semisimple groups: the simply connected group, whose maximal torus has weight lattice $M=M_{\mathrm{wt}}$, and the adjoint group, which has $M=M_{\mathrm{rt}}$. As noted above, the weight lattice of the maximal torus is always an intermediate lattice, so the simply connected and adjoint groups are the extreme cases.

Example 1.4. The groups $S L_{n}$ and $P G L_{n}$ have isomorphic Lie algebras; $S L_{n}$ is the simply connected group, and $P G L_{n}$ is the adjoint group.

The simply connected and adjoint groups coincide if $M_{\mathrm{rt}}=M_{\mathrm{wt}}$. This happens, for example, in the root system of type $G_{2}$.
1.2. The Weyl group. The Weyl group is $W=N(T) / T$, where $N(T)$ is the normalizer of $T$ in $G$. This is a finite group, and it acts on $M$ by

$$
(w \cdot \lambda)(t)=\lambda\left(\dot{w}^{-1} t \dot{w}\right)
$$

for any lift $\dot{w} \in N(T)$. (An easy calculation shows this is independent of the choice of lift.) This action preserves the set of roots.

For each root $\beta$, the reflection $s_{\beta}$ belongs to the Weyl group. The simple reflections $s_{\alpha}$ (associated to simple roots) generate $W$. A reduced expression for $w \in W$ is an expression $w=s_{\alpha_{1}} \cdots s_{\alpha_{\ell}}$, where $\alpha_{1}, \ldots, \alpha_{\ell}$ are simple roots and $\ell=\ell(w)$ is minimal among all such expressions. The sequence $\alpha_{1}, \ldots, \alpha_{\ell}$ is sometimes called a reduced word.

The number $\ell(w)$ is called the length of $w$. It may be characterized as

$$
\ell(w)=\#\left(w\left(R^{-}\right) \cap R^{+}\right)
$$

There is a unique longest element $w_{\circ} \in W$, with $w_{\circ}\left(R^{-}\right)=R^{+}$, so $\ell\left(w_{\circ}\right)=\# R^{+}$.

A root $\beta$ is an inversion of $w$ if $\beta \in R^{+}$and $w(\beta) \in R^{-}$. That is, the inversions of $w$ are the roots in $R^{+} \cap w^{-1}\left(R^{-}\right)$. Since

$$
w\left(R^{-}\right) \cap R^{+}=-w\left(R^{+} \cap w^{-1}\left(R^{-}\right)\right)
$$

$\ell(w)$ is equal to the number of inversions of $w$. (One also sees that $\ell(w)=\ell\left(w^{-1}\right)$, but this is evident from the definition of length.)

Example 1.5. For $S L_{n}$, the Weyl group is the symmetric group $S_{n}$. The simple reflection associated to the root $t_{i}-t_{i+1}$ is the simple transposition $s_{i}$. A positive root $\beta=t_{i}-t_{j}$ has $w(\beta) \in R^{-}$if and only if $i<j$ and $w(i)>w(j)$. (So the general notion of inversion recovers the one for $S_{n}$ defined in Chapter 10.) The longest element is the permutation $w_{\circ}=n \cdots 21$.

A choice of reduced word induces a useful ordering of the roots:

Lemma 1.6. Given a reduced word $\alpha_{1}, \ldots, \alpha_{\ell}$ for $w$, we have

$$
w\left(R^{-}\right) \cap R^{+}=\left\{\beta_{1}, \ldots, \beta_{\ell}\right\}
$$

with

$$
\beta_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i-1}}\left(\alpha_{i}\right),
$$

so $\beta_{1}=\alpha_{1}, \beta_{2}=s_{\alpha_{1}}\left(\alpha_{2}\right)$, etc.

The action of $W$ on $M$ induces an action on the dual lattice $M^{\vee}$, preserving the coroots. The natural pairing is $W$-invariant:

$$
\left\langle w(\alpha), w\left(\beta^{\vee}\right)\right\rangle=\left\langle\alpha, \beta^{\vee}\right\rangle
$$

for any root $\alpha$ and coroot $\beta^{\vee}$.

Remark 1.7. Since $W$ is finite, one can choose an invariant inner product (, ) on the vector space $M_{\mathbb{R}}$ and use this to identify $M_{\mathbb{R}}$ with $M_{\mathbb{R}}^{\vee}$. With respect to such an identification, one has

$$
\beta^{\vee}=\frac{2 \beta}{(\beta, \beta)}
$$

for any root $\beta$. In particular, writing $\beta=\sum_{\alpha \in \Delta} n_{\beta}^{\alpha} \cdot \alpha$ in terms of simple roots, we obtain

$$
\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle=n_{\beta}^{\alpha} \cdot \frac{(\alpha, \alpha)}{(\beta, \beta)}
$$

Basic facts about the action of $W$ on root systems show these formulas are independent of the choice of invariant inner product. The $W$ invariant inner product can be helpful for intuition, but we will not need to reason with it.
1.3. Bruhat decomposition. For any ordering of the set $w\left(R^{-}\right) \cap$ $R^{+}=\left\{\beta_{1}, \ldots, \beta_{\ell}\right\}$, the multiplication map

$$
U_{\beta_{1}} \times \cdots \times U_{\beta_{\ell}} \rightarrow G
$$

defines an isomorphism (of varieties) onto the subgroup

$$
U(w):=U \cap \dot{w} U^{-} \dot{w}^{-1}
$$

where $U \subseteq B$ and $U^{-} \subseteq B^{-}$are maximal unipotent groups. This isomorphism is $T$-equivariant, where $T$ acts by conjugation on each factor.

Lemma 1.8. Writing $C(w)=B \dot{w} B \subseteq G$, the map $(u, b) \mapsto u \dot{w} b$ is an isomorphism

$$
U(w) \times B \xrightarrow{\sim} C(w) .
$$

In particular, $C(w) \cong \prod U_{\beta_{i}} \times B \cong \mathbb{A}^{\ell} \times B$.
The above lemma is the key ingredient in Bruhat decomposition.
Proposition 1.9 (Bruhat decomposition). We have

$$
G=\coprod_{w \in W} C(w)
$$

with each $C(w)$ a locally closed subvariety of $G$.
For $u, v, w \in W$, the notation $u v \doteq w$ denotes a length-additive product, so $u v=w$ and $\ell(u)+\ell(v)=\ell(w)$.

Lemma 1.10. If $u v \doteq w$, then $C(u) \cdot C(v)=C(w)$. For a simple root $\alpha$, if $\ell\left(s_{\alpha} v\right)<\ell(v)$, then $C\left(s_{\alpha}\right) \cdot C(v)=C\left(s_{\alpha} v\right) \cup C(v)$. Similarly, if $\ell\left(v s_{\alpha}\right)<\ell(v)$, then $C(v) \cdot C\left(s_{\alpha}\right)=C(v) \cup C\left(v s_{\alpha}\right)$.

## 2. Flag varieties

The quotient space $G / B$ is a smooth projective variety of dimension

$$
\operatorname{dim} G / B=N=\# R^{+}=\ell\left(w_{\circ}\right)
$$

It is called the (generalized) flag variety of $G$. For each $w \in W$, there is a point $p_{w}=\dot{w} B \in G / B$. The torus $T$ acts on $G / B$ by left multiplication, and the points $p_{w}$ are precisely the $T$-fixed points.

We quickly review the geometry of $G / B$, which naturally generalizes that of $S L_{n} / B=F l\left(\mathbb{C}^{n}\right)$ and $S p_{2 n} / B=F l_{\omega}\left(\mathbb{C}^{2 n}\right)$. As usual, we invite the reader to unpack each statement for these cases.
2.1. Schubert varieties. The Borel subgroups $B$ and $B^{-}$also act on $G / B$ by left multiplication. The orbit

$$
X(w)^{\circ}=B \cdot p_{w}=B \dot{w} B / B
$$

is called a Schubert cell, and the orbit

$$
Y(w)^{\circ}=B^{-} \cdot p_{w}=B^{-} \dot{w} B / B
$$

is an opposite Schubert cell. Since $B^{-}=\dot{w}_{\circ} B \dot{w}_{\circ}^{-1}$, these are related by $Y(w)^{\circ}=w_{\circ} \cdot X\left(w_{\circ} w\right)^{\circ}$.

The Bruhat decomposition gives $T$-equivariant isomorphisms

$$
\begin{align*}
\mathbb{A}^{\ell(w)} \cong & \prod_{\beta \in w\left(R^{-}\right) \cap R^{+}} U_{\beta} \xrightarrow{\sim} X(w)^{\circ}  \tag{1}\\
\quad\left(u_{1}, \ldots, u_{\ell}\right) & \mapsto u_{1} \cdots u_{\ell} \cdot p_{w},
\end{align*}
$$

and similarly

$$
\begin{align*}
\mathbb{A}^{N-\ell(w)} \cong & \prod_{\beta \in w\left(R^{-}\right) \cap R^{-}} U_{\beta} \xrightarrow{\sim} Y(w)^{\circ}  \tag{2}\\
& \left(u_{1}, \ldots, u_{N-\ell}\right) \mapsto u_{1} \cdots u_{N-\ell} \cdot p_{w}
\end{align*}
$$

In each case, the origin in the affine space maps to $p_{w}$ in the cell.
The orbit closures

$$
X(w)=\overline{X(w)^{\circ}} \quad \text { and } \quad Y(w)=\overline{Y(w)^{\circ}}
$$

are called Schubert varieties and opposite Schubert varieties, respectively. From the definitions, $X(w)$ is $B$-invariant, of dimension $\ell(w)$, and $Y(w)$ is $B^{-}$-invariant, of codimension $\ell(w)$.

Remark. Our terminology for Schubert varieties versus opposite Schubert varieties in $G / B$ conforms to standard usage, but conflicts with what we used in previous chapters. In our earlier notation, for $G=S L_{n}$ or $G=S p_{2 n}$, the (opposite) Schubert cells are

$$
X(w)^{\circ}=\widetilde{\Omega}_{w_{\circ} w}^{\circ} \quad \text { and } \quad Y(w)^{\circ}=\Omega_{w}^{\circ}
$$

and similarly for the closures of these cells.
2.2. Partial order. The Chevalley-Bruhat order on $W$ describes containment of Schubert varieties. It is defined by

$$
v \leq w \quad \text { iff } \quad X(v) \subseteq X(w) .
$$

Multiplication by $w_{\circ}$ reverses this partial order, and it follows that $v \leq w$ iff $Y(v) \supseteq Y(w)$. It also follows that

$$
X(w)=\coprod_{v \leq w} X(v)^{\circ} \quad \text { and } \quad Y(w)=\coprod_{v \geq w} Y(v)^{\circ} .
$$

In the cases $W=S_{n}$ or $W=W_{n}$, this agrees with the Bruhat order we saw in Chapters 10 and 13. As before, there are many equivalent characterizations. Here are some.

Lemma 2.1. For $v, w \in W$, the following are equivalent.
(1) $v \leq w$;
(2) $X(v) \subseteq X(w)$;
(3) $p_{v} \in X(w)$;
(4) $Y(w) \subseteq Y(v)$;
(5) $p(w) \in Y(v)$;
(6) $w_{\circ} w \leq w_{\circ} v$;
(7) $v^{-1} \leq w^{-1}$;
(8) there is a reduced word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ for $w$ and a subword $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{k}}\right)$ such that $s_{\alpha_{i_{1}}} \cdots s_{\alpha_{i_{k}}}=v$;
(9) there is a reduced word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ for $w$ and a subword $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{k}}\right)$ which is a reduced word for $v$.

The nontrivial equivalence is $(1) \Leftrightarrow(9)$; the rest are straightforward from the others and what we have seen.
2.3. Bases for cohomology. The Schubert varieties and opposite Schubert varieties determine bases for the equivariant cohomology of $G / B$, for the same reasons we have seen for $F l(V)$ and $F l_{\omega}(V)$.

Setting $F_{p}=\bigcup_{\ell(w) \leq p} X(w)$ defines a filtration

$$
\emptyset \subset F_{0} \subset \cdots \subset F_{N}=G / B
$$

by closed $B$-invariant subsets, and the Bruhat decomposition shows that each $F_{p} \backslash F_{p-1}$ is a disjoint union of affine spaces of dimension $p$. Using the cell-decomposition lemma (Chapter 4, Proposition 7.1), it follows that the classes $[X(w)]^{B}$ form a basis for $H_{B}^{*}(G / B)$ over $\Lambda_{B}=\Lambda_{T}$. For the same reason, the classes $[Y(w)]^{B^{-}}$form a (different) basis for $H_{B^{-}}^{*}(G / B)$.

The subvarieties $X(w)$ and $Y(w)$ are $T$-invariant, so the classes

$$
x(w)=[X(w)]^{T} \quad \text { and } \quad y(w)=[Y(w)]^{T}
$$

form two distinct bases for $H_{T}^{*}(G / B)$ over $\Lambda_{T}$. From our dimension conventions, $x(w) \in H_{T}^{2 N-2 \ell(w)}(G / B)$ and $y(w) \in H_{T}^{2 \ell(w)}(G / B)$.
2.4. Tangent spaces and Poincaré duality. The tangent space to $G / B$ at the base point $p_{e}=\dot{e} B$ is

$$
T_{p_{e}} G / B=\mathfrak{g} / \mathfrak{b}=\bigoplus_{\beta \in R^{-}} \mathfrak{g}_{\beta} .
$$

Left multiplication by $\dot{w}$ defines an automorphism of $G / B$ taking $p_{e}$ to $p_{w}$, and twists the $T$-action so that

$$
T_{p_{w}} G / B=\bigoplus_{\beta \in w\left(R^{-}\right)} \mathfrak{g}_{\beta}
$$

The isomorphisms of (1) and (2) are $T$-equivariant, which implies the following:

Lemma 2.2. The $T$-fixed point $p_{w}$ is a nonsingular point of $X(w)$ and of $Y(w)$, and there are canonical $T$-equivariant isomorphisms

$$
T_{p_{w}} X(w)=T_{p_{w}} X(w)^{\circ}=\bigoplus_{\beta \in w\left(R^{-}\right) \cap R^{+}} \mathfrak{g}_{\beta}
$$

and

$$
T_{p_{w}} Y(w)=T_{p_{w}} Y(w)^{\circ}=\bigoplus_{\beta \in w\left(R^{-}\right) \cap R^{-}} \mathfrak{g}_{\beta} .
$$

In particular, since $w\left(R^{-}\right)=\left(w\left(R^{-}\right) \cap R^{+}\right) \amalg\left(w\left(R^{-}\right) \cap R^{-}\right)$, the varieties $X(w)$ and $Y(w)$ intersect transversally at the point $p_{w}$.

It follows that the bases $\{x(w)\}$ and $\{y(w)\}$ are Poincaré dual.
Proposition 2.3. Writing $\rho: G / B \rightarrow \operatorname{pt}$ as before, for $v, w \in W$, we have

$$
\rho_{*}(x(v) \cdot y(w))=\delta_{v, z}
$$

in $H_{T}^{*}(p t)=\Lambda_{T}$.

The proof follows the same pattern we have seen before.

## 3. Parabolic subgroups and partial flag varieties

A closed subgroup $P$ with $G \supseteq P \supseteq B$ is called a (standard) parabolic subgroup. These are in bijection with subsets of the simple roots $\Delta$. A standard parabolic $P$ corresponds to the subset

$$
\Delta_{p}=\left\{\alpha \in \Delta \mid \mathfrak{g}_{-\alpha} \subseteq \mathfrak{p}\right\}
$$

where $\mathfrak{p}$ is the Lie algebra of $P$. Conversely, given a subset $J \subset \Delta$, the parabolic $P_{J}$ is generated by $B$ together with the root subgroups $U_{-\beta}$ for all $\beta \in R^{+}$which are in the linear span of $J$. The set of such $\beta$ is written $R_{P}^{+} \subseteq R^{+}$.

The extreme cases are $P_{\emptyset}=B$ and $P_{\Delta}=G$. Excluding these, a minimal parabolic corresponds to a set consisting of a single simple root, $P_{\alpha}=P_{\{\alpha\}}$; and a maximal parabolic corresponds to a set which omits a single simple root, $P_{\widehat{\alpha}}=P_{\Delta \backslash\{\alpha\}}$.

The Lie algebra of $P$ decomposes as

$$
\begin{aligned}
\mathfrak{p} & =\mathfrak{b} \oplus \bigoplus_{\beta \in R_{P}^{+}} \mathfrak{g}_{-\beta} \\
& =\mathrm{t} \oplus \bigoplus_{\beta \in R_{P}^{+}}\left(\mathfrak{g}_{-\beta} \oplus \mathfrak{g}_{\beta}\right) \oplus \bigoplus_{\beta \in R^{+} \backslash R_{P}^{+}} \mathfrak{g}_{\beta} .
\end{aligned}
$$

The unipotent radical $U_{P}=R_{u}(P)$ has Lie algebra $\mathfrak{u}_{P}=\bigoplus_{\beta \in R^{+} \backslash R_{P}^{+}} \mathfrak{g}_{\beta}$, and there is an equivariant isomorphism

$$
U_{P}=\prod_{\beta \in R^{+} \backslash R_{P}^{+}} U_{\beta}
$$

for any ordering of the roots in $R^{+} \backslash R_{p}^{+}$. Writing $R_{p}^{-}=-R_{p}^{+}$, there is an opposite unipotent group $U_{p}^{-}$, with

$$
U_{P}^{-}=\prod_{\beta \in R^{-} \backslash R_{p}^{-}} U_{\beta},
$$

with Lie algebra $\mathfrak{u}_{P}^{-}$.
There is an associated Weyl group $W_{P}=N_{P}(T) / T$, equal to the subgroup of $W$ generated by the simple reflections $s_{\alpha}$ for $\alpha \in \Delta_{P}$. Every coset $[w]$ in $W / W_{P}$ has a unique representative $w^{\min } \in W$ of minimal length, characterized by the property that $w^{\min }(\alpha) \in R^{+}$for each $\alpha \in \Delta_{P}$. Similarly, there is a unique representative $w^{\max } \in W$ of maximal length, characterized by $w^{\max }(\alpha) \in R^{-}$for each $\alpha \in \Delta_{P}$. The element $w^{\min }$ is the minimal representative of $[w]$, and $w^{\max }$ is the maximal representative. Writing $w_{\circ}^{P}$ for the longest element of $W_{P}$, we have $w^{\max } \doteq w^{\min } w_{\circ}^{P}$, and

$$
\ell\left(w^{\max }\right)-\ell\left(w^{\min }\right)=\ell\left(w_{\circ}^{P}\right)=\# R_{P}^{+}
$$

For a parabolic subgroup $P \subseteq G$, the homogeneous variety $G / P$ is called a partial flag variety for $G$. It is projective, and this property characterizes parabolic subgroups. Just as for $G / B$, the groups $T$, $B$, and $B^{-}$act on $G / P$ by left multiplication. For each $[w] \in W / W_{P}$, there is a point $p_{[w]}=\dot{w} P \in G / P$, and these are precisely the $T$-fixed points of $G / P$.

There is a canonical isomorphism

$$
T_{[e]} G / P=\mathfrak{g} / \mathfrak{p}=\mathfrak{u}_{P}^{-}=\bigoplus_{\beta \in R^{-} \backslash R_{P}^{-}} \mathfrak{g}_{\beta} .
$$

In particular, $\operatorname{dim} G / P=N_{P}=\#\left(R^{-} \backslash R_{P}^{-}\right)=\#\left(R^{+} \backslash R_{P}^{+}\right)$. Multiplying by any coset representative for $[w] \in W / W_{P}$, we have

$$
T_{[w]} G / P=\bigoplus_{\beta \in w\left(R^{-} \backslash R_{P}^{-}\right)} \mathfrak{g}_{\beta} .
$$

(The subgroup $W_{P}$ preserves the roots $R_{P}^{-}$, so the set $w\left(R^{-} \backslash R_{P}^{-}\right)$ depends only on the coset $[w] \in W / W_{P}$.) A refinement of Bruhat decomposition shows that there is a $T$-equivariant isomorphism

$$
\begin{align*}
\mathbb{A}^{N_{P}} \cong & \prod_{\beta \in w\left(R^{-} \backslash R_{P}^{-}\right)} U_{\beta} \xrightarrow{\sim} V_{[w]}  \tag{3}\\
& \left(u_{1}, \ldots, u_{N_{P}}\right) \mapsto u_{1} \cdots u_{N_{P}} \cdot p_{[w]},
\end{align*}
$$

where $V_{[w]} \subseteq G / P$ is an open neighborhood of ${\underset{\sim}{[w]}}$. In fact, this establishes an equivariant isomorphism $\dot{w} U_{p}^{-} \dot{w}^{-1} \xrightarrow{\sim} V_{[w]}$.

Example 3.1. For $G=S L_{n}$ and the simple root $\alpha_{d}=t_{d}-t_{d+1}$, consider the maximal parabolic $P=P_{\widehat{\alpha_{d}}}$. In block matrices, one has

$$
U_{P}=\left[\begin{array}{c|c}
I_{d} & * \\
\hline 0 & I_{n-d}
\end{array}\right] \quad \text { and } \quad U_{P}^{-}=\left[\begin{array}{c|c}
I_{d} & 0 \\
\hline * & I_{n-d}
\end{array}\right],
$$

where $I_{k}$ is the $k \times k$ identity matrix. Both $U_{P}$ and $U_{p}^{-}$are isomorphic to $\mathbb{A}^{d(n-d)}$. The flag variety is $G / P=G r\left(d, \mathbb{C}^{n}\right)$. (Compare Chapter 3, Example 3.7.)

Schubert cells and varieties are defined as before. For each coset $[w] \in W / W_{P}$, the orbit

$$
X[w]^{\circ}=B \cdot p_{[w]}
$$

is a Schubert cell, and

$$
Y[w]^{\circ}=B^{-} \cdot p_{[w]}
$$

is an opposite Schubert cell. The Schubert varieties and opposite Schubert varieties are the respective orbit closures:

$$
X[w]=\overline{X[w]^{\circ}} \quad \text { and } \quad Y[w]=\overline{Y[w]^{\circ}}
$$

From the characterizations of $w^{\min }$ and $w^{\max }$, one sees

$$
w^{\min }\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{+}=w^{\min }\left(R^{-}\right) \cap R^{+}
$$

and

$$
w^{\max }\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{-}=w^{\max }\left(R^{-}\right) \cap R^{-}
$$

So choosing any representative $w$ of the coset $[w]$, we have

$$
\#\left(w\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{+}\right)=\ell\left(w^{\min }\right)
$$

and

$$
\#\left(w\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{-}\right)=N-\ell\left(w^{\max }\right)=N_{P}-\ell\left(w^{\min }\right)
$$

using $R^{+}=\left(R^{+} \backslash R_{P}^{+}\right) \amalg R_{P}^{+}$to see the last equality.
There are equivariant isomorphisms

$$
\begin{equation*}
\mathbb{A}^{\ell\left(w^{\mathrm{min}}\right)} \cong \prod_{\beta \in w\left(R^{-} \backslash R_{p}^{-}\right) \cap R^{+}} U_{\beta} \xrightarrow{\sim} X[w]^{\circ} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{A}^{N_{P}-\ell\left(w^{\mathrm{min}}\right.} \cong \prod_{\beta \in w\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{-}} U_{\beta} \xrightarrow{\sim} Y[w]^{\circ} \tag{5}
\end{equation*}
$$

so

$$
\operatorname{dim} X[w]=\operatorname{codim} Y[w]=\ell\left(w^{\min }\right)
$$

As for $G / B$, the Schubert cells decompose the flag variety $G / P$, and their classes

$$
x[w]=[X[w]]^{T} \quad \text { and } \quad y[w]=[Y[w]]^{T}
$$

form two bases for $H_{T}^{*}(G / P)$, as $[w]$ ranges over $W / W_{P}$. We have $x[w] \in H_{T}^{2 N_{P}-2 \ell\left(w^{\text {min }}\right)}(G / P)$ and $y[w] \in H_{T}^{2 \ell\left(w^{\mathrm{min}}\right)}(G / P)$.

The isomorphisms (4) and (5) lead to a description of tangent spaces, as before.

Lemma 3.2. The $T$-fixed point $p_{[w]}$ is a nonsingular point of $X[w]$ and of $Y[w]$, and there are canonical $T$-equivariant isomorphisms

$$
T_{p_{[w]}} X[w]=T_{p_{[w]}} X[w]^{\circ}=\bigoplus_{\beta \in w\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{+}} \mathfrak{g}_{\beta}
$$

and

$$
T_{p_{[w]}} Y[w]=T_{p_{[w]}} Y[w]^{\circ}=\bigoplus_{\beta \in w\left(R^{-} \backslash R_{p}^{-}\right) \cap R^{-}} \mathfrak{g}_{\beta} .
$$

In particular, the varieties $X[w]$ and $Y[w]$ intersect transversally at the point $p_{[w]}$.

Let $\pi=\pi_{P}$ be the projection $G / B \rightarrow G / P$; this is proper, smooth, and $G$-equivariant. It determines an isomorphism of Schubert cells $X\left(w^{\min }\right)^{\circ} \rightarrow X[w]^{\circ}$, so by basic properties of Gysin homomorphisms, we have

$$
\begin{equation*}
\pi_{*}\left(x\left(w^{\min }\right)\right)=x[w] \tag{6}
\end{equation*}
$$

in $H_{T}^{*} G / P$. Similarly, we have an isomorphism $Y\left(w^{\max }\right)^{\circ} \rightarrow Y[w]^{\circ}$, so

$$
\begin{equation*}
\pi_{*}\left(y\left(w^{\max }\right)\right)=y[w] \tag{7}
\end{equation*}
$$

On the other hand, we have $\pi^{-1} X[w]=X\left(w^{\max }\right)$ (as one sees by tracking $T$-fixed points), so

$$
\begin{equation*}
\pi^{*} x[w]=x\left(w^{\max }\right) . \tag{8}
\end{equation*}
$$

Similarly, $\pi^{-1} Y[w]=Y\left(w^{\mathrm{min}}\right)$, and

$$
\begin{equation*}
\pi^{*} y[w]=y\left(w^{\min }\right) \tag{9}
\end{equation*}
$$

From these considerations, one can establish Poincaré duality for $G / P$. It can be deduced from $G / B$ using functoriality: writing $\rho^{P}: G / P \rightarrow$ pt and $\rho: G / B \rightarrow \mathrm{pt}$, we have

$$
\begin{aligned}
\rho_{*}^{P}(x[v] \cdot y[w]) & =\rho_{*}^{P}\left(x[v] \cdot \pi_{*} y\left(w^{\max }\right)\right) \\
& =\rho_{*}^{P} \pi_{*}\left(\pi^{*} x[v] \cdot y\left(w^{\max }\right)\right) \\
& =\rho_{*}\left(x\left(v^{\max }\right) \cdot y\left(w^{\max }\right)\right) \\
& =\delta_{[v],[w] .} .
\end{aligned}
$$

Another proof of Poincaré duality can be given by analyzing the induced partial order on $W / W_{P}$.

Exercise 3.3. Show that $p_{[v]} \in X[w]$ if and only if $v^{\min } \leq w^{\min }$ in $W$, and similarly $p_{[v]} \in Y[w]$ if and only if $v^{\max } \geq w^{\max }$. Using this, imitate earlier arguments to show that the bases $\{x[w]\}$ and $\{y[w]\}$ are Poincaré dual.

Exercise 3.4. For any $[v],[w] \in W / W_{P}$, show that $v^{\text {min }} \leq w^{\min }$ if and only if $v^{\max } \leq w^{\max }{ }^{2}$

Example 3.5. Consider $G=S L_{n}$ and the maximal parabolic omitting the $d$ th simple root, so $P=P_{\widehat{\alpha_{d}}}$ and $G / P=G r\left(d, \mathbb{C}^{n}\right)$. The Weyl groups are $W=S_{n}$ and $W_{P}=S_{d} \times S_{n-d}$. For $w=w_{1} w_{2} \cdots w_{n}$, the minimal coset representative of $[w]$ is obtained by sorting $\left\{w_{1}, \ldots, w_{d}\right\}$ and $\left\{w_{d+1}, \ldots, w_{n}\right\}$ into increasing order. Similarly, the maximal coset representative is obtained by sorting these sets into decreasing order.

For instance, with $n=9, d=4$ and $w=329618574$, we have

$$
w^{\min }=236914578
$$

and

$$
w^{\max }=963287541
$$

Comparing with notation from Chapters 9 and 10, the partition $\lambda=(5,3,1,1)$ corresponds to the subset $I=\{2,3,6,9\}$, and $w^{\min }=w(\lambda)$ is the corresponding Grassmannian permutation. The complementary partition is $\lambda^{\vee}=(4,4,2,0)$, and its Grassmannian permutation is $w\left(\lambda^{\vee}\right)=147823569=w_{\circ} w^{\max }$. We have

$$
X[w]=\widetilde{\Omega}_{\lambda^{\vee}} \quad \text { and } \quad Y[w]=\Omega_{\lambda} .
$$

Example 3.6. For $G=S L_{n}$ again, and the minimal parabolic $P=P_{\alpha_{d}}$, we have $G / P=F l\left(1, \ldots, \widehat{d}, \ldots, n-1 ; \mathbb{C}^{n}\right)$, the partial flag variety which omits the $d$-dimensional space. The Weyl group $W_{P}$ is generated by the single reflection $s_{d}$, so for $w=w_{1} \cdots w_{n} \in S_{n}$, we
have

$$
w^{\min }= \begin{cases}w & \text { if } w_{d}<w_{d+1} \\ w s_{d} & \text { if } w_{d}>w_{d+1}\end{cases}
$$

and vice versa for $w^{\max }$.

## 4. Invariant curves

The $T$-invariant curves in $G / P$ can be described explicitly, using a small application of Bruhat decomposition. We will need a general lemma about reflections.

Lemma 4.1. Let $\gamma$ be a root, and $\beta=w(\gamma)$ for some $w \in W$. Then

$$
s_{\beta}=w s_{\gamma} w^{-1} \quad \text { and } \quad U_{\beta}=\dot{w} U_{\gamma} \dot{w}^{-1}
$$

We have seen that the tangent weights at a $T$-fixed point $p_{[w]}$ are $w\left(R^{-} \backslash R_{P}^{-}\right)$. Since the weights are distinct, it follows from general equivariant geometry that there are finitely many invariant curves through $p_{[w]}$, one for each $\beta \in w\left(R^{-} \backslash R_{p}^{-}\right)$(Chapter 7, §2). For each such root $\beta$, there is a reductive group

$$
G_{\beta}=C_{G}\left(\operatorname{ker}(\beta)^{\circ}\right),
$$

the centralizer of the identity component of $\operatorname{ker}\left(\beta: T \rightarrow \mathbb{C}^{*}\right)$. (So $G_{\beta}=G_{-\beta}$.) It has Lie algebra

$$
\operatorname{Lie}\left(G_{\beta}\right)=\mathrm{t} \oplus \mathfrak{g}_{\beta} \oplus \mathfrak{g}_{-\beta}
$$

and its semisimple part is isomorphic to $S L_{2}$ or $P G L_{2}$.
Proposition 4.2. The $T$-invariant curves in $G / P$ through $p_{[w]}$ are the orbits

$$
G_{\beta} \cdot p_{[w]} \cong \mathbb{P}^{1}
$$

for $\beta \in w\left(R^{-} \backslash R_{P}^{-}\right)$. Such a curve contains two $T$-fixed points, $p_{[w]}$ and $p_{\left[s_{\beta} w\right]}$. Its tangent weights at these fixed points are $\beta$ and $-\beta$, respectively.

Proof. Let $E \subseteq G / P$ be an invariant curve containing $p_{[w]}$, and let $V_{[w]} \subseteq G / P$ be the $T$-invariant affine open neighborhood of $p_{[w]}$, described above in §3, Equation (3). Then $E \cap V_{[w]}=U_{\beta} \cdot p_{[w]}$, for
some $\beta \in w\left(R^{-} \backslash R_{p}^{-}\right)$. Since $T U_{-\beta} \subset G_{\beta}$ is a Borel subgroup, Bruhat decomposition for $G_{\beta}$ gives

$$
G_{\beta}=U_{\beta} T U_{-\beta} \amalg U_{\beta} \dot{s}_{\beta} T U_{-\beta}
$$

Let $\gamma=w^{-1}(\beta) \in R^{-} \backslash R_{p}^{-}$, so $\beta=w(\gamma)$. By Lemma 4.1, we have $U_{-\beta}=\dot{w} U_{-\gamma} \dot{w}^{-1}$, so $U_{-\beta}$ fixes $p_{[w]}$. Similarly, $U_{\beta}=U_{-s_{\beta}(\beta)}=U_{-s_{\beta} w(\gamma)}$ fixes $p_{\left[s_{\beta} w\right]}=\dot{s}_{\beta} \cdot p_{[w]}$. From the decomposition of $G_{\beta}$, we see

$$
G_{\beta} \cdot p_{[w]}=U_{\beta} \cdot p_{[w]} \amalg\left\{p_{\left[s_{\beta} w\right]}\right\},
$$

so $E \cong G_{\beta} \cdot p_{[w]} \cong G_{\beta} /\left(T U_{-\beta}\right)$ and the proposition follows.
A refinement of the proposition describes invariant curves in Schubert varieties. Let $X[v] \subseteq G / P$ be a Schubert variety, and let $[w] \in W / W_{P}$ be such that $w^{\min } \leq v^{\min }$, so $p_{[w]} \in X[v]$.

Corollary 4.3. The $T$-invariant curves in $X[v]$ through $p_{[w]}$ are the orbits $G_{\beta} \cdot p_{[w]}$ such that $\beta \in w\left(R^{-} \backslash R_{p}^{-}\right)$and $\left(s_{\beta} w\right)^{\mathrm{min}} \leq v^{\mathrm{min}}$.

Proof. Since $p_{\left[s_{\beta} w\right]} \in X[v]$ if and only if $\left(s_{\beta} w\right)^{\min } \leq v^{\text {min }}$, the condition is clearly necessary for $G_{\beta} \cdot p_{[w]} \subseteq X[v]$. If $\left(s_{\beta} w\right)^{\mathrm{min}} \leq w^{\mathrm{min}}$, then this curve lies in $X[w] \subseteq X[v]$, since $\beta$ is a tangent weight for $T_{p_{[w]}} X[w]$. Similarly, if $w^{\min } \leq\left(s_{\beta} w\right)^{\min } \leq v^{\min }$, then the curve lies in $X\left[s_{\beta} w\right] \subseteq X[v]$, since $-\beta$ is a tangent weight for $T_{p_{\left[s_{\beta} w\right]}} X\left[s_{\beta} w\right]$.

Exercise 4.4. Let $\alpha \in \Delta$ be a simple root. For the corresponding minimal parabolic subgroup $P_{\alpha}$ and projection $\pi: G / B \rightarrow G / P_{\alpha}$, show that the fiber $\pi^{-1}\left(p_{[w]}\right)$ is the $T$-invariant curve $G_{\beta} \cdot p_{w} \subseteq G / B$, where $\beta=w(-\alpha)$. In particular, the fixed points are $\left\{p_{w}, p_{w s_{\alpha}}\right\}$, since $s_{\beta} w=w s_{\alpha}$ by Lemma 4.1. The tangent weights to this curve at $p_{w}$ and $p_{w s_{\alpha}}$ are $\beta=-w(\alpha)$ and $-\beta=w(\alpha)$, respectively.

## 5. Compact groups

Every complex semisimple Lie group $G$ contains a maximal compact subgroup $K \subset G$, which is unique up to conjugacy. Conversely, $G$ is the complexification of $K$, sometimes written $G=K_{\mathbb{C}}$. For example, we have the special unitary group $S U(n) \subset S L_{n}$, the compact symplectic group $S p(n) \subset S p_{2 n}$, and the real orthogonal groups
$S O(n) \subset S O_{n}$. This also holds for reductive groups. For example, one has the unitary group $U(n) \subset G L_{n}$, and the compact torus $\left(S^{1}\right)^{n} \subset\left(\mathbb{C}^{*}\right)^{n}$.

A basic fact is that $K$ is a deformation retract of $G$, and consequently

$$
H_{K}^{*} X=H_{G}^{*} X
$$

for any space $X$ on which $G$ acts. In Chapter 1, we saw a simple instance of this, for $S^{1} \subset \mathbb{C}^{*}$.

For a semisimple (or reductive) $G$ with maximal compact subgroup $K$, we obtain a maximal compact torus $S \subset K$ by choosing a maximal torus and Borel subgroup $T \subset B \subset G$ :

$$
S=T \cap K=B \cap K .
$$

In fact, $S \subset T$ is maximal, i.e., if $T \cong\left(\mathbb{C}^{*}\right)^{n}$ then $S \cong\left(S^{1}\right)^{n}$.
The inclusions determine a canonical homeomorphism

$$
K / S \xrightarrow{\sim} G / B
$$

and we use this to endow $K / S$ with a complex algebraic structure.
We have $N_{K}(S)=N_{G}(T) \cap K$, so the Weyl group is isomorphic to $N_{K}(S) / S$. This identification yields a natural right action of $W$ on $K / S=G / B$, defined by

$$
(k S) \cdot w=k \dot{w} S
$$

for any representative $\dot{w} \in N_{K}(S)$. This action is not algebraic or holomorphic: if $\ell(w)$ is odd, the automorphism reverses orientation.

On the other hand, using the identification $K / S=G / B$, the inclusion $K / S \hookrightarrow G / T$ determines a section of the projection $G / T \rightarrow G / B$. This section is not algebraic, or even holomorphic. But there is a natu$\operatorname{ral}$ (algebraic) right action of $W=N_{G}(T) / T$ on $G / T$, and restricting to the non-holomorphically embedded $K / S \subset G / T$ recovers the above non-holomorphic action of $W$ on $G / B$.

Example 5.1. For $G=G L_{n}$, reducing to the compact subgroup $K=U(n)$ corresponds to choosing a Hermitian metric on $\mathbb{C}^{n}$. The identification $F l\left(\mathbb{C}^{n}\right)=G L_{n} / B=U(n) /\left(S^{1}\right)^{n}$ realizes the flag variety as the space of decompositions of $\mathbb{C}^{n}$ into $n$ perpendicular lines,
spanned by unit vectors. The right action of $W=S_{n}$ permutes these lines.

From this description, one sees that $F l\left(\mathbb{C}^{n}\right)=U(n) /\left(S^{1}\right)^{n}$ embeds (non-holomorphically!) in ( $\left.\mathbb{P}^{n-1}\right)^{n}$, sending each column of a matrix in $U(n)$ to the line it spans in $\mathbb{C}^{n}$. The action of $S_{n}$ on $F l(n)$ is then the restriction of the natural action on $\left(\mathbb{P}^{n-1}\right)^{n}$, permuting the $n$ factors.

Any reductive $G$ embeds in $G L_{n}$, inducing compatible embeddings $G / B=K / S \hookrightarrow F l\left(\mathbb{C}^{n}\right)$ and $W \hookrightarrow S_{n}$. The above construction then gives another realization of the right action of $W$ on $G / B$ as the restriction of an algebraic action via a non-holomorphic embedding, this time in $\left(\mathbb{P}^{n-1}\right)^{n}$ rather than $G / T$.

Example 5.2. Using the compact symplectic group $S p(n) \subset S p_{2 n}$, we can complete the computation of $\Lambda_{S p(n)}=\Lambda_{S p_{2 n}}$ begun in Chapter $2, \S 5$. To do this, we give another construction of the approximation spaces.

The symplectic group can be described as a quaternionic unitary group, that is,

$$
\operatorname{Sp}(n)=\left\{A \in M_{n, n}(\mathbb{H}) \mid A \cdot \bar{A}^{\dagger}=I_{n}\right\},
$$

where $\mathbb{H}$ is the algebra of quaternions (over $\mathbb{R}$ ), and $\bar{A}^{\dagger}$ is the quaternionic conjugate transpose. For $m \geq n$, let

$$
\mathbb{E}_{m} S p(n)=\operatorname{Emb}\left(\mathbb{H}^{n}, \mathbb{H}^{m}\right)
$$

be the space of $\mathbb{H}$-linear embeddings, with $\mathbb{H}$ acting by right multiplication on $\mathbb{H}^{n}$ and $\mathbb{H}^{m}$, and $S p(n)$ acting by left multiplication on these spaces. The right action of $S p(n)$ on $\mathbb{E}_{m} S p(n)$ is defined in the usual way, by $(g \cdot \varphi)(v)=\varphi\left(g^{-1} v\right)$, and the quotient space is

$$
\mathbb{B}_{m} S p(n)=G r_{\mathbb{H}}\left(n, \mathbb{H}^{m}\right)
$$

the quaternionic Grassmannian. The cellular structure of this space is the same as that of the complex Grassmannian $\operatorname{Gr}\left(n, \mathbb{C}^{m}\right)$, but with the dimension of each cell doubled, since cells $\mathbb{C}^{|\lambda|}$ are replaced by $H^{|\lambda|}$. In the limit as $m \rightarrow \infty$, we have

$$
\Lambda_{S p(n)}=H^{*} \mathbb{B} S p(n)=\mathbb{Z}\left[c_{2}, c_{4}, \ldots, c_{2 n}\right]
$$

a polynomial ring on $n$ generators $c_{2 k}$ in degree $4 k$.
The embeddings $S p(n) \subset U(2 n)$ give compatible embeddings $G r_{\mathbb{H}}\left(n, \mathbb{H}^{m}\right) \hookrightarrow G r\left(2 n, \mathbb{C}^{2 m}\right)$, and the corresponding homomorphism on cohomology

$$
\Lambda_{U(2 n)}=\mathbb{Z}\left[c_{1}, c_{2}, \ldots, c_{2 n}\right] \rightarrow \Lambda_{S p(n)}=\mathbb{Z}\left[c_{2}, \ldots, c_{2 n}\right]
$$

is given by $c_{i} \mapsto c_{i}$ for $i$ even, and $c_{i} \mapsto 0$ for $i$ odd.

## 6. Borel presentation

Using cohomology with $\mathbb{Q}$ coefficients, there are uniform descriptions of $H^{*}(G / B)$ and $H_{T}^{*}(G / B)$, due to Borel. In this section all cohomology is taken with $\mathbb{Q}$ coefficients. For instance, we will write write $\Lambda_{G}=H^{*}(\mathbb{B} G ; \mathbb{Q})$.

Let $G$ be a semisimple or reductive group, with Borel subgroup $B$ and maximal torus $T$; let $K \supset S$ be corresponding compact groups, as in the previous section. Suppose $X$ is a space with left $G$-action. There is a canonical isomorphism

$$
H_{T}^{*} X=H_{G}^{*}(G / B \times X),
$$

with $G$ acting diagonally on $G / B \times X$ (Chapter 3, Example 4.4). Using compact groups, this is $H_{S}^{*} X=H_{K}^{*}(K / S \times X)$. The Weyl group acts on $K / S \times X$ via its right action on $K / S$ (and a trivial action on $X$ ), and this induces a left action of $W$ on $H_{T}^{*} X=H_{S}^{*} X$. The main goal of this section is to investigate the $W$-invariant subring $\left(H_{T}^{*} X\right)^{W}$.

The projection $G / B \times X \rightarrow X$ is $G$-equivariant, the pullback by this projection coincides with the change-of-groups homomorphism $H_{G}^{*} X \rightarrow H_{T}^{*} X$. Since $W$ acts trivially on $X$, we see that the change-ofgroups map factors through $W$-invariants:

$$
H_{G}^{*} X \rightarrow\left(H_{T}^{*} X\right)^{W} \subseteq H_{T}^{*} X
$$

The main theorem is that the first map is an isomorphism.
Theorem 6.1 (Borel). For any $G$-space $X$, there is a canonical isomorphism

$$
H_{G}^{*} X=\left(H_{T}^{*} X\right)^{W}
$$

Similarly, $H_{K}^{*} X=\left(H_{S}^{*} X\right)^{W}$ for any K-space.

To prove the theorem, we will use a basic fact from topology.

Proposition 6.2. Let $W$ be a finite group acting freely (on the right) on a topological space $Y$. There is a canonical isomorphism

$$
H^{*}(Y / W)=\left(H^{*} Y\right)^{W}
$$

using $\mathbb{Q}$ coefficients.

Proof of Theorem 6.1. First we consider the right action of $W$ on $K / S$. This is free, with quotient $K / N_{K}(S)$, so by Proposition 6.2 , we have

$$
H^{*}\left(K / N_{K}(S)\right)=H^{*}(K / S)^{W}
$$

Furthermore, the map $K / S \rightarrow K / N_{K}(S)$ is a covering space, with covering group $W$, so the Euler characteristics are related by

$$
\chi\left(K / N_{K}(S)\right)=\frac{1}{\# W} \chi(K / S)
$$

Since $K / S=G / B$ has a decomposition into Schubert cells, its Euler characteristic is equal to $\# W$. It follows that $\chi\left(K / N_{K}(S)\right)=1$, and that

$$
H^{*}\left(K / N_{K}(S)\right)=\mathbb{Q} .
$$

That is, $K / N_{K}(S)$ is $\mathbb{Q}$-acyclic-it has the rational cohomology of a point.

Next consider the quotient map

$$
\mathbb{E} K \times^{N_{K}(S)} X \rightarrow \mathbb{E} K \times^{K} X
$$

a fiber bundle with fiber $K / N_{K}(S)$. Since $K / N_{K}(S)$ is acyclic, the Leray-Hirsch theorem says the corresponding pullback map on cohomology is an isomorphism, and we have

$$
H_{K}^{*} X=H^{*}\left(\mathbb{E} K x^{K} X\right) \xrightarrow{\sim} H^{*}\left(\mathbb{E} K x^{N_{K}(S)} X\right) .
$$

Finally, the map

$$
\mathbb{E} K \times^{S} X \rightarrow \mathbb{E} K x^{N_{K}(S)} X
$$

is a covering space, with group $W$, so applying Proposition 6.2 again, we have

$$
H^{*}\left(\mathbb{E} K \times^{N_{K}(S)} X\right)=H^{*}\left(\mathbb{E} K \times^{S} X\right)^{W}=\left(H_{S}^{*} X\right)^{W}
$$

Combining these isomorphisms establishes the theorem.
Taking $X=p t$, we obtain a description of $\Lambda_{G}$.
Corollary 6.3. For any reductive group $G$ with Weyl group $W$ and maximal torus $T$, we have $\Lambda_{G}=\left(\Lambda_{T}\right)^{W}$.

For example, taking $G=G L_{n}$, this says

$$
\Lambda_{G L_{n}}=\mathbb{Q}\left[c_{1}, \ldots, c_{n}\right]=\mathbb{Q}\left[t_{1}, \ldots, t_{n}\right]^{S_{n}}=\left(\Lambda_{T}\right)^{S_{n}}
$$

as we have seen before.
Next we will deduce presentations for the cohomology rings of $G / B$. The first will be given in terms of equivariant line bundles, which will play a significant role in what follows.

Any character $\lambda \in M=\operatorname{Hom}\left(T, \mathbb{C}^{*}\right)$ extends to a character of $B=T \cdot U$, by $\lambda(t \cdot u)=\lambda(t)$. Let $\mathbb{C}_{\lambda}$ be the corresponding onedimensional representation of $B$. Then

$$
\mathcal{L}_{\lambda}:=G \times{ }^{B} \mathbb{C}_{\lambda}
$$

is a $G$-equivariant line bundle on $G / B$. There is a ring homomorphism

$$
b: \Lambda_{T} \rightarrow H_{T}^{*}(G / B)
$$

defined by $b(\lambda)=c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)$ for $\lambda \in M$.
In fact, the homomorphism $b$ is simply a change-of-groups homomorphism. Using the canonical identifications $\Lambda_{T}=\Lambda_{B}=H_{G}^{*}(G / B)$ (see Chapter 3, Example 4.3) and $H_{T}^{*}(G / B)=H_{B}^{*}(G / B)$, we can write

$$
b: H_{G}^{*}(G / B) \rightarrow H_{B}^{*}(G / B)
$$

as $c_{1}^{G}\left(\mathcal{L}_{\lambda}\right) \mapsto c_{1}^{B}\left(\mathcal{L}_{\lambda}\right)$.
Corollary 6.4. Let $\Lambda=\Lambda_{T}$. The homomorphism $b: \Lambda \rightarrow H_{T}^{*}(G / B)$ descends to a canonical isomorphism

$$
\Lambda / \Lambda_{+}^{W} \xrightarrow{\sim} H^{*}(G / B)
$$

where $\Lambda_{+}^{W}$ is the positive-degree part of $\Lambda^{W}$.

Proof. Consider the fiber bundle

$$
\mathbb{E} G \times{ }^{G} G / B \rightarrow \mathbb{B} G
$$

with fiber $G / B$. The base and fiber have no odd cohomology (over $\mathbb{Q}$ ), so the associated spectral sequence degenerates. The homomorphism $H_{G}^{*}(G / B) \rightarrow H^{*}(G / B)$ comes from restriction to a fiber, and degeneration of the spectral sequence implies

$$
H_{G}^{*}(G / B) / H^{*}(\mathbb{B} G)_{+}=H^{*}(G / B) .
$$

We have $H_{G}^{*}(G / B)=\Lambda_{B}=\Lambda$, and $H^{*} \mathbb{B} G=\Lambda^{W}$ (by Corollary 6.3 above), so the left-hand side is $\Lambda / \Lambda_{+}^{W}$.

It remains to observe that restriction to a fiber is the same as composing $b$ with the forgetful homomorphism $H_{T}^{*}(G / B) \rightarrow H^{*}(G / B)$. Indeed, considering the diagram

the line bundle $\mathbb{E} \times{ }^{G} \mathcal{L}_{\lambda}$ on $\mathbb{E} G \times{ }^{G} G / B$ pulls back to $\mathbb{E} G \times{ }^{B} \mathcal{L}_{\lambda}$ on $\mathbb{E} G \times{ }^{B} G / B$, and then restricts to $\mathcal{L}_{\lambda}$ on the fiber $G / B$.

Proposition 6.5. For any G-space $X$, there is a canonical isomorphism

$$
H_{T}^{*} X=\Lambda \otimes_{\Lambda^{w}} H_{G}^{*} X
$$

where $\Lambda=\Lambda_{T}$.

Proof. Consider the fiber bundle $\mathbb{E} G \times{ }^{B} X \rightarrow \mathbb{E} G \times{ }^{G} X$, with fiber $G / B$, and let

$$
H_{B}^{*} X=H^{*}\left(\mathbb{E} G \times^{B} X\right) \rightarrow H^{*}(G / B)
$$

be restriction to a fiber. This is surjective, because the composition $\Lambda=\Lambda_{B} \rightarrow H_{B}^{*} X \rightarrow H^{*}(G / B)$ is surjective, as we have just seen.

Take elements $x_{w} \in \Lambda$ which lift a basis of $H^{*}(G / B)=\Lambda / \Lambda_{+}^{W}$, and let $\bar{x}_{w} \in H_{B}^{*} X$ be their images under $\Lambda \rightarrow H_{B}^{*} X$. By the LerayHirsch theorem, $H_{T}^{*} X=H_{B}^{*} X$ is free over $H_{G}^{*} X$ with basis given by the elements $\bar{x}_{w}$.

Taking $X=G / B$ and using $H_{G}^{*}(G / B)=\Lambda$, we obtain a description of the equivariant cohomology of $G / B$.

Corollary 6.6. We have $H_{T}^{*}(G / B)=\Lambda \otimes_{\Lambda^{w}} \Lambda$.
In the next chapter, we will see some consequences of the symmetry manifested in this description of $H_{T}^{*}(G / B)$.

Exercise 6.7. Show that the action of $W$ on $\Lambda_{T}=H_{G}^{*}(G / B)$, as described at the beginning of this section, is the same as the one induced by the natural action of $W$ on the weight lattice of $T .^{3}$

Example 6.8. For $G=G L_{n}$, so $G / B=F l\left(\mathbb{C}^{n}\right)$, we have seen

$$
H^{*} F l\left(\mathbb{C}^{n}\right)=\mathbb{Q}[x] /\left(e_{1}(x), \ldots, e_{n}(x)\right)
$$

and

$$
H_{T}^{*} F l\left(\mathbb{C}^{n}\right)=\mathbb{Q}[x ; y] /\left(e_{1}(x)-e_{1}(y), \ldots, e_{n}(x)-e_{n}(y)\right),
$$

where the variables are $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ (Chapter 4, Proposition 4.1).

Exercise 6.9. For $G=S p_{2 n}$, consider the group of signed permutations $W_{n}$ acting on $\Lambda=\mathbb{Q}\left[t_{1}, \ldots, t_{n}\right]$. Show that the invariant ring is generated by the elementary symmetric functions in the squares of the $t$ variables: $e_{1}\left(t_{1}^{2}, \ldots, t_{n}^{2}\right), \ldots, e_{n}\left(t_{1}^{2}, \ldots, t_{n}^{2}\right)$. This recovers the presentation for $H^{*} F l_{\omega}\left(\mathbb{C}^{2 n}\right)$ given in Chapter 13, Proposition 3.1.

## Notes

General references for linear algebraic groups are the books by Borel [Bor91], Humphreys [Hum81], and Springer [Spr98]. For Weyl groups and Coxeter groups, standard references are Bourbaki [Bour81] and Humphreys [Hum90]. More detail about Schubert varieties appears in [Jan03, §13]. The Bruhat decomposition is described in [Bor91, §14.12], [Hum81, §28.3], [Jan03, §13.2], or [Spr98, §8.3]. Lemma 1.10 is proved in [Spr98, 8.3.7].

A proof of the nontrivial equivalence in the characterization of Bruhat order (Lemma 2.1) is given in [Jan03, §13.7]. Other equivalent conditions are in [Hum90, §§5.9-5.10].

Lemma 4.1 appears in [Hum81, §26.3].
A general reference for compact and complex Lie groups is [He01, Chapter VI]. In particular, the fact that $K \subset G$ is a deformation retract may be found in [He01, §VI.2].

Although Borel did not use the language of equivariant cohomology at the time, Theorem 6.1 comes from [Bor53, Proposition 27.3].

Proposition 6.2 can be found in [Hat02, Proposition 3G.1]; see also [Gro57, 5.2.3, Corollaire]. One consequence is that $H_{W}^{*}(p t, \mathbb{Q})=\mathbb{Q}$ for any finite group $W$. (Take $Y=\mathbb{E} W$ in the proposition.)

The homomorphism $b: \Lambda \rightarrow H^{*}(G / B)$ was studied extensively in the 1958 Chevalley seminar, using $\mathbb{Z}$ coefficients. Serre calls a group $G$ special if every principal $G$-bundle which is locally trivial in the étale topology is also locally trivial in the Zariski topology. Grothendieck shows that special groups are precisely the connected linear algebraic groups for which $b$ is surjective (over $\mathbb{Z}$ ); furthermore, among semisimple groups, the only special groups are direct products of copies of $S L_{n}$ and $S p_{2 n}$ [Gro58, Théorème 3].

The presentations of $H^{*} F l\left(\mathbb{C}^{n}\right)$ and $H^{*} F l_{\omega}\left(\mathbb{C}^{2 n}\right)$ (from Example 6.8 and Exercise 6.9) are valid with $\mathbb{Z}$ coefficients; since $S L_{n}$ and $S p_{2 n}$ are special groups, this is not a coincidence, and these are essentially the only examples.

## Hints for exercises

${ }^{1}$ Writing the characters of the diagonal torus as $-t_{n}, \ldots,-t_{1}, t_{1}, \ldots, t_{n}$, the roots are

$$
R=\left\{ \pm t_{i} \pm t_{j} \mid i \neq j\right\} \amalg\left\{ \pm 2 t_{1}, \ldots, \pm 2 t_{n}\right\} .
$$

These generate an index 2 sublattice of $M$ (which has basis $\left.t_{1}, \ldots, t_{n}\right)$. So $M / M_{\mathrm{rt}} \cong$ $\mathbb{Z} / 2 \mathbb{Z}$. The positive roots are

$$
R^{+}=\left\{t_{i}-t_{j} \mid i<j\right\} \amalg\left\{-t_{i}-t_{j} \mid i \leq j\right\} .
$$

${ }^{2}$ Since $w^{\max } \doteq w^{\min } w_{o}^{P}$, this follows from the subword characterization of Bruhat order in Lemma 2.1.
${ }^{3}$ Under the automorphism $k S \mapsto k \dot{w} S$ of $G / B=K / S$, the line bundle $\mathcal{L}_{\lambda}$ pulls back to $\mathcal{L}_{w \cdot \lambda}$, as one can check by examining the fiber over the identity point.

## CHAPTER 16

## The algebra of divided difference operators

When studying Schubert polynomials for the ordinary and symplectic flag varieties, we saw algebras of divided difference operators acting on equivariant cohomology. Similar operators act on the cohomology of any $G / B$, compatibly with localization as well as with the presentations we saw in the last chapter. These operators give an explicit, algorithmic means of computing in $H_{T}^{*}(G / B)$, although in practice one often requires a more efficient method.

The general divided difference operators-and variants we will see in this chapter-have been used by many authors as an algebraic model for $H_{T}^{*}(G / B)$, often including the infinite-dimensional KacMoody flag varieties. Here, only considering finite-dimensional flag varieties, we will see geometric constructions which simplify the algebraic arguments.

We work with the usual data from the last chapter: a semisimple (or reductive) group $G$, with maximal torus $T$ and Borel subgroup $B$, with simple roots $\Delta$ and Weyl group $W$. We write $\Lambda=\Lambda_{T}$.

## 1. Push-pull operators

For a subset of simple roots $J \subseteq \Delta$, with corresponding standard parabolic subgroup $P=P_{J}$, let $\pi_{J}$ be the projection $G / B \rightarrow G / P$. We will consider the $\Lambda$-linear map $\mathrm{D}_{J}: H_{T}^{*}(G / B) \rightarrow H_{T}^{*}(G / B)$ defined by

$$
\mathrm{D}_{J}=\pi_{J}^{*} \circ \pi_{J_{*}} .
$$

This lowers degree by twice the relative dimension of the morphism $\pi_{J}: G / B \rightarrow G / P$, that is, by $2 \cdot \# R_{P}^{+}$.

For a coset $[w] \in W / W_{P}$, recall that $w^{\min }$ (respectively, $w^{\max }$ ) is the unique representive in $W$ of minimal (resp., maximal) length.

Lemma 1.1. Let $w \in W$ be a representative for the $\operatorname{coset}[w] \in W / W_{P}$. We have

$$
\mathrm{D}_{J}(x(w))= \begin{cases}x\left(w^{\max }\right) & \text { if } w=w^{\min } \\ 0 & \text { if } w \neq w^{\min }\end{cases}
$$

and

$$
\mathrm{D}_{J}(y(w))= \begin{cases}y\left(w^{\min }\right) & \text { if } w=w^{\max } \\ 0 & \text { if } w \neq w^{\max }\end{cases}
$$

Proof. For any $w$, we have

$$
\pi_{J}(X(w))=X[w] \quad \text { and } \quad \pi_{J}(Y(w))=Y[w]
$$

in $G / P$. If $w \neq w^{\min }$, then $\operatorname{dim} X(w)>\operatorname{dim} X[w]$ so the pushforward is zero; and similarly $\operatorname{dim} Y(w)>\operatorname{dim} Y[w]$ if $w \neq w^{\max }$. The formulas $\mathrm{D}_{J}\left(x\left(w^{\min }\right)\right)=x\left(w^{\max }\right)$ and $\mathrm{D}_{J}\left(y\left(w^{\max }\right)\right)=y\left(w^{\min }\right)$ follow from Chapter 15, Equations (6)-(9).

Our main interest is in the operators associated to one simple root. We will write $\pi_{\alpha}=\pi_{\{\alpha\}}$ and $\mathrm{D}_{\alpha}=\mathrm{D}_{\{\alpha\}}$ for this case. Here $P=P_{\alpha}$ is a minimal parabolic, and $W_{P}=\left\{e, s_{\alpha}\right\}$. So each coset in $W / W_{P}$ has two representatives, $w$ and $w s_{\alpha}$, whose lengths differ by 1 . In this case, the lemma takes the following form:

$$
\mathrm{D}_{\alpha}(x(w))= \begin{cases}x\left(w s_{\alpha}\right) & \text { if } \ell\left(w s_{\alpha}\right)>\ell(w)  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\mathrm{D}_{\alpha}(y(w))= \begin{cases}y\left(w s_{\alpha}\right) & \text { if } \ell\left(w s_{\alpha}\right)<\ell(w)  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

Equation (2) generalizes the analogous formulas we have seen for Schubert classes in the ordinary and symplectic flag varieties (Chapter 10, Lemma 6.6 and Chapter 14, Lemma 4.3).

For any sequence of simple roots $\alpha_{1}, \ldots, \alpha_{\ell}$, the composition

$$
\mathrm{D}_{\alpha_{1}} \circ \cdots \circ \mathrm{D}_{\alpha_{\ell}}: H_{T}^{*}(G / B) \rightarrow H_{T}^{*-2 \ell}(G / B)
$$

takes $x(w)$ to $x\left(w s_{\alpha_{\ell}} \cdots s_{\alpha_{1}}\right)$ if $\ell\left(w s_{\alpha_{\ell}} \cdots s_{\alpha_{1}}\right)=\ell(w)+\ell$, and sends $x(w)$ to 0 otherwise. The effect on $y(w)$ 's is similar: the operator takes
$y(w)$ to $y\left(w s_{\alpha_{\ell}} \cdots s_{\alpha_{1}}\right)$ if $\ell\left(w s_{\alpha_{\ell}} \cdots s_{\alpha_{1}}\right)=\ell(w)-\ell$, and sends $y(w)$ to 0 otherwise.

For any $v \in W$, we may choose any reduced word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ and define

$$
\mathrm{D}_{v}:=\mathrm{D}_{\alpha_{1}} \circ \cdots \circ \mathrm{D}_{\alpha_{\ell}}
$$

so from the considerations of the previous paragraph it follows that

$$
\mathrm{D}_{v}(x(w))= \begin{cases}x\left(w v^{-1}\right) & \text { if } \ell\left(w v^{-1}\right)=\ell(w)+\ell\left(v^{-1}\right) \\ 0 & \text { otherwise }\end{cases}
$$

and similarly for $\mathrm{D}_{v}(y(w))$. Since the elements $x(w)$ form a basis for $H_{T}^{*}(G / B)$ over $\Lambda$, this shows that $\mathrm{D}_{v}$ is well-defined and independent of the choice of reduced word for $v$. (If $v=s_{\alpha_{1}} \cdots s_{\alpha_{\ell}}$ is not a reduced expression, i.e., $\ell(v)<\ell$, then the operator $\mathrm{D}_{\alpha_{1}} \circ \cdots \circ \mathrm{D}_{\alpha_{\ell}}$ is identically zero.) This also shows

$$
\mathrm{D}_{u} \circ \mathrm{D}_{v}= \begin{cases}\mathrm{D}_{u v} & \text { if } \ell(u v)=\ell(u)+\ell(v) \\ 0 & \text { otherwise }\end{cases}
$$

The algebra of $\Lambda$-linear endorphisms of $H_{T}^{*}(G / B)$ generated by these operators is called the nil-Hecke algebra.

The operators $\mathrm{D}_{v}$ may also be constructed via a correspondence. Let $Z\left(v^{-1}\right) \subseteq G / B \times G / B$ be the $G$-orbit closure

$$
Z\left(v^{-1}\right)=\overline{G \cdot\left(p_{e}, p_{v^{-1}}\right)}=\overline{G \cdot\left(p_{v}, p_{e}\right)}
$$

where $G$ acts diagonally. (For $G=S L_{n}$, this is the "double Schubert variety" $\boldsymbol{\Omega}_{v^{-1}}$ considered in Chapter 10, $\S 5$.) Let $p r_{1}$ and $p r_{2}$ be the projections $Z\left(v^{-1}\right) \rightarrow G / B$.

Proposition 1.2. We have $\mathrm{D}_{v}=p r_{2_{*}} \circ p r_{1}^{*}$.

Proof. We temporarily denote the operators $p r_{2_{*}} \circ p r_{1}^{*}$ by $\mathrm{D}_{v}^{\prime}$.
First consider a simple root $\alpha$. Then we have $Z(\alpha)=Z\left(s_{\alpha}\right)$ is the fiber product $G / B \times{ }_{G / P_{\alpha}} G / B$, and the claim follows from the diagram
of $\mathbb{P}^{1}$-bundles

since $\pi_{\alpha}^{*} \pi_{\alpha *}=p r_{2_{*}} p r_{1}^{*}$. So $\mathrm{D}_{\alpha}^{\prime}=\mathrm{D}_{\alpha}$.
For the general case, we use induction on length. Supposing $\ell\left(s_{\alpha} v\right)=\ell(v)+1$, we consider the fiber product $\widetilde{Z}\left(v^{-1} s_{\alpha}\right)$ sitting in the diagram


The projection $p r_{13}: \widetilde{Z}\left(v^{-1} s_{\alpha}\right) \rightarrow G / B \times G / B$ (onto the first and third factors) is birational onto its image, which is $Z\left(v^{-1} s_{\alpha}\right)$, and it follows that $D_{s_{\alpha} v}^{\prime}=D_{\alpha}^{\prime} \circ D_{v}^{\prime}$. On the other hand, if $\ell\left(s_{\alpha} v\right)=\ell(v)-1$, then $p r_{13}\left(\widetilde{Z}\left(v^{-1} s_{\alpha}\right)\right)=Z\left(v^{-1}\right)$, so the dimension drops and $D_{\alpha}^{\prime} \circ D_{v}^{\prime}=0$ in this case. So these operators satisfy the same relations as the $\mathrm{D}_{v}$, and therefore $\mathrm{D}_{v}^{\prime}=\mathrm{D}_{v}$ for all $v$.

Example 1.3. For $G=S L_{n}$, so $G / B=F l\left(\mathbb{C}^{n}\right)$, and a simple root $\alpha=t_{k}-t_{k+1}$, the action of $\mathrm{D}_{\alpha}$ on $H_{T}^{*} F l\left(\mathbb{C}^{n}\right)$ agrees with that of $\partial_{k}$ (Chapter 10, §6).

Exercise 1.4. Suppose $\alpha$ is a simple root and $u, v \in W$ are such that $\ell\left(u s_{\alpha}\right)>\ell(u)$ and $\ell\left(v s_{\alpha}\right)<\ell(v)$. Show that

$$
\mathrm{D}_{\alpha}(y(u) \cdot y(v))=y(u) \cdot y\left(v s_{\alpha}\right) .
$$

In particular, $\mathrm{D}_{\alpha}\left(y(u) \cdot y\left(s_{\alpha}\right)\right)=y(u)$ if $\ell\left(u s_{\alpha}\right)>\ell(u) .{ }^{1}$
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Remark. For a minimal parabolic $P_{\alpha}$, there is a distinguished homomorphism $S L_{2} \rightarrow P_{\alpha}$, whose image has Lie algebra

$$
\mathfrak{g}_{-\alpha} \oplus\left[\mathfrak{g}_{-\alpha}, \mathfrak{g}_{\alpha}\right] \oplus \mathfrak{g}_{\alpha} \subseteq \mathfrak{p}
$$

The standard 2-dimensional representation $\mathbb{C}^{2}$ of $S L_{2}$ determines a rank 2 vector bundle $V_{\alpha}$ on $G / P_{\alpha}$. (Without changing the flag variety, one may assume $G$ is simply connected, which implies $S L_{2} \hookrightarrow P_{\alpha}$, and the $S L_{2}$-representation $\mathbb{C}^{2}$ extends to $P_{\alpha}$. Then $V_{\alpha}=G \times{ }^{P_{\alpha}} \mathbb{C}^{2}$.) The map $\pi_{\alpha}: G / B \rightarrow G / P_{\alpha}$ is the $\mathbb{P}^{1}$-bundle $\mathbb{P}\left(V_{\alpha}\right) \rightarrow G / P_{\alpha}$.

## 2. Restriction to fixed points

The localization homomorphism

$$
H_{T}^{*}(G / B) \rightarrow H_{T}^{*}(G / B)^{T}=\bigoplus_{w \in W} H_{T}^{*}\left(p_{w}\right)
$$

is injective, since $H_{T}^{*}(G / B)$ is free over $\Lambda$ (Chapter 5, Theorem 1.8). We wish to extend the operators $\mathrm{D}_{\alpha}$ to the ring $H_{T}^{*} X^{T}$.

It will be useful to identify $H_{T}^{*} X^{T}$ with the ring $F(W, \Lambda)$ of $\Lambda$ valued functions on the Weyl group. In this notation, the localization homomorphism is

$$
x \mapsto \psi_{x}
$$

where $\psi_{x}$ is the function $\psi_{x}(w)=\left.x\right|_{w}$. It will also be useful to further extend to the fraction field $Q$ of $\Lambda$, and consider the $Q$-algebra $F(W, Q)$ of $Q$-valued functions on $W$. Since $\Lambda$ is a domain, we have $F(W, \Lambda) \subset F(W, Q)$.

One reason to prefer the function notation is that it immediately suggests natural $W$-actions. Here we will use the action induced by right multiplication on itself: for $v \in W$ and $\psi \in F(W, Q)$, we have

$$
(v \cdot \psi)(w)=\psi(w v)
$$

(In $\S 5$ we will see another natural action.)
There is a $Q$-linear map $\mathrm{A}_{\alpha}: F(W, Q) \rightarrow F(W, Q)$ for each simple root $\alpha$, defined by the formula

$$
\left(\mathrm{A}_{\alpha} \psi\right)(w)=\frac{\psi\left(w s_{\alpha}\right)-\psi(w)}{w(\alpha)}
$$

In terms of the $W$-action on $F(W, Q)$, this is $\mathrm{A}_{\alpha} \psi=\frac{1}{w(\alpha)}\left(s_{\alpha} \cdot \psi-\psi\right)$.
Exercise 2.1. Show that the operators $\mathrm{A}_{\alpha}$ satisfy a Leibniz-type formula:

$$
\mathrm{A}_{\alpha}(\psi \cdot \xi)=\mathrm{A}_{\alpha}(\psi) \cdot \xi+\left(s_{\alpha} \cdot \psi\right) \cdot \mathrm{A}_{\alpha}(\xi)
$$

for any $\psi, \xi \in F(W, Q)$.
Proposition 2.2. The diagram

commutes.

Proof. For $\pi=\pi_{\alpha}: G / B \rightarrow G / P_{\alpha}$, we compute $\pi_{*}$ by localization, using the integration formula (Chapter 5, Example 2.3). The fiber over $p_{[w]} \in G / P_{\alpha}$ is the $T$-invariant curve $E=G_{w(\alpha)} \cdot p(w)$, with fixed points $p_{w}$ and $p_{w s_{\alpha}}$ (Chapter 15, Exercise 4.4). The tangent weights are $-w(\alpha)$ and $w(\alpha)$, respectively. For any $x \in H_{T}^{*}(G / B)$, then, we have

$$
\begin{aligned}
\left.\pi_{*}(x)\right|_{[w]} & =\frac{\left.x\right|_{w}}{-w(\alpha)}+\frac{\left.x\right|_{w s_{\alpha}}}{w(\alpha)} \\
& =\frac{\left.x\right|_{w s_{\alpha}}-\left.x\right|_{w}}{w(\alpha)}
\end{aligned}
$$

The pullback map $\pi^{*}: H_{T}^{*}(G / P)^{T} \rightarrow H_{T}^{*}(G / B)^{T}$ is determined by

$$
\begin{aligned}
H_{T}^{*}\left(p_{[w]}\right) & \rightarrow H_{T}^{*}\left(p_{w}\right) \oplus H_{T}^{*}\left(p_{w s_{\alpha}}\right) \\
y & \mapsto(y, y) .
\end{aligned}
$$

It follows that

$$
\left.\mathrm{D}_{\alpha}(x)\right|_{w}=\left.\pi^{*} \pi_{*}(x)\right|_{w}=\frac{\left.x\right|_{w s_{\alpha}}-\left.x\right|_{w}}{w(\alpha)}=\left(\mathrm{A}_{\alpha} \psi_{x}\right)(w)
$$

as claimed.
The inclusion $H_{T}^{*} X \hookrightarrow F(W, Q)$ becomes an isomorphism after tensoring with $Q$, and the proposition says the operators $\mathrm{A}_{\alpha}$ are the
ones induced by $\mathrm{D}_{\alpha}$ on $H_{T}^{*}(G / B) \otimes_{\Lambda}$ Q. It follows that they satisfy similar properties. For a sequence of simple roots $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$, the composition $\mathrm{A}_{\alpha_{1}} \circ \cdots \circ \mathrm{~A}_{\alpha_{\ell}}$ depends only on $v=s_{\alpha_{1}} \cdots s_{\alpha_{\ell}}$ if $\ell(v)=\ell$ (i.e., if the word is reduced), and vanishes otherwise. Writing

$$
\mathrm{A}_{v}=\mathrm{A}_{\alpha_{1}} \circ \cdots \circ \mathrm{~A}_{\alpha_{\ell}}
$$

for any reduced word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$, we have

$$
\mathrm{A}_{u} \circ \mathrm{~A}_{v}= \begin{cases}\mathrm{A}_{u v} & \text { if } \ell(u v)=\ell(u)+\ell(v) ; \\ 0 & \text { otherwise. }\end{cases}
$$

The $W$-action on $F(W, Q)$ preserves the subalgebra $H_{T}^{*}(G / B)$. This is the content of the following proposition.

Proposition 2.3. There is a unique left $\Lambda$-linear action of $W$ on $H_{T}^{*}(G / B)$, preserving grading and satisfying

$$
s_{\alpha} \cdot x=\mathrm{D}_{\alpha}\left(x \cdot y\left(s_{\alpha}\right)\right)-\mathrm{D}_{\alpha}(x) \cdot y\left(s_{\alpha}\right)
$$

for all $x \in H_{T}^{*}(G / B)$ and all simple roots $\alpha$. This action also satisfies and is determined by the formula

$$
\psi_{v \cdot x}=v \cdot \psi_{x}
$$

for all $v \in W$ and $x \in H_{T}^{*}(G / B)$, where $x \mapsto \psi_{x}$ is the inclusion $H_{T}^{*}(G / B) \hookrightarrow F(W, Q)$.

Proof. By the Leibniz rule for $\mathrm{A}_{\alpha}$, for any $x \in H_{T}^{*}(G / B)$ we have

$$
\mathrm{A}_{\alpha}\left(\psi_{x} \cdot \psi_{y\left(s_{\alpha}\right)}\right)=\mathrm{A}_{\alpha}\left(\psi_{x}\right) \cdot \psi_{y\left(s_{\alpha}\right)}+\left(s_{\alpha} \cdot \psi_{x}\right) \cdot \mathrm{A}_{\alpha}\left(\psi_{y\left(s_{\alpha}\right)}\right) .
$$

By the previous proposition, we have $\mathrm{A}_{\alpha}\left(\psi_{x}\right)=\psi_{\mathrm{D}_{\alpha}(x)}$ for any $x$ in $H_{T}^{*}(G / B)$. In particular, $\mathrm{A}_{\alpha}\left(\psi_{y\left(s_{\alpha}\right)}\right)=1$, so the above equation becomes

$$
s_{\alpha} \cdot \psi_{x}=\mathrm{A}_{\alpha}\left(\psi_{x} \psi_{y\left(s_{\alpha}\right)}\right)-\mathrm{A}_{\alpha}\left(\psi_{x}\right) \psi_{y\left(s_{\alpha}\right)} .
$$

The functions $\psi_{x}$ and $\psi_{y\left(s_{\alpha}\right)}$ lie in the subalgebra $H_{T}^{*}(G / B) \subseteq F(W, Q)$, so this implies the claimed relation, and proves that $W$ preserves this subalgebra. The same calculations also show $\psi_{s_{\alpha} \cdot x}=s_{\alpha} \cdot \psi_{x}$, which suffices to prove the second statement.

It follows that the operators $\mathrm{D}_{\alpha}$ satisfy the same Leibniz-type formula as the $\mathrm{A}_{\alpha}$ :

$$
\mathrm{D}_{\alpha}(x \cdot y)=\mathrm{D}_{\alpha}(x) \cdot y+\left(s_{\alpha} \cdot x\right) \mathrm{D}_{\alpha}(y)
$$

for any $x, y \in H_{T}^{*}(G / B)$.
We will use the operators $\mathrm{A}_{\alpha}$ to recursively compute localizations of Schubert classes. There is a simple formula for certain restrictions, generalizing what we have seen for Schubert classes in ordinary and symplectic flag varieties. It follows immediately from the descriptions of tangent weights (Chapter 15, Lemma 3.2).

Lemma 2.4. For $[v] \in W / W_{P}$, we have

$$
\left.x[v]\right|_{[v]}=\prod_{\beta \in v\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{-}} \beta
$$

and

$$
\left.y[v]\right|_{[v]}=\prod_{\beta \in v\left(R^{-} \backslash R_{P}^{-}\right) \cap R^{+}} \beta .
$$

Focusing on $G / B$, we will write $\psi_{v} \in F(W, \Lambda)$ for the function given by

$$
\psi_{v}(w)=\left.y(v)\right|_{w},
$$

so $\psi_{v}$ is the image of $y(v)$ under the inclusion $H_{T}^{*}(G / B) \hookrightarrow F(Q, \Lambda)$. We use the same notation for the corresponding function in $F(W, Q)$.

Proposition 2.5. The functions $\psi_{v}$ satisfy and are uniquely characterized by the following properties:
(i) $\psi_{v}(w)=0$ unless $v \leq w$.
(ii) $\psi_{v}(v)=\prod_{\beta \in v\left(R^{-}\right) \cap R^{+}} \beta$.
(iii) $\mathrm{A}_{\alpha} \psi_{v}= \begin{cases}\psi_{v s_{\alpha}} & \text { if } \ell\left(v s_{\alpha}\right)<\ell(v) ; \\ 0 & \text { if } \ell\left(v s_{\alpha}\right)>\ell(v) .\end{cases}$

The proof is straightforward from what we already know.

Proof. Property (i) holds since $\left.y(v)\right|_{w}=0$ if $p_{w} \notin Y(v)$. Property (ii) comes from Lemma 2.4. Property (iii) comes from the corresponding formula for $\mathrm{D}_{\alpha} y(v)$ (Equation (2) above).

To see that these properties characterize $\psi_{v}$, first note that Property (i) says $\psi_{w_{0}}$ has only one nonzero value, which is specified by Property (ii). Any $v \in W$ may be written as $v=w_{\circ} s_{\alpha_{\ell}} \cdots s_{\alpha_{1}}$ with $\ell(v)=\ell\left(w_{\circ}\right)-\ell$, so $\psi_{v}$ may be computed from $\psi_{w_{0}}$ using Property (iii).

The proposition makes it possible to calculate any restriction of a Schubert class, by starting with $w_{\circ}$ and working inductively in Bruhat order. In practice, however, one often wants a more direct way of computing. In Chapter 18 we will see an explicit formula for every value $\psi_{v}(w)$. Here we give a different formula, for the simple case of a divisor.

Recall that for each simple root $\alpha$ there is a fundamental weight $\omega_{\alpha}$, characterized by $\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle=\delta_{\alpha \beta}$.

Lemma 2.6. The Schubert divisors restrict as follows:

$$
\left.y\left(s_{\alpha}\right)\right|_{w}=\omega_{\alpha}-w\left(\omega_{\alpha}\right)
$$

and

$$
\left.x\left(w_{\circ} s_{\alpha}\right)\right|_{w}=w_{\circ}\left(\omega_{\alpha}\right)-w\left(\omega_{\alpha}\right) .
$$

(If $G$ is not simply connected, so $M \subsetneq M_{\mathrm{wt}}$, then $\omega_{\alpha}$ may not lie in $M$, but the differences on the right-hand sides always lie in the root lattice $M_{\mathrm{rt}} \subseteq M$.)

Proof. We will prove the first formula; the second is similar. Let us temporarily write $\psi_{\alpha}$ for $\psi_{s_{\alpha}}$. We know

$$
\begin{equation*}
\psi_{\alpha}(e)=0, \tag{*}
\end{equation*}
$$

by Property (i) (that is, $p_{e} \notin Y\left(s_{\alpha}\right)$ ). For any simple root $\beta \neq \alpha$, we have $A_{\beta} \psi_{\alpha}=0$ by Property (iii), so

$$
\begin{equation*}
\psi_{\alpha}\left(w s_{\beta}\right)=\psi_{\alpha}(w) \tag{**}
\end{equation*}
$$

Similarly, $\mathrm{A}_{\alpha} \psi_{\alpha}=\psi_{e}=1$, so

$$
\begin{equation*}
\psi_{\alpha}\left(w s_{\alpha}\right)=\psi_{\alpha}(w)+w(\alpha) \tag{***}
\end{equation*}
$$

The function $\psi_{\alpha}: W \rightarrow \Lambda$ is uniquely determined by $(*),(* *)$, and $(* * *)$. (By $(* *)$ and $(* * *)$, the difference of two such functions would take the same values at $w$ and $w s_{\beta}$ for every simple root $\beta$, so it must be constant; by (*), the constant is zero.)

On the other hand, the function $f_{\alpha}(w)=\omega_{\alpha}-w\left(\omega_{\alpha}\right)$ clearly satisfies ( $*$ ), and it satisfies ( $* *$ ) and ( $* * *$ ) since

$$
\begin{aligned}
f_{\alpha}\left(w s_{\beta}\right) & =\omega_{\alpha}-w s_{\beta}\left(\omega_{\alpha}\right) \\
& =\omega_{\alpha}-w\left(\omega_{\alpha}-\delta_{\alpha \beta} \beta\right) \\
& =f_{\alpha}(w)+\delta_{\alpha \beta} w(\beta)
\end{aligned}
$$

It follows that $f_{\alpha}=\psi_{\alpha}$, as claimed.

## 3. Difference operators and line bundles

In Chapter $15, \S 6$, we saw $G$-equivariant line bundles

$$
\mathcal{L}_{\lambda}=G \times^{B} \mathbb{C}_{\lambda}
$$

for each character $\lambda \in M$, inducing a homomorphism

$$
b: \Lambda=\operatorname{Sym}^{*} M \rightarrow H_{T}^{*}(G / B)
$$

of graded rings. (There we used $\mathbb{Q}$ coefficients, but the definition of $b$ is the same for $\mathbb{Z}$ coefficients.) And $W$ acts on $\Lambda$, induced by its action on the character group $M$.

Exercise 3.1. Show that the fiber of $\mathcal{L}_{\lambda}$ at the $T$-fixed point $p_{w}$ is the representation $\mathbb{C}_{w(\lambda)}$, so $\left.c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)\right|_{w}=w(\lambda)$. Conclude that the homomorphism $b: \Lambda \rightarrow H_{T}^{*}(G / B)$ is injective. ${ }^{2}$

Exercise 3.2. Show that

$$
c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)=\sum_{\alpha \in \Delta}-\left\langle\lambda, \alpha^{\vee}\right\rangle y\left(s_{\alpha}\right)+\lambda
$$

for any $\lambda \in M .{ }^{3}$
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We have seen operators $\mathrm{D}_{\alpha}$ on $H_{T}^{*}(G / B)$ and $\mathrm{A}_{\alpha}$ on $F(W, Q)$. The "classical" divided difference operators on $\Lambda$ are defined by

$$
\partial_{\alpha}(f)=\frac{s_{\alpha}(f)-f}{\alpha}
$$

for each simple root $\alpha$.
Exercise 3.3. The operators $\partial_{\alpha}$ also satisfy a Leibniz rule:

$$
\partial_{\alpha}(f \cdot g)=\partial_{\alpha}(f) \cdot g+\left(s_{\alpha} f\right) \cdot \partial_{\alpha}(g)
$$

for any $f, g \in \Lambda$.

Proposition 3.4. For any $f \in \Lambda$, we have $\mathrm{D}_{\alpha} b(f)=b\left(\partial_{\alpha} f\right)$. That is, the diagram

commutes.

Proof. It suffices to show that the outer rectangle commutes, since we already know the right square does (Proposition 2.2). That is, writing $b^{\prime}: \Lambda \rightarrow F(W, Q)$ for the composition, we must show $\mathrm{A}_{\alpha} b^{\prime}(f)=b^{\prime}\left(\partial_{\alpha} f\right)$ for any $f \in \Lambda$.

First consider the case $f=\lambda \in M$. By Exercise 3.1, the corresponding function $b^{\prime}(\lambda) \in F(W, Q)$ is $w \mapsto w(\lambda)$. The operator $\mathrm{A}_{\alpha}$ takes this to the constant function sending $w$ to

$$
\frac{w s_{\alpha}(\lambda)-w(\lambda)}{w(\alpha)}=-\left\langle\lambda, \alpha^{\vee}\right\rangle
$$

On the other hand,

$$
\partial_{\alpha}(\lambda)=\frac{s_{\alpha}(\lambda)-\lambda}{\alpha}=-\left\langle\lambda, \alpha^{\vee}\right\rangle
$$

so the claim is true in this case.
For the general case, we use induction on degree: since all maps are additive, it suffices to prove that knowing the asserted formula
for $\lambda$ and $f$ implies it for $\lambda f$. For this, we apply the Leibniz formulas

$$
\partial_{\alpha}(\lambda f)=\partial_{\alpha}(\lambda) f+s_{\alpha}(\lambda) \partial_{\alpha}(f)
$$

and

$$
\mathrm{A}_{\alpha}(\lambda \psi)=\mathrm{A}_{\alpha}(\lambda) \psi+s_{\alpha}(\lambda) \mathrm{A}_{\alpha}(\psi)
$$

together with the fact that $b^{\prime}$ respects the action of $W$ : for $v \in W$ and $f \in \Lambda$, one computes $v \cdot b^{\prime}(f)=b^{\prime}(v \cdot f)$.

It follows that the operators $\partial_{\alpha}$ satisfy the same properties as $\mathrm{D}_{\alpha}$ and $\mathrm{A}_{\alpha}$. For a sequence of simple roots $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$, the composition $\partial_{\alpha_{1}} \circ \cdots \circ \partial_{\alpha_{\ell}}$ depends only on $v=s_{\alpha_{1}} \cdots s_{\alpha_{\ell}}$ if $\ell(v)=\ell$ (i.e., if the word is reduced), and vanishes otherwise. Writing

$$
\partial_{v}=\partial_{\alpha_{1}} \circ \cdots \circ \partial_{\alpha_{\ell}}
$$

for any reduced word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$, we have

$$
\partial_{u} \circ \partial_{v}= \begin{cases}\partial_{u v} & \text { if } \ell(u v)=\ell(u)+\ell(v) \\ 0 & \text { otherwise }\end{cases}
$$

Example 3.5. In terms of the $W$-action on $H_{T}^{*}(G / B)$ described in the last section, we have

$$
\mathrm{D}_{\alpha}(x)=\frac{s_{\alpha} \cdot x-x}{b(\alpha)} .
$$

In particular, taking $x=x\left(s_{\alpha}\right)$ and using $\mathrm{D}_{\alpha}(x(e))=x\left(s_{\alpha}\right)$, we see

$$
s_{\alpha} \cdot x(e)=-x(e) .
$$

Since $x(e)$ is the class of a point, this means that $s_{\alpha}$ cannot come from any holomorphic action on $G / B$.

## 4. The right $W$-action

In Proposition 2.3, we have seen one way in which $W$ acts on $H_{T}^{*}(G / B)$, equivariantly for the inclusion $H_{T}^{*}(G / B) \hookrightarrow F(W, Q)$ and the homomorphism $b: \Lambda \rightarrow H_{T}^{*}(G / B)$. This action is by $\Lambda$-algebra automorphisms of $H_{T}^{*}(G / B)$, but as noted in Example 3.5, it does not come from an algebraic action of $W$ on $G / B$.

In fact, this $W$-action is the same as the one induced by the action on $G / B=K / S$ discussed in Chapter $15, \S 6$. We can see this algebraically, using the projection $G / T \rightarrow G / B$. This is a $G$-equivariant fiber bundle with fibers isomorphic to $B / T \cong U \cong \mathbb{A}^{N}$, so the pullback maps

$$
H_{G}^{*}(G / B) \rightarrow H_{G}^{*}(G / T) \quad \text { and } \quad H_{T}^{*}(G / B) \rightarrow H_{T}^{*}(G / T)
$$

are isomorphisms. The Weyl group $W=N(T) / T$ acts naturally on $G / T$ by right multiplication, so $g T \cdot \dot{w}=g \dot{w} T$. (Choosing a lift $\dot{w} \in N_{K}(S) \subset N_{G}(T)$, this evidently restricts to the right action of $W$ on $K / S$ from Chapter 15.) The right action of $W$ commutes with the left action of $G$, so it induces left actions on $\Lambda=H_{G}^{*}(G / B)=H_{G}^{*}(G / T)$ and $H_{T}^{*}(G / B)=H_{T}^{*}(G / T)$.

Another way of realizing the same action will be useful. For $w \in W$, let $B^{w}=\dot{w} B \dot{w}^{-1} \subseteq G$. This is the stabilizer of the point $p_{w} \in G / B$. There is a canonical $G$-equivariant isomorphism $\Phi^{w}$ fitting into a commuting diagram

defined by $\Phi^{w}(g B)=g \dot{w}^{-1} B^{w}$.
Lemma 4.1. The diagram

commutes, where the right vertical arrow is $\psi \mapsto w \cdot \psi$, with the $W$-action as in §2.

Proof. For $v \in W$, let $p_{v}^{w}=v B^{w} \in G / B^{w}$ be the corresponding $T$-fixed point in $G / B^{w}$. It suffices to consider the fixed-point classes $\left[p_{v}^{w}\right]^{T} \in H_{T}^{*}\left(G / B^{w}\right)$, since their images in $F(W, Q)$ form a $Q$-linear
basis. On one hand, we have

$$
\left(\Phi^{w}\right)^{*}\left[p_{v}^{w}\right]^{T}=\left[\left(\Phi^{w}\right)^{-1}\left(p_{v}^{w}\right)\right]^{T}=\left[p_{v w}\right]^{T} .
$$

On the other hand, letting $\psi_{p_{v}^{w}} \in F(W, Q)$ be the function given by $\psi_{p_{v}^{w}}(u)=\left.\left[p_{v}^{w}\right]^{T}\right|_{u}$, one computes $w \cdot \psi_{p_{v}^{w v}}=\psi_{p_{v w}}$.

Proposition 4.2. The $W$-action on $H_{T}^{*}(G / B)$ induced by the right action on $G / T$ is the same as the action defined in Proposition 2.3. The $W$-action on $\Lambda=H_{G}^{*}(G / B)$ is the usual one induced by the action on $M$.

Proof. The first statement follows from Lemma 4.1, using the diagram (3). The second statement is Chapter 15, Exercise 6.7.

## 5. Left-handed actions and operators

We will see another $W$-action on $H_{T}^{*}(G / B)$, along with corresponding operators $\widetilde{\mathrm{D}}_{\alpha}$ and $\widetilde{\mathrm{A}}_{\alpha}$. In the next section, we use a geometric construction to realize the symmetry between the two $W$-actions, and these two sets of operators.

This $W$-action comes from left multiplication of $N(T) \subset G$ on $G / B$. For $w \in W$, let

$$
\tau_{w}: H_{T}^{*}(G / B) \rightarrow H_{T}^{*}(G / B)
$$

be the pullback homomorphism corresponding to the automorphism $g B \mapsto \dot{w}^{-1} g B$ of $G / B$. (As usual, this is independent of the choice of representative $\dot{w} \in N(T)$.) This automorphism of $G / B$ is equivariant with respect to the automorphism $t \mapsto \dot{w}^{-1} t \dot{w}$ of $T$. So $\tau_{w}$ is not a $\Lambda$-algebra automorphism; it intertwines the natural action of $W$ on $\Lambda$. That is, for $f \in \Lambda$ and $x \in H_{T}^{*}(G / B)$,

$$
\begin{equation*}
\tau_{w}(f \cdot x)=w(f) \cdot \tau_{w}(x) \tag{4}
\end{equation*}
$$

where $W$ acts on $\Lambda=\operatorname{Sym}^{*} M$ via its usual action on $M$.
We will call this the left-handed action of $W$ on $H_{T}^{*}(G / B)$, to distinguish it from the one defined by Proposition 2.3, which we call the right-handed action. The terminology will be justified in the next section, by Theorem 6.3.

Chapter 16. The algebra of divided difference operators
The left-handed action on $H_{T}^{*}(G / B)$ extends to an action of $W$ on $F(W, Q)$, as follows. For $\psi \in F(W, Q)$ and $w \in W$, define $\tau_{w} \psi$ by

$$
\left(\tau_{w} \psi\right)(v)=w\left(\psi\left(w^{-1} v\right)\right)
$$

for each $v \in W$. So $\tau_{w}$ intertwines the $Q$-algebra structure of $F(W, Q)$ by the same twist (4), and preserves $F(W, \Lambda) \subseteq F(W, Q)$.

Exercise 5.1. Verify that the diagram

commutes, so the action of $\tau_{w}$ on $F(W, Q)$ extends the one on $H_{T}^{*}(G / B) .{ }^{4}$
For a simple root $\alpha$, we saw formulas for the operators $\mathrm{D}_{\alpha}$ and $\mathrm{A}_{\alpha}$ in terms of the right-handed $W$-action. Operators $\widetilde{\mathrm{D}}_{\alpha}$ and $\widetilde{\mathrm{A}}_{\alpha}$ are defined analogously, using the left-handed action. Given elements $x \in H_{T}^{*}(G / B)$ and $\psi \in F(W, Q)$, let

$$
\widetilde{\mathrm{D}}_{\alpha}(x)=\frac{\tau_{\alpha}(x)-x}{\alpha}
$$

and

$$
\widetilde{\mathrm{A}}_{\alpha}(\psi)=\frac{\tau_{\alpha}(\psi)-\psi}{\alpha}
$$

where we write $\tau_{\alpha}$ for $\tau_{s_{\alpha}}$.
The analogue of Proposition 3.4 holds, with $b: \Lambda \rightarrow H_{T}^{*}(G / B)$ replaced by $\rho^{*}: \Lambda \rightarrow H_{T}^{*}(G / B)$, where $\rho: G / B \rightarrow$ pt (so $\rho^{*}$ gives the usual $\Lambda$-algebra structure).

Proposition 5.2. The diagram

commutes.

The proof is similar to that of Proposition 3.4, and we leave it as an exercise. ${ }^{5}$

The left-handed operators behave similarly to the right-handed operators. The action on Schubert bases is given by

$$
\widetilde{\mathrm{D}}_{\alpha}(x(w))= \begin{cases}x\left(s_{\alpha} w\right) & \text { if } \ell\left(s_{\alpha} w\right)>\ell(w)  \tag{5}\\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\widetilde{\mathrm{D}}_{\alpha}(y(w))= \begin{cases}y\left(s_{\alpha} w\right) & \text { if } \ell\left(s_{\alpha} w\right)<\ell(w)  \tag{6}\\ 0 & \text { otherwise }\end{cases}
$$

It follows that the compositions $\widetilde{\mathrm{D}}_{\alpha_{1}} \circ \cdots \circ \widetilde{\mathrm{D}}_{\alpha_{\ell}}$ and $\widetilde{\mathrm{A}}_{\alpha_{1}} \circ \cdots \circ \widetilde{\mathrm{~A}}_{\alpha_{\ell}}$ are zero when the word $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ is not reduced, and they depend only on $v=s_{\alpha_{1}} \cdots s_{\alpha_{\ell}}$ when this is a reduced expression. These facts may be proved directly, but we will deduce them from a geometric construction which illustrates the symmetry between left- and righthanded operators.

Example 5.3. Consider $G=S L_{n}$, so $G / B=F l\left(\mathbb{C}^{n}\right)$, and a simple root $\alpha=t_{k}-t_{k+1}$. Using the identification $y(w)=\left[\Omega_{w}\right]^{T}$ and comparing (6) with Chapter 11, Corollary 4.4, it follows that $-\widetilde{\mathrm{D}}_{\alpha}$ corresponds to the " $y$-variable" divided difference operator $\partial_{k}^{y}$.

## 6. The convolution algebra

We have canonical isomorphisms

$$
H_{G}^{*}(G / B)=H_{B}^{*}(\mathrm{pt})=\Lambda
$$

and

$$
H_{G}^{*}(G / B \times G / B)=H_{B}^{*}(G / B)=H_{T}^{*}(G / B),
$$

where $G$ acts diagonally on $G / B$. In particular, the identification with $H_{G}^{*}(G / B \times G / B)$ offers a more symmetric picture of $H_{T}^{*}(G / B)$, and also lets us exploit a general algebraic structure on the cohomology of a product.

Definition 6.1. Let $X$ be a nonsingular compact variety with an action of a linear algebraic group $G$, so $G$ acts diagonally on $X \times X$. The convolution product on $H_{G}^{*}(X \times X)$ is defined by

$$
x \star y=p r_{13_{*}}\left(p r_{12}^{*} x \cdot p r_{23}^{*} y\right)
$$

for $x, y \in H_{G}^{*}(X \times X)$, where the maps $p r_{i j}: X \times X \times X \rightarrow X \times X$ are the projections.

The convolution product is not commutative, but it is associative and compatible with the $\Lambda_{G}$-algebra structure. (For $c \in \Lambda_{G}^{p}$ and $x \in H_{G}^{q}(X \times X)$, we have $c \cdot(x \star y)=(c \cdot x) \star y=(-1)^{p q} x \star(c \cdot y)$.)

Exercise 6.2. Let $\omega$ be the involution which exchanges factors of $X \times X$, that is, $\omega(a, b)=(b, a)$. Show that

$$
\omega^{*}\left(\omega^{*}(x) \star y\right)=(-1)^{p q} \omega^{*}(y) \star x
$$

for $x \in H_{G}^{p}(X \times X)$ and $y \in H_{G}^{q}(X \times X) .{ }^{6}$
For $X=G / B$, the convolution algebra gives a symmetric description of the left- and right-handed actions and operations.

## Theorem 6.3.

(a) Let $p r_{i}: G / B \times G / B \rightarrow G / B$ and $\rho: G / B \rightarrow$ pt be the projections, and let $b: \Lambda \rightarrow H_{T}^{*}(G / B)$ be the homomorphism defined by $b(\lambda)=c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)$. Under the usual identifications $\Lambda=H_{G}^{*}(G / B)$ and $H_{T}^{*}(G / B)=H_{G}^{*}(G / B \times G / B)$, we have

$$
\rho^{*}=p r_{1}^{*} \quad \text { and } \quad b=p r_{2}^{*}
$$

as homomorphisms $\Lambda \rightarrow H_{T}^{*}(G / B)$.
(b) For $w \in W$ and $x \in H_{T}^{*}(G / B)$, write $\tau_{w}(x)$ and $w \cdot x$ for the left- and right-handed actions, respectively. Let $W \times W$ act on $G / T \times G / T$ by right multiplication, and for $w, v \in W$ write $(w \times v)(x)$ for the induced action on $H_{G}^{*}(G / T \times G / T)$. Identifying $H_{T}^{*}(G / B)=H_{G}^{*}(G / T \times G / T)$, we have

$$
\tau_{w}(x)=(w \times 1)(x) \quad \text { and } \quad w \cdot x=(1 \times w)(x) .
$$

(c) Let $Z(\alpha)=\overline{G \cdot\left(p_{e}, p_{s_{\alpha}}\right)} \subseteq G / B \times G / B$, and let $z(\alpha)=[Z(\alpha)]^{G}$ in $H_{G}^{*}(G / B \times G / B)$. We have

$$
\widetilde{\mathrm{D}}_{\alpha}(x)=z(\alpha) \star x \quad \text { and } \quad \mathrm{D}_{\alpha}(x)=x \star z(\alpha)
$$

for $x \in H_{T}^{*}(G / B)$.

Part (b) says the left-handed action of $W$ on $H_{T}^{*}(G / B)$ comes from the first factor of $W \times W$, and the right-handed action comes from the second factor. Part (c) says the actions of $\widetilde{\mathrm{D}}_{\alpha}$ and $\mathrm{D}_{\alpha}$ on $H_{T}^{*}(G / B)$ are given by left and right convolution with $z(\alpha)$, respectively.

Proof. The $G$-equivariant isomorphism $G \times{ }^{B} G / B \cong G / B \times G / B$ establishes part (a).

For (b), one uses the commutative diagram

given by

to see $\tau_{w}(x)=(1 \times w)(x)$. A similar diagram describes the righthanded $W$-action.

In (c), it follows from Proposition 1.2 that $\mathrm{D}_{\alpha}(x)=x \star z(\alpha)$. For the left-handed operator $\widetilde{\mathrm{D}}_{\alpha}$, we use the involution $\omega$ to exchange factors of $G / B \times G / B$. From (a), we have

$$
\omega^{*}(b(f))=\rho^{*}(f)
$$

for any $f \in \Lambda$. From (b) we have

$$
\omega\left(w \cdot \omega^{*}(x)\right)=\tau_{w}(x)
$$

for any $x \in H_{T}^{*}(G / B)$ and $w \in W$. We compute:

$$
\begin{aligned}
\left(\omega^{*} \circ \mathrm{D}_{\alpha} \circ \omega^{*}\right)(x) & =\omega^{*}\left(\frac{s_{\alpha} \cdot\left(\omega^{*} x\right)-\omega^{*} x}{b(\alpha)}\right) \\
& =\frac{\omega^{*}\left(s_{\alpha} \cdot\left(\omega^{*} x\right)\right)-\omega^{*}\left(\omega^{*} x\right)}{\omega^{*}(b(\alpha))} \\
& =\frac{\tau_{\alpha}(x)-x}{\alpha} \\
& =\widetilde{\mathrm{D}}_{\alpha}(x) .
\end{aligned}
$$

So it suffices to observe

$$
\omega^{*}\left(\omega^{*}(x) \star z(\alpha)\right)=z(\alpha) \star x
$$

which follows from Exercise 6.2 together with $\omega^{*} z(\alpha)=z(\alpha)$.
Exercise 6.4. For $w \in W$, let $z(w)=[Z(w)]^{G}$ in $H_{G}^{*}(G / B \times G / B)$. Show that $z(w)=x(w)$ under the identification of $H_{G}^{*}(G / B \times G / B)$ with $H_{T}^{*}(G / B)$. Conclude that $\omega^{*} x(w)=x\left(w^{-1}\right)$.

It follows that the convolution algebra has the same structure as the nil-Hecke algebra of difference operators.

Corollary 6.5. Using $H_{T}^{*}(G / B)=H_{G}^{*}(G / B \times G / B)$, the convolution algebra structure is determined by

$$
x(u) \star x(v)= \begin{cases}x(u v) & \text { if } \ell(u v)=\ell(u)+\ell(v) ;  \tag{*}\\ 0 & \text { otherwise } ;\end{cases}
$$

and

$$
\begin{equation*}
(f \cdot x) \star\left(f^{\prime} \cdot x^{\prime}\right)=\left(f \cdot b\left(f^{\prime}\right) \cdot x\right) \star x^{\prime} \tag{**}
\end{equation*}
$$

for $f, f^{\prime} \in \Lambda$ and $x, x^{\prime} \in H_{T}^{*}(G / B)$.
Proof. The classes $x(w)$ form a basis for $H_{T}^{*}(G / B)$ over $\Lambda$, so the formulas $(*)$ and $(* *)$ characterize the product. To see that ( $*$ ) holds, use Theorem 6.3(c) together with Exercise 6.4 and induction on $\ell(v)$. To see (**) holds, write

$$
(f \cdot x) \star\left(f^{\prime} \cdot x^{\prime}\right)=(f \cdot x) \star\left(\rho^{*}\left(f^{\prime}\right) x^{\prime}\right)
$$

and apply Theorem 6.3(a).

The formulas for $\widetilde{\mathrm{D}}_{\alpha}$ in (5) and (6) are immediate consequences, as is the fact that $\widetilde{\mathrm{D}}_{v}=\widetilde{\mathrm{D}}_{\alpha_{1}} \circ \cdots \circ \widetilde{\mathrm{D}}_{\alpha_{\ell}}$ is independent of the choice of reduced word for $v$ : we have

$$
\widetilde{\mathrm{D}}_{v}(x)=x(v) \star x \quad \text { and } \quad \mathrm{D}_{v}(x)=x \star x\left(v^{-1}\right)
$$

for any $v \in W$ and $x \in H_{T}^{*}(G / B)$.
Remark. The nil-Hecke algebra acts as operators on $H_{T}^{*} X$, for any left $G$-space $X$. One can see this by identifying

$$
H_{T}^{*} X=H_{G}^{*}(G / B \times X)
$$

Then for any $z \in H_{G}^{*}(G / B \times G / B)$ and $x \in H_{T}^{*} X$, one has a convolution action defined by

$$
z \star x=p r_{13_{*}}\left(p r_{12}^{*}(z) \cdot p r_{23}^{*}(x)\right)
$$

where $p r_{i j}$ are the projections from $G / B \times G / B \times X$.
In particular, for each simple root $\alpha$ there are left-handed difference operators $\widetilde{\mathrm{D}}_{\alpha}$ acting on $H_{T}^{*} X$ by $\widetilde{\mathrm{D}}_{\alpha}(x)=z(\alpha) \star x$.

## Notes

The operators $\mathrm{D}_{\alpha}$ were introduced in the 1970s by Bernstein-GelfandGelfand and Demazure to study the ordinary cohomology, Chow groups, and K-theory of $G / B$ [BGG73, De74]. Variations were studied further in the 1980s by Arabia and Kostant-Kumar, [Ara86, Ara89, KoKu86]. The term "nil-Hecke ring" was coined by Kostant and Kumar. It is also sometimes called the nil-Coxeter algebra; see, e.g., [FoSt94].

One can define operators $\mathscr{L}_{w}: H_{T}^{*}(G / B) \rightarrow \Lambda$ by $\mathscr{L}_{w}(x)=\rho_{*}(x \cdot x(w))$. Equivalently (via Poincaré duality), this operator picks out the coefficient of $y(w)$ in the expansion of $x$, that is,

$$
x=\sum_{w \in W} \mathscr{L}_{w}(x) \cdot y(w) .
$$

Arabia considers these operators when $x$ lies in the subalgebra $H_{G}^{*}(G / B)$, which is included in $H_{T}^{*}(G / B)$ via the homomorphism $b$. Using the identifications $H_{T}^{*}(G / B)=H_{G}^{*}(G / B \times G / B), x(w)=z(w), b=p r_{2}^{*}$, and $\rho_{*}=p r_{1_{*} \prime}$ we have

$$
\mathscr{L}_{w}(x)=p r_{1_{*}}\left(p r_{2}^{*} x \cdot z(w)\right)
$$

By applying the involution $\omega$, the same formula defines $\mathrm{D}_{w}(x)$, for any $x$ in $H_{T}^{*}(G / B)$ (Proposition 1.2). For $x \in H_{G}^{*}(G / B)$, it follows from Proposition 3.4 that $\mathscr{L}_{w}=\partial_{w}$ as endomorphisms of $H_{G}^{*}(G / B)=\Lambda$. A different proof of this formula is given in [Ara86].

The functions $\psi_{v}$ are often denoted $\xi^{v}$, especially in the literature stemming from [KoKu86]. They were studied in detail by Billey [Bi99].

The left- and right-handed actions of $W$ on $H_{T}^{*}(G / B)$ are sometimes simply called left and right actions; as group actions they are both left actions. They were used by Knutson to obtain recurrence formulas for multiplying Schubert classes in $H_{T}^{*}(G / B)$ [Kn03]. They are also referred to as the "dot" and "star" actions by Tymoczko [Tym08a], and by others following her (e.g. [BrosCh18]).

Subtler versions of convolution algebras have many applications in representation theory. For instance, they are used extensively in the book by Chriss and Ginzburg [ChrGi97].

## Hints for exercises

${ }^{1}$ Apply the projection formula, using $y(u)=\pi_{\alpha}^{*} y[u], y[v]=\pi_{\alpha *} y(v)$, and $\pi_{\alpha}^{*} y[v]=y\left(v s_{\alpha}\right)$.
${ }^{2}$ The first statement is an easy calculation: for $t \in T$ and $z \in \mathbb{C}_{\lambda}$,

$$
t \cdot[\dot{w}, z]=[t \dot{w}, z]=\left[\dot{w}\left(\dot{w}^{-1} t \dot{w}\right), z\right]=\left[\dot{w}, \lambda\left(\dot{w}^{-1} t \dot{w}\right) z\right]=[\dot{w}, w(\lambda)(t) z] .
$$

The composition $\Lambda \rightarrow H_{T}^{*}(G / B) \hookrightarrow F(W, \Lambda)$ is injective, since it sends any $f \in \Lambda$ to the function $\psi_{f}$ defined by $\psi_{f}(w)=w(f)$.
${ }^{3}$ Since the fundamental weights are a basis, it suffices to do this for $\lambda=\omega_{\alpha}$. Then one sees $c_{1}^{T}\left(\mathcal{L}_{\omega_{\alpha}}\right)=\omega_{\alpha}-y\left(s_{\alpha}\right)$ by restricting both sides to $p_{w}$, using the formula for $\left.y\left(s_{\alpha}\right)\right|_{w}$ from Lemma 2.6.
${ }^{4}$ The fixed-point classes $\left[p_{v}\right]^{T} \in H_{T}^{*}(G / B)$ restrict to a $Q$-basis for $F(W, Q)$, so it suffices to work with these classes. The corresponding function $\psi_{p_{0}}$ is given by $\psi_{p_{v}}(v)=\prod_{v\left(R^{-}\right)} \beta$ and $\psi_{p_{v}}(u)=0$ for $u \neq v$. One checks $\tau_{w v}\left(\left[p_{v}\right]^{T}\right)=\left[p_{w v}\right]^{T}$, so the claim is that

$$
\tau_{w v} \cdot \psi_{p_{v}}=\psi_{p_{w v}}
$$

which is a straightforward calculation.
${ }^{5}$ Using Exercise 5.1, the right square commutes, so it suffices to show the outer square commutes. For $f \in \Lambda$, let $\psi_{f} \in F(W, Q)$ be the constant function. Then one
computes

$$
\begin{aligned}
\left(\widetilde{\mathrm{A}}_{\alpha} \psi_{f}\right)(v) & =\frac{\left(\tau_{\alpha} \psi_{f}\right)(v)-\psi_{f}(v)}{\alpha} \\
& =\frac{s_{\alpha}\left(\psi_{f}\left(s_{\alpha}^{-1} v\right)\right)-\psi_{f}(v)}{\alpha} \\
& =\frac{s_{\alpha}(f)-f}{\alpha}
\end{aligned}
$$

which is $\psi_{\partial_{\alpha}(f)}$, as claimed.
${ }^{6}$ Use $p r_{12}=\omega \circ p r_{13} \circ \omega_{13}$, where $\omega_{13}$ exchanges the first and third factors of $X \times X \times X$. Since $\omega$ is an involution, we have $\omega^{*}=\omega_{*}$ on cohomology, and one can compute

$$
\begin{aligned}
\omega^{*}\left(\omega^{*}(x) \star y\right) & =\omega^{*} p r_{13_{*}}\left(p r_{12}^{*} \omega^{*}(x) \cdot p r_{23}^{*}(y)\right) \\
& =\left(\omega \circ p r_{13}\right)_{*}\left(\omega_{13}^{*} p r_{23}^{*}(x) \cdot \omega_{13}^{*} p r_{12}^{*} \omega^{*}(y)\right) \\
& =\left(\omega \circ p r_{13} \circ \omega_{13}\right)_{*}\left(p r_{23}^{*}(x) \cdot p r_{12}^{*} \omega^{*}(y)\right) \\
& =p r_{13_{*}}\left(p r_{23}^{*}(x) \cdot p r_{12}^{*} \omega^{*}(y)\right) \\
& =(-1)^{p q} p r_{13_{*}}\left(p r_{12}^{*} \omega^{*}(y) \cdot p r_{23}^{*}(x)\right) \\
& =(-1)^{p q} \omega^{*}(y) \star x .
\end{aligned}
$$

## CHAPTER 17

## Equivariant homology

We have focused on cohomology, but in fact the perspective we emphasize-using finite-dimensional approximation spaces-is well suited to homology, and in particular, equivariant Borel-Moore homology and equivariant Chow groups. Here we introduce these constructions, as well as the related Segre classes and equivariant multiplicities. In the next chapter, we will apply properties of equivariant multiplicities to study singularities of Schubert varieties.

In this chapter, $G$ is a complex linear algebraic group. When discussing localization and equivariant multiplicities, we will restrict attention to tori.

## 1. Equivariant Borel-Moore homology and Chow groups

Let $\mathbb{E} \rightarrow \mathbb{B}$ be a map of nonsingular algebraic varieties which is principal $G$-bundle, with $\widetilde{H}^{i} \mathbb{E}=0$ for $i<N$, so these serve as a finite-dimensional approximation spaces for defining equivariant cohomology. In Chapter 3, we also saw relative groups for a $G$ invariant subspace $Y \subseteq X$, defined by $H_{G}^{i}(X, Y)=H^{i}\left(\mathbb{E} \times{ }^{G} X, \mathbb{E} \times{ }^{G} Y\right)$ for $i<N$. These have long exact sequences

$$
\cdots \rightarrow H_{G}^{i}(X, Y) \rightarrow H_{G}^{i}(X) \rightarrow H_{G}^{i}(Y) \rightarrow H_{G}^{i+1}(X, Y) \rightarrow \cdots
$$

coming from the corresponding sequence of the pair $\left(\mathbb{E} \times{ }^{G} X, \mathbb{E} \times{ }^{G} Y\right)$.
The homology groups most useful for algebraic varieties are the Borel-Moore homology groups, which we denote by $\bar{H}_{i} X$. When $X$ is embedded as a closed subspace of an oriented manifold $M$ of (real) dimension $n$, there are canonical isomorphisms

$$
\bar{H}_{i} X=H^{n-i}(M, M \backslash X) .
$$

Borel-Moore groups are covariant for proper maps $X \rightarrow Y$. For certain maps $f: X \rightarrow Y$, there are Gysin pullback homomorphisms $f^{*}: \bar{H}_{i} Y \rightarrow \bar{H}_{i+d} X$, where $d=\operatorname{dim}_{\mathbb{R}} X-\operatorname{dim}_{\mathbb{R}} Y$. For example, these exist if $f$ is an open embedding, or more generally if it is a smooth morphism. When $X$ is a compact algebraic variety, Borel-Moore homology agrees with singular homology. More about Borel-Moore homology may be found in Appendix A, §2.

Now suppose a $G$-space $X$ can be embedded equivariantly as a closed invariant subspace of an oriented $n$-dimensional $G$-manifold. One expects the equivariant Borel-Moore homology groups of $X$ to satisfy

$$
\begin{equation*}
\bar{H}_{i}^{G}(X)=H_{G}^{n-i}(M, M \backslash X) \tag{1}
\end{equation*}
$$

This means

$$
\bar{H}_{i}^{G}(X)=H^{n-i}\left(\mathbb{E} \times{ }^{G} M,\left(\mathbb{E} \times{ }^{G} M\right) \backslash\left(\mathbb{E} \times{ }^{G} X\right)\right)
$$

when $n-i<N$, so $i>n-N$. The space $\mathbb{E} \times{ }^{G} M$ is an oriented manifold of dimension $n+\operatorname{dim}_{\mathbb{R}} \mathbb{B}=n+\operatorname{dim}_{\mathbb{R}} \mathbb{E}-\operatorname{dim}_{\mathbb{R}} G$, and it contains $\mathbb{E} \times{ }^{G} X$ as a closed subspace. So the group on the right-hand side of the above expression is $\bar{H}_{n+\operatorname{dim}_{\mathbb{R}} \mathbb{B}-(n-i)}\left(\mathbb{E} \times{ }^{G} X\right)$. This suggests the general definition, where we do not require $X$ to be equivariantly embedded in a manifold.

Definition 1.1. Let $X$ be an algebraic variety with (left) $G$-action, and let $\mathbb{E} \rightarrow \mathbb{B}$ be an approximation space as above. The equivariant Borel-Moore homology groups are defined as

$$
\begin{equation*}
\bar{H}_{i}^{G}(X)=\bar{H}_{i+\operatorname{dim}_{\mathbb{R}} \mathbb{B}}\left(\mathbb{E} \times{ }^{G} X\right), \tag{2}
\end{equation*}
$$

whenever $i>-N$.
These groups are typically nonzero for $i<0$. For instance, we have

$$
\bar{H}_{i}^{G}(\mathrm{pt})=H_{G}^{-i}(\mathrm{pt})
$$

More generally, when $X$ is a nonsingular variety of (complex) dimension $n$, there are canonical isomorphisms

$$
\bar{H}_{i}^{G}(X)=H_{G}^{2 n-i}(X)
$$

for all $i$.
To compare groups for approximations $\mathbb{E} \rightarrow \mathbb{B}$ and $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$, one uses Gysin pullback maps for smooth projections. Assume that $\widetilde{H}^{i} \mathbb{E}=\widetilde{H}^{i} \mathbb{E}^{\prime}=0$ for $i<N$. Writing $b=\operatorname{dim}_{\mathbb{R}} \mathbb{B}$ and $b^{\prime}=\operatorname{dim}_{\mathbb{R}} \mathbb{B}^{\prime}$, the maps

$$
\bar{H}_{i+b}\left(\mathbb{E} \times^{G} X\right) \rightarrow \bar{H}_{i+b+b^{\prime}+\operatorname{dim}_{\mathbb{R}} G}\left(\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X\right) \leftarrow \bar{H}_{i+b^{\prime}}\left(\mathbb{E}^{\prime} \times{ }^{G} X\right)
$$

are isomorphisms for $i>-N$. To determine an element of $\bar{H}_{i}^{G}(X)$, one must give elements of each of these groups, which map to one another via these Gysin homomorphisms. For example, a $k$-dimensional $G$ invariant closed subvariety $Z$ of a complex variety $X$ determines a fundamental class

$$
[Z]^{G}=\left[\mathbb{E} \times{ }^{G} Z\right]^{G} \quad \text { in } \quad \bar{H}_{2 k}^{G}(X)=\bar{H}_{2 k+\operatorname{dim}_{R} \mathbb{B}}\left(\mathbb{E} \times{ }^{G} X\right) .
$$

The functorial properties of equivariant Borel-Moore groups are similar to those of the non-equivariant ones. A $G$-equivariant proper morphism $f: X \rightarrow Y$ determines pushforward homomorphisms $f_{*}: \bar{H}_{i}^{G}(X) \rightarrow \bar{H}_{i}^{G}(Y)$. There are cap product actions

$$
H_{G}^{i}(X) \otimes \bar{H}_{j}^{G}(X) \rightarrow \bar{H}_{j-i}^{G}(X)
$$

with the usual projection formula.
An advantage of working with Borel-Moore homology groups is that they fit into long exact sequences. The same is true in the equivariant setting. If $Z \subseteq X$ is a closed $G$-invariant subspace, with complement $U=X \backslash Z$, there is a long exact sequence

$$
\cdots \rightarrow \bar{H}_{i}^{G}(Z) \rightarrow \bar{H}_{i}^{G}(X) \rightarrow \bar{H}_{i}^{G}(U) \rightarrow \bar{H}_{i-1}^{G}(Z) \rightarrow \cdots .
$$

(Using approximation spaces, this comes from the corresponding sequence for the closed subspace $\mathbb{E} \times{ }^{G} Z \subseteq \mathbb{E} \times{ }^{G} X$.)

Borel-Moore groups are not homotopy invariant. For example, with $G$ acting on an $n$-dimensional vector space $V$ via a representation, one has

$$
\bar{H}_{i}^{G}(V)=\bar{H}_{i-2 n}^{G}(\mathrm{pt})=H_{G}^{2 n-i}(\mathrm{pt})
$$

for all $i$. (Using approximation spaces, this corresponds to the Thom isomorphism for the vector bundle $\mathbb{E} \times{ }^{G} V \rightarrow \mathbb{B}$.) Via the cap product, this makes $\bar{H}_{i}^{G}(V)$ into a free module over $\Lambda_{G}$, generated by the class $[V]^{G}$.

The same ideas are used to define equivariant Chow groups, in the context of algebraic geometry over any ground field. One sets

$$
\begin{equation*}
A_{i}^{G}(X)=A_{i+b}\left(\mathbb{E} \times{ }^{G} X\right), \tag{3}
\end{equation*}
$$

where $b=\operatorname{dim} \mathbb{B}=\operatorname{dim} \mathbb{E}-\operatorname{dim} G$, and the groups on the right are ordinary Chow groups. Here one takes a representation $V$ of $G$, with $\mathbb{E} \subset V$ a Zariski-open subset on which $G$ acts freely. The definition (3) is independent of $\mathbb{E}$ when $\operatorname{codim}(V \backslash \mathbb{E}, V)$ is sufficiently large. Indeed, for fixed $i$, the Gysin maps (smooth pullback)

$$
A_{i+b}\left(\mathbb{E} \times{ }^{G} X\right) \rightarrow A_{i+b+b^{\prime}+\operatorname{dim} G}\left(\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times^{G} X\right) \leftarrow A_{i+b^{\prime}}\left(\mathbb{E}^{\prime} \times{ }^{G} X\right)
$$

are isomorphisms when $\operatorname{codim}(V \backslash \mathbb{E}, V)$ and $\operatorname{codim}\left(V^{\prime} \backslash \mathbb{E}^{\prime}, V^{\prime}\right)$ are large enough.

As before, a $G$-invariant $k$-dimensional closed subvariety $Z \subseteq X$ determines a class $[Z]^{G} \in A_{k}^{G}(X)$. Equivariant Chow groups are functorial for proper equivariant maps $f: X \rightarrow Y$.

We have $A_{i}^{G}(X)=0$ for $i>\operatorname{dim}(X)$. For complex varieties, $\bar{H}_{i}^{G}(X)=0$ for $i>2 \operatorname{dim}(X)$, and there are cycle class homomorphisms

$$
A_{i}^{G}(X) \rightarrow \bar{H}_{2 i}^{G}(X)
$$

with the usual properties of the non-equivariant cycle class maps.
There is a cell decomposition lemma:

Proposition 1.2. Suppose there is a filtration by G-invariant closed subsets

$$
\emptyset \subset X_{0} \subset X_{1} \subset \cdots \subset X_{m}=X
$$

such that each $X_{p} \backslash X_{p-1}=\coprod_{j} U_{p, j}$, with $U_{p, j} \cong \mathbb{C}^{n(p)}$. Then the classes $\left[\overline{U_{p, j}}\right]^{G}$ form a basis for $\bar{H}_{*}^{G}(X)$ as a $\Lambda_{G}$-module.

This generalizes what we have seen for equivariant cohomology (Chapter 4, Proposition 7.1). The proof is similar, and also establishes the analogous fact for equivariant Chow groups $A_{*}^{G}(X)$.

## 2. Segre classes

The usual construction of Segre classes extends directly to the equivariant setting. This class naturally lies in the product $\Pi \bar{H}_{i}^{G}(X)$ ( or $\prod A_{i}^{G}(X)$ ), which may be viewed as a completion of the direct sum $\bar{H}_{*}^{G}(X)$ (respectively, $A_{*}^{G}(X)$ ). We will use notation for Borel-Moore groups, but everything in this section applies to Chow groups, as well.

First we review some basic notions about cones. Let $X$ be a scheme, and $\mathcal{S}_{\bullet}=\bigoplus \mathcal{S}_{k}$ a graded sheaf of $\mathscr{O}_{X}$-algebras. We will always assume $\mathcal{S}_{0} \cong \mathscr{O}_{X}$, and that $\mathcal{S}_{1}$ is coherent and generates $\mathcal{S}_{\bullet}$ as an $\mathscr{O}_{X}$-algebra. The scheme

$$
C=\operatorname{Spec} \mathcal{S}_{\bullet} \rightarrow X
$$

is a cone over $X$. There is a natural "zero" section $X \rightarrow C$, defined by the quotient $\mathcal{S}_{\bullet} \rightarrow \mathcal{S}_{0}=\mathscr{O}_{X}$.

For any cone $C=\operatorname{Spec} \mathcal{S}_{\bullet}$, we define a cone $C \oplus 1=\operatorname{Spec} \mathcal{S}_{\bullet}[z]$, where $\mathcal{S}_{\bullet}[z]$ is graded so that the degree $k$ piece is

$$
\left(\mathcal{S}_{\bullet}[z]\right)_{k}=\mathcal{S}_{k} \oplus \mathcal{S}_{k-1} \cdot z \oplus \mathcal{S}_{k-2} \cdot z^{2} \oplus \cdots \oplus \mathcal{S}_{0} \cdot z^{k}
$$

The projective cone associated to $C$ is $\mathbb{P}(C)=\operatorname{Proj} \mathcal{S}_{\bullet}$, and the projective completion of $C$ is $\mathbb{P}(C \oplus 1)$. Thus $C$ is an open subset of $\mathbb{P}(C \oplus 1)$, and the section $X \rightarrow C \subseteq \mathbb{P}(C \oplus 1)$ corresponds to the "line" $0 \oplus 1 \hookrightarrow C \oplus 1$. As with any Proj, these projective cones come with universal line bundles $\mathscr{O}(1)$.

Suppose $G$ acts on $X$ and on $\mathcal{S}_{\bullet}$, preserving the grading. This makes $C \rightarrow X$ a $G$-equivariant cone. The action extends to $C \oplus 1$, by letting $G$ act trivially on the extra factor. We therefore obtain actions on $\mathbb{P}(C)$ and $\mathbb{P}(C \oplus 1)$, compatible with inclusions and projections, and making $\mathscr{O}(1)$ an equivariant line bundle.

Definition 2.1. Let $p: \mathbb{P}(C \oplus 1) \rightarrow X$ be the projection. The equivariant Segre class of $C$ is the class

$$
s^{G}(C)=p_{*}\left(\sum_{i \geq 0} c_{1}^{G}(\mathscr{O}(1))^{i}-[\mathbb{P}(C \oplus 1)]^{G}\right)
$$

in $\prod \bar{H}_{2 k}^{G}(X)$, where $\mathscr{O}(1)$ is the univeral line bundle on $\mathbb{P}(C \oplus 1)$.

When $X$ has pure dimension $n$, one writes $s_{k}^{G}(C)$ for the component of $s{ }^{G}(C)$ in $\bar{H}_{2 n-2 k}^{G}(X)$. In general, $s_{k}^{G}(C)$ is nonzero for arbitrarily large $k$.

Equivariant Segre classes may also be defined in terms of ordinary ones, as shown in the following exercise.

Exercise 2.2. Assume $X$ is an algebraic variety of (pure) dimension $n$. Show that the classes

$$
s_{k}\left(\mathbb{E} \times{ }^{G} C\right) \in \bar{H}_{2 n-2 k+\operatorname{dim}_{\mathbb{R}} \mathbb{B}}\left(\mathbb{E} \times{ }^{G} X\right)
$$

are compatible with the Gysin pullbacks for different choices of $\mathbb{E} \times \mathbb{B}$, and therefore they determine an element of $\bar{H}_{2 n-2 k}^{G}(X)$. Show that this class is equal to the class $s_{k}^{G}(C)$ defined above. ${ }^{1}$

Basic properties of equivariant Segre classes of cones follow from the corresponding ones for non-equivariant Segre classes. For example, suppose $E$ is a $G$-equivariant vector bundle on a variety $X$, and $C \rightarrow X$ is an equivariant cone. Writing $C \oplus E$ for the cone $C \times_{X} E$, we have

$$
\begin{equation*}
s^{G}(C \oplus E)=c^{G}(E)^{-1}-s^{G}(C) \tag{4}
\end{equation*}
$$

in $\Pi \bar{H}_{i}^{G}(X)$. In particular,

$$
s^{G}(E)=c^{G}(E)^{-1}-[X]^{G}
$$

and

$$
s^{G}(C \oplus 1)=s^{G}(C) \text {. }
$$

Example 2.3. Consider the case $X=$ pt. Let $C=V$ be a vector space, with a torus $T$ acting by characters $\chi_{1}, \ldots, \chi_{n}$. Then

$$
\begin{equation*}
s^{T}(V)=\frac{1}{c^{T}(V)}=\frac{1}{\left(1+\chi_{1}\right) \cdots\left(1+\chi_{n}\right)} \tag{5}
\end{equation*}
$$

in the completed ring $\Pi H_{G}^{k}(\mathrm{pt})=\Pi \bar{H}_{k}^{G}(\mathrm{pt})$. Using the definition and a localization computation on $\mathbb{P}^{n}$, this becomes a nontrivial identity:

$$
\begin{equation*}
\sum_{k=1}^{n+1} \sum_{i \geq 0} \frac{\left(-\chi_{k}\right)^{i}}{\prod_{j \neq k}\left(\chi_{j}-\chi_{k}\right)}=\frac{1}{\prod_{k=1}^{n}\left(1+\chi_{k}\right)} \tag{6}
\end{equation*}
$$

where $\chi_{n+1}=0$.
When $X \subseteq Y$ is a $G$-invariant subvariety (or subscheme), with ideal sheaf $I \subseteq \mathscr{O}_{Y}$, the normal cone

$$
C_{X} Y=\operatorname{Spec}\left(\bigoplus_{i \geq 0} I^{i} / I^{i+1}\right)
$$

is naturally a $G$-equivariant cone on $X$. The equivariant Segre class of $X$ in $Y$ is defined as

$$
s^{G}(X, Y)=s^{G}\left(C_{X} Y\right)
$$

Basic properties of this class follow from the non-euqivariant case. For example, let $f: Y^{\prime} \rightarrow Y$ be a $G$-equivariant morphism, inducing a fiber square

so $X^{\prime}=f^{-1} X$. If $f$ is proper and surjective, then

$$
\begin{equation*}
g_{*}{ }^{G}\left(X^{\prime}, Y^{\prime}\right)=d \cdot s^{G}(X, Y) \tag{7}
\end{equation*}
$$

where $d$ is the degree of $Y^{\prime} \rightarrow Y$ (so $d=0$ if $\operatorname{dim} Y^{\prime}>\operatorname{dim} Y$ ). If $f$ is a smooth morphism, then

$$
\begin{equation*}
g^{*} s^{G}(X, Y)=s^{G}\left(X^{\prime}, Y^{\prime}\right) \tag{8}
\end{equation*}
$$

(This holds more generally when $f$ is flat.)

## 3. Localization

There are general localization theorems for the inclusion of the fixed point set. These are most useful for torus actions. We will focus on that case here, and prove a simple version which is sufficient for our purposes.

Let $T$ be a torus acting on a variety (or pure-dimensional scheme) $X$. The fixed locus $X^{T} \subseteq X$ is closed, so the inclusion $\iota: X^{T} \hookrightarrow X$ induces a homomorphism

$$
\iota_{*}: \bar{H}_{*}^{T}\left(X^{T}\right) \rightarrow \bar{H}_{*}^{T}(X)
$$

Theorem 3.1. Let $S \subset \Lambda$ be the multiplicative set generated by all nonzero characters in $M$. Then

$$
S^{-1} \iota_{*}: S^{-1} \bar{H}_{*}^{T}\left(X^{T}\right) \rightarrow S^{-1} \bar{H}_{*}^{T}(X)
$$

is an isomorphism of $S^{-1} \Lambda$-modules.

Proof. Applying the long exact sequence for the closed subset $X^{T} \subseteq X$, we have

$$
\cdots \rightarrow \bar{H}_{*}^{T}\left(X^{T}\right) \rightarrow \bar{H}_{*}^{T}(X) \rightarrow \bar{H}_{*}^{T}\left(X \backslash X^{T}\right) \rightarrow \bar{H}_{*-1}^{T}\left(X^{T}\right) \rightarrow \cdots
$$

so it is equivalent to show that $S^{-1} \bar{H}_{*}^{T}(X)=0$ whenever $X^{T}=\emptyset$. To prove this, we can use induction on $\operatorname{dim} X$ and the long exact sequence again to reduce to the case where $X$ is nonsingular. Since

$$
S^{-1} \bar{H}_{*}^{T}(X)=S^{-1} H_{G}^{2 \operatorname{dim} X-*}(X)
$$

this case follows from the localization theorems we have already seen (Chapter 7, Theorem 1.1).

As before, in special situations one can be more specific about which characters are inverted. We will use a construction based on specialization to the normal cone. For $G$ acting on $X$, with invariant subvariety $Y$, this leads to a specialization map

$$
\sigma: \bar{H}_{*}^{G}(X) \rightarrow \bar{H}_{*}^{G}\left(C_{Y} X\right),
$$

which is a homomorphism of $\Lambda_{G}$-modules, with

$$
\sigma\left([X]^{G}\right)=\left[C_{Y} X\right]^{G}
$$

and

$$
\sigma\left([Y]^{G}\right)=[Y]^{G},
$$

where $[Y]^{G} \in \bar{H}_{*}^{G}\left(C_{Y} X\right)$ is the class of the zero section. The construction and basic properties are reviewed in Appendix B.

In our setting, we have a torus $T$ acting on $X$. Let $p \in X^{T}$ be a fixed point, with corresponding maximal ideal $\mathfrak{m} \subseteq \mathscr{O}_{X, x}$, so the Zariski tangent space $T_{p} X=\left(\mathfrak{m} / \mathfrak{m}^{2}\right)^{\vee}$ is a representation of $T$, and the tangent cone $C_{p} X=\operatorname{Spec}\left(\bigoplus_{i \geq 0} \mathfrak{m}^{i} / \mathfrak{m}^{i+1}\right)$ is a closed $T$-invariant subscheme $C_{p} X \subseteq T_{p} X$.

A fixed point $p \in X^{T}$ is nondegenerate if the top Chern class $c_{\text {top }}^{T}\left(T_{p} X\right)$ is nonzero; equivalently, all weights for the torus action on $T_{p} X$ are nonzero. Any nondegenerate fixed point is isolated. (If $p$ is contained in a positive-dimensional fixed subvariety of $X$, then $T_{p} X$ contains a copy of the trivial representation.) The converse is not true in general, although it does hold when $X$ is nonsingular, as we saw in Chapter 5, Lemma 1.5.

Example 3.2. Consider $T$ acting on $\mathbb{P}^{3}$ via characters $0,0, \chi,-\chi$, for some nonzero character $\chi$. Let $X=\left\{x_{2}^{2}-x_{3} x_{4}\right\} \subseteq \mathbb{P}^{3}$, so $X$ is $T$-invariant. The fixed point $p=[1,0,0,0]$ is isolated in $X$, but degenerate, since $T$ acts on $T_{p} X$ by characters $0, \chi,-\chi$.

Proposition 3.3. If $X^{T}$ consists of finitely many nondegenerate points, the homomorphism

$$
\iota_{*}: \bar{H}_{*}^{T}\left(X^{T}\right) \rightarrow \bar{H}_{*}^{T}(X)
$$

is injective, and becomes an isomorphism after localizing at any multiplicative set $S \subseteq \Lambda$ which contains $c_{\text {top }}^{T}\left(T_{p} X\right)$ for all $p \in X^{T}$.

Proof. The argument for injectivity is similar to the one we gave in Chapter 5, Theorem 1.8. Writing $N=\# X^{T}$, consider the maps

$$
\Lambda^{\oplus N}=\bar{H}_{*}^{T}\left(X^{T}\right) \xrightarrow{l_{*}} \bar{H}_{*}^{T}(X) \xrightarrow{\sigma} \bigoplus_{p \in X^{T}} \bar{H}_{*}^{T}\left(C_{p} X\right) \rightarrow \bigoplus_{p \in X^{T}} \bar{H}_{*}^{T}\left(T_{p} X\right)=\Lambda^{\oplus N}
$$

The composition $\sigma \circ \iota_{*}$ is diagonal. For $p \in X^{T}$, with $\operatorname{dim} T_{p} X=m$, the image of $[p]^{T} \in \bar{H}_{0}^{T}\left(X^{T}\right)$ in $\bar{H}_{0}^{T}\left(T_{p} X\right)=H_{T}^{2 m}(\mathrm{pt})$ is the top Chern class $c_{m}^{T}\left(T_{p} X\right)$. Since each of these Chern classes is assumed to be nonzero, the composed map $\Lambda^{\oplus N} \rightarrow \Lambda^{\oplus N}$ is injective, and it follows that $\iota_{*}$ is, too.

To see $S^{-1} \iota_{*}$ is an isomorphism when $S$ contains each $c_{\text {top }}^{T}\left(T_{p} X\right)$, one can again argue as in Chapter 5, Theorem 1.8, since we already know $\mathrm{rk} \bar{H}_{*}^{T} X=\# X^{T}$ by Theorem 3.1.

Exercise 3.4. Let $T=\mathbb{C}^{*}$ act on $\mathbb{P}^{1}$ with character $t$, where $t$ is coordinate on $T$, and let $X$ be the nodal curve obtained by identifying the points 0 and $\infty$. (This was considered in Chapter 3, Exercise 5.1 and Chapter 7, Exercise 3.6.)
(i) Show that $\bar{H}_{*}^{T}(X)$ is a free $\Lambda$-module with generator $[X]^{T}$ in $\bar{H}_{2}^{T}(X)$.
(ii) Let $p \in X$ be the node. The tangent cone $C_{p} X=L_{1} \cup L_{2}$ is a union of two lines; show that $\bar{H}_{*}^{T}\left(C_{p} X\right)$ is generated by the elements $\left[L_{1}\right]^{T}$ and $\left[L_{2}\right]^{T}$ over $\Lambda=\mathbb{Z}[t]$, with the relation $t \cdot\left(\left[L_{1}\right]^{T}-\left[L_{2}\right]^{T}\right)=0$.
(iii) Show that the composition

$$
\Lambda=\bar{H}_{*}^{T}(p) \xrightarrow{l_{*}} \bar{H}_{*}^{T}(X) \xrightarrow{\sigma} \bar{H}_{*}^{T}\left(C_{p} X\right) \rightarrow \bar{H}_{*}^{T}\left(T_{p} X\right)=\Lambda
$$

sends 1 to $-t^{2}$.

## 4. Equivariant multiplicities

Some classes appearing in localization theorems provide a useful measure of singularities. As in Proposition 3.3, in this section we will consider a nondegenerate fixed point $p \in X^{T}$. Let $n=\operatorname{dim} X$ and $m=\operatorname{dim} T_{p} X$, so $m \geq n$, with equality if and only if $p$ is a nonsingular point.

There is a local class $\eta_{p} X \in \Lambda$, defined by

$$
\eta_{p} X=\left[C_{p} X\right]^{T}
$$

in $\bar{H}_{2 n}^{T}\left(T_{p} X\right)=H_{T}^{2 m-2 n}\left(T_{p} X\right)=H_{T}^{2 m-2 n}(\mathrm{pt})$. From the definition, $\eta_{p} X=1$ if and only if $p$ is nonsingular. (The local class is defined for any fixed point, but it may be zero if the fixed point is degenerate.)

For any class $\alpha \in \prod_{i} H_{T}^{i}(\mathrm{pt})$, we will write $\{\alpha\}^{k}$ for the component of $\alpha$ lying in $\Lambda^{2 k}=H_{T}^{2 k}(\mathrm{pt})$.

Proposition 4.1. Suppose $X$ is a T-invariant subvariety of an $N$ dimensional variety $V$, of codimension $k=N-n$. Assume the point $p \in X \subseteq V$ is nonsingular in $V$. Writing $\iota_{p}:\{p\} \hookrightarrow V$ for the inclusion, we have

$$
\iota_{p}^{*}\left([X]^{T}\right)=c_{N-m}^{T}\left(T_{p} V / T_{p} X\right) \cdot \eta_{p}^{T} X=\left\{c^{T}\left(T_{p} V\right)-s^{T}(p, X)\right\}^{k},
$$

in $H_{T}^{2 k}(p)=\bar{H}_{-2 k}^{T}(p)$, where $m=\operatorname{dim} T_{p} X$.
Proof. This comes from general intersection theory, where one computes a pullback by deformation to the normal cone. The class of $C_{p} X \subseteq T_{p} V$ in $H_{T}^{*}\left(T_{p} V\right)=\Lambda$ is

$$
\left[C_{p} X\right]^{T}=c_{N-m}^{T}\left(T_{p} V / T_{p} X\right) \cdot \eta_{p}^{T} X,
$$

using the self-intersection formula for $C_{p} X \subseteq T_{p} X \subseteq T_{p} V$. Now we apply the "basic construction" of intersection theory to the situation

noting that the inclusion $\mathbb{E} \times^{T}\{p\} \hookrightarrow \mathbb{E} \times^{T} V$ is a regular embedding (since $\{p\} \hookrightarrow V$ is), and the normal cone to $\mathbb{E} \times^{T}\{p\}$ in $\mathbb{E} \times^{T} X$ is canonically identified with $\mathbb{E} \times{ }^{T} C_{p} X$.

Remark 4.2. The same proposition holds more generally, for the inclusion $\iota: Y \hookrightarrow V$ of a nonsingular invariant subvariety. We have

$$
\iota^{*}\left([X]^{T}\right)=\left[C_{X \cap Y} X\right]^{T}
$$

in $H_{T}^{2 k}\left(N_{Y / V}\right)=H_{T}^{2 k}(Y)$. One can also work with any linear algebraic group $G$ in place of the torus $T$, using the same arguments.

Now we come to the main notion of this section.

Definition 4.3. Let $p \in X^{T}$ be a nondegenerate fixed point. The equivariant multiplicity of $p$ in $X$ is the element

$$
\varepsilon_{p}^{T}(X)=\frac{\eta_{p}^{T}(X)}{c_{m}^{T}\left(T_{p} X\right)}
$$

of $S^{-1} \Lambda$, for any homogeneous multiplicative set $S \subseteq \Lambda$ containing $c_{m}^{T}\left(T_{p} X\right)$.

The main properties of equivariant multiplicities are summarized as follows.

Proposition 4.4. Let $p \in X$ be a nondegenerate fixed point.
(i) The equivariant multiplicity $\varepsilon_{p}^{T}(X)$ is a homogeneous element of degree $-\operatorname{dim} X$ in $S^{-1} \Lambda$, and it lies in the subring $\Lambda\left[1 / c_{m}^{T}\left(T_{p} X\right)\right]$.
(ii) The point $p$ is nonsingular if and only if $\varepsilon_{p}^{T}(X)=1 / c_{m}^{T}\left(T_{p} X\right)$.
(iii) When $X$ is an invariant subvariety of codimension $k$ in an $N$ dimensional vector space $V$, we have

$$
\varepsilon_{p}^{T}(X)=\frac{\left\{c^{T}(V)-s^{T}(p, X)\right\}^{k}}{c_{N}^{T}(V)}
$$

(iv) For the inclusion $\{p\} \hookrightarrow X$, the fundamental class of $X$ specializes as

$$
[X]^{T} \mapsto \varepsilon_{p}^{T}(X) \frown[p]^{T}
$$

under the composition

$$
\bar{H}_{*}^{T}(X) \xrightarrow{\sigma} \bar{H}_{*}^{T}\left(C_{p} X\right) \rightarrow \bar{H}_{*}^{T}\left(T_{p} X\right)=H_{T}^{2 m-*}(\mathrm{pt}) .
$$

(v) Assume all fixed points of $X$ are nondegenerate. We have

$$
[X]^{T}=\sum_{p \in X^{T}} \varepsilon_{p}^{T}(X)-[p]^{T}
$$

under the localization isomorphism $S^{-1} \bar{H}_{*}^{T}(X) \cong S^{-1} \bar{H}_{*}^{T}\left(X^{T}\right)$.
(vi) Let $f: X^{\prime} \rightarrow X$ be an equivariant proper surjective morphism of degree $d$, and assume all fixed points of $X$ and $X^{\prime}$ are nondegenerate.
Then

$$
d \cdot \varepsilon_{p}^{T}(X)=\sum_{p^{\prime} \in f-1(p)^{T}} \varepsilon_{p^{\prime}}^{T}\left(X^{\prime}\right)
$$

Proof. Most of these are very easy. Properties (i) and (ii) are immediate from the definition, and (iii) is a special case of Proposition 4.1.

To prove (iv), we may replace $X$ by $C_{p} X$, since $\sigma\left([X]^{T}\right)=\left[C_{p} X\right]^{T}$ and $\varepsilon_{p}^{T}(X)=\varepsilon_{p}^{T}\left(C_{p} X\right)$. Now (iv) follows from (iii), using $V=T_{p} X$.

To prove (v), recall that the classes $[p]^{T}$ form a basis for $S^{-1} \bar{H}_{*}^{T} X$ over $S^{-1} \Lambda$, by the localization theorem. Now apply (iv), using the fact that $[p]^{T}$ maps to $[p]^{T}$ under the composition

$$
S^{-1} \bar{H}_{*}^{T}(p) \rightarrow S^{-1} \bar{H}_{*}^{T}(X) \rightarrow S^{-1} \bar{H}_{*}^{T}\left(C_{p} X\right) \rightarrow S^{-1} \bar{H}_{*}^{T}\left(T_{p} X\right)
$$

as in the proof of Proposition 3.3.
For (vi), we have $f_{*}\left[X^{\prime}\right]^{T}=d \cdot[X]^{T}$, and the diagram

commutes. The statement follows from (v), applied to $X$ and $X^{\prime}$.
When $X$ is equivariantly embedded in an $N$-dimensional nonsingular variety $V$, with $[X]^{T} \in H_{T}^{2 N-2 n}(V)$, one can characterize the equivariant multiplicity of $p \in X$ in terms of the restriction homomorphism, by

$$
\begin{equation*}
\varepsilon_{p}^{T}(X)=\frac{\left.[X]^{T}\right|_{p}}{c_{N}^{T}\left(T_{p} V\right)} \tag{9}
\end{equation*}
$$

(Use $\left.[X]^{T}\right|_{p}=\iota_{p}^{*}[X]^{T}=c_{N}^{T}\left(T_{p} V\right) \cdot \varepsilon_{p}^{T}(X)$, from Proposition 4.1.) This leads to a characterization of $\varepsilon_{p}^{T}(X)$ as the coefficient of $[p]^{T}$ in $[X]^{T}$.

Corollary 4.5. For an invariant subvariety $X$ of a nonsingular variety $V$, we have

$$
[X]^{T}=\sum_{p \in V^{T}} \varepsilon_{p}^{T}(X)[p]^{T}
$$

in $H_{T}^{*} V$.
The local class $\eta_{p} X$ is a polynomial in $\Lambda$, homogeneous of degree $m-n$. Similarly, when $X \subseteq V$, the restriction $\left.[X]^{T}\right|_{p}$ is a polynomial of degree $N-n$. The former is intrinsic to $X$, while the latter depends on an embeddingin $V$; however the two polynomials differ only by the factor $c_{N-m}^{T}\left(T_{p} V / T_{p} X\right)$, as we have seen.

In Chapter 18, we will use equivariant multiplicities to prove a nonsingularity criterion for Schubert varieties. However, it is not always easy to identify singular points from the shape of $\varepsilon_{p}^{T}(X)$.

Exercise 4.6. Let $T$ act on $\mathbb{P}^{2}$ via distinct characters $\chi_{1}, \chi_{2}, \chi_{3}$, with $\chi_{3}=2 \chi_{1}+\chi_{2}$. The cuspidal curve $X=\left\{x_{1}^{2} x_{2}-x_{3}^{3}=0\right\}$ is $T$-invariant. Show that

$$
\varepsilon_{p_{1}}^{T}(X)=\frac{1}{\chi_{3}-\chi_{1}} \quad \text { and } \quad \varepsilon_{p_{2}}^{T}(X)=\frac{1}{\chi_{1}-\chi_{2}}
$$

although $p_{1}=[1,0,0]$ is nonsingular in $X$, and $p_{2}=[0,1,0]$ is sinuglar. Verify that

$$
[X]^{T}=\varepsilon_{p_{1}}^{T}(X)\left[p_{1}\right]^{T}+\varepsilon_{p_{2}}^{T}(X)\left[p_{2}\right]^{T}
$$

in $H_{T}^{*}\left(\mathbb{P}^{2}\right) .{ }^{2}$

## Notes

As noted in Chapter 2, equivariant Chow groups were defined by Edidin and Graham; these authors also defined equivariant Borel-Moore groups [EdGr98, §2.8]. These groups were further studied by Brion [Bri00].

In Chapter 2 we also noted that the space $\mathbb{E} \times^{G} X$ need not exist as a scheme; the general theory of equivariant Chow groups requires algebraic spaces, as in [EdGr98]. For a complex variety $X, \mathbb{E} \times{ }^{G} X$ is always a complexanalytic space, and the construction of Borel-Moore groups for such spaces presents no special difficulties (see Appendix A).

Variations on equivariant multiplicities appear under various names in several areas of mathematics. For $T$ acting linearly on an N -dimensional
vector space $V$, an equivariant coherent sheaf corresponds to a graded $R$ module $F$, where $R=\mathbb{C}\left[x_{1}, \ldots, x_{N}\right]$. When the isotypic components $F_{\chi}$ (where $T$ acts by the character $\chi$ ) are all finite-dimensional, the generating function

$$
\sum_{\chi}\left(\operatorname{dim}_{\mathbb{C}} F_{\chi}\right) \mathrm{e}^{\chi}
$$

can be written as a rational function in variables $\mathrm{e}^{\chi_{1}}, \ldots, \mathrm{e}^{\chi_{N}}$, and one obtains a polynomial by extracting the leading term of the numerator. In representation theory, polynomials arising this way are known as character polynomials, Joseph polynomials, or equivariant Hilbert polynomials [Jos84, BBM89, ChrGi97]. In commutative algebra, this is often called a multidegree, especially when $F=R / I$ is the coordinate ring of an invariant subvariety $X \subseteq V$; in this case, it agrees with what we have called the local class, $\eta_{p} X[\mathrm{MiSt05}, \S 8]$. These polynomials are cases of Rossmann's equivariant multiplicity, which is defined for an equivariant coherent sheaf on a complex manifold [Ro89].

Our version more closely follows a construction by Brion, who defined equivariant multiplicities in Chow groups [Bri97b, §4]. A version of Rossmann's multiplicity for Chow groups is described in [Ny93, §5.2].

The "basic construction" used in Proposition 4.1 is standard in intersection theory [Ful-IT, §6].

## Hints for exercises

${ }^{1}$ If $C$ is a cone on $Y$, and $Y^{\prime} \rightarrow Y$ is a morphism, there is a pullback is a cone $C^{\prime} \rightarrow Y^{\prime}$. This comes with a morphism $f: \mathbb{P}\left(C^{\prime}\right) \rightarrow \mathbb{P}(C)$, and the universal bundles are related by $\mathscr{O}_{\mathbb{P}\left(C^{\prime}\right)}(1)=f^{*} \mathscr{O}_{\mathbb{P}(C)}(1)$. Apply this to the cones $\left(\mathbb{E} \times \mathbb{E}^{\prime}\right) \times{ }^{G} C \rightarrow \mathbb{E} \times{ }^{G} C$.
${ }^{2}$ Writing $\zeta=c_{1}^{T}(\mathscr{O}(1))$, we have $[X]^{T}=3 \zeta+3 \chi_{3}$, since $X$ is defined by the vanishing of an equivariant section of $\mathscr{O}(3) \otimes \mathbb{C}_{3 \chi_{3}}$, so $\iota_{p_{i}}^{*}[X]^{T}=-3 \chi_{i}+3 \chi_{3}$.

## CHAPTER 18

## Bott-Samelson varieties and Schubert varieties

Schubert varieties in $G / P$ admit explicit equivariant desingularizations by Bott-Samelson varieties. These are certain towers of $\mathbb{P}^{1}$ bundles, and their cohomology rings are relatively easy to compute.

In this chapter, we use the Bott-Samelson desingularization to obtain a positive formula for restricting a Schubert class to a fixed point. This, in turn, leads to a criterion for a point of a Schubert variety to be nonsingular.

## 1. Definitions, fixed points, and tangent spaces

Let $G \supset B \supset T$ be as usual: $G$ is a semisimple (or reductive) group, with Borel subgroup $B$ and maximal torus $T$. For each simple root $\alpha$, we have a minimal parabolic subgroup $P_{\alpha}$, and the corresponding projection of flag varieties is a $\mathbb{P}^{1}$-bundle, $G / B \rightarrow G / P_{\alpha}$. These spaces occur frequently in this chapter, so we will write

$$
X=G / B \quad \text { and } \quad X_{\alpha}=G / P_{\alpha}
$$

from now on.
For any sequence of simple roots $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, we have a big Bott-Samelson variety $Z(\underline{\alpha})=Z\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, defined by

$$
Z(\underline{\alpha})=X \times_{X_{\alpha_{1}}} X \times_{X_{\alpha_{2}}} \cdots \times_{X_{\alpha_{d}}} X
$$

Since each projection $X \rightarrow X_{\alpha_{i}}$ is a $\mathbb{P}^{1}$-bundle, $Z(\underline{\alpha})$ is a tower of $\mathbb{P}^{1}$ bundles over $X$. In particular, it is a nonsingular projective variety of dimension $\operatorname{dim} X+d$. The group $G$ acts diagonally on $Z(\underline{\alpha})$, equivariantly for each projection $\left.p r_{i}: Z \underline{\alpha}\right) \rightarrow X$. (We index these projections from left to right by $0 \leq i \leq d$.)

Example 1.1. For $G=S L_{n}$, so $X=F l\left(\mathbb{C}^{n}\right)$, a Bott-Samelson variety can be described as a sequence of flags, with the $i$ th differing from
the $(i-1)$ st only in position $j$, if $\alpha_{i}=t_{j}-t_{j+1}$. That is,

$$
Z(\underline{\alpha})=\left\{\begin{array}{l|l}
\left(F_{\bullet}^{(0)}, \ldots, F_{\bullet}^{(d)}\right) & \begin{array}{c}
E_{k}^{(i)}=E_{k}^{(i-1)} \text { for all } k \neq j, \\
\text { where } \alpha_{i}=t_{j}-t_{j+1}
\end{array}
\end{array}\right\}
$$

When $n=3$, these can be represented as configurations of points and lines in $\mathbb{P}^{2}$. For instance, suppose $\alpha=t_{1}-t_{2}$ and $\beta=t_{2}-t_{3}$. Then a general point of $Z(\alpha, \beta, \alpha, \beta)$ looks like a quintuple of flags:


So from left to right, consecutive flags differ by moving the point, then the line, then the point, and finally the line again.

The $T$-fixed points of $Z(\underline{\alpha})$ are easily described. An $\underline{\alpha}$-chain (or simply chain) of elements of $W$ is a sequence

$$
\underline{v}=\left(v_{0}, v_{1}, \ldots, v_{d}\right)
$$

such that for each $i$, either $v_{i}=v_{i-1}$ or $v_{i}=v_{i-1} \cdot s_{\alpha_{i}}$.
Exercise 1.2. Show that the $T$-fixed points of $Z(\underline{\alpha})$ are the $2^{d} \cdot|W|$ points

$$
\mathrm{Z}(\underline{\alpha})^{T}=\left\{p_{\underline{v}}=\left(p_{v_{0}}, p_{v_{1}}, \ldots, p_{v_{d}}\right)\right\}
$$

where each $\underline{v}$ is an $\alpha$-chain.
The (small) Bott-Samelson variety is the fiber $X \underline{(\alpha)}=p r_{0}^{-1}\left(p_{e}\right)$, that is,

$$
X(\underline{\alpha})=\left\{p_{e}\right\} \times_{X_{\alpha_{1}}} X \times_{X_{\alpha_{2}}} \cdots \times_{X_{\alpha_{d}}} X
$$

The projection $X\left(\alpha_{1}, \ldots, \alpha_{d}\right) \rightarrow X\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$ is a $\mathbb{P}^{1}$-bundle, so $X(\underline{\alpha})$ is a nonsingular projective variety of dimension $d$. Since $p_{e}$ is fixed by $B$, the Bott-Samelson variety $X(\underline{\alpha})$ comes with an action of $B$ (but not $G$, in general).

The Bott-Samelson variety $X(\underline{\alpha})$ has $2^{d} T$-fixed points $p_{\underline{v}}$, for chains $\underline{v}=\left(e, v_{1}, \ldots, v_{d}\right)$. We will index these in two ways: using the chain $\underline{v}$, and using the subset $I=\left\{i_{1}<\cdots<i_{\ell}\right\} \subseteq\{1, \ldots, d\}$ defined by

$$
I=\left\{i \mid v_{i}=v_{i-1} \cdot s_{\alpha_{i}}\right\}
$$

We often use the notation interchangeably, writing $p_{\underline{v}}=p_{I}$. Sometimes we write $I=I \underline{v}$ and $\underline{v}=\underline{v}^{I}$ to indicate the bijection between chains and subsets.

For each subset $I \subseteq\{1, \ldots, d\}$, there is a $B$-invariant subvariety $X(I) \subseteq X(\underline{\alpha})$, defined by

$$
X(I)=\left\{\left(x_{1}, \ldots, x_{d}\right) \in X(\underline{\alpha}) \mid x_{j}=x_{j-1} \text { for } j \notin I\right\} .
$$

In fact, this is canonically isomorphic to another Bott-Samelson variety. Each subset $I=\left\{i_{1}<\cdots<i_{\ell}\right\}$ corresponds to a subword $\underline{\alpha}(I)=\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$, and we have

$$
X(I) \cong X(\underline{\alpha}(I))
$$

(Use a diagonal embedding of $X^{\ell+1}$ in $X^{d+1}$.) Containment among these subvarieties corresponds to containment of subsets:

$$
X(J) \subseteq X(I) \quad \text { iff } \quad J \subseteq I
$$

For example, $X(\{1, \ldots, d\})=X(\underline{\alpha})$, and $X(\emptyset)$ is the point $p_{\emptyset}$.
Each $X(I)$ is the closure of a locally closed set $X(I)^{\circ}$, consisting of the points where $x_{i} \neq x_{i-1}$ for $i \in I$. In fact, these are cells.

Lemma 1.3. We have $X(I)^{\circ} \cong \mathbb{A}^{\ell}$, where $\ell=\# I$.
Proof. It suffices to consider $I=\{1, \ldots, d\}$. Here one has the $\mathbb{P}^{1}$-bundle $X\left(\alpha_{1}, \ldots, \alpha_{d}\right) \rightarrow X\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$. The complement of the locus where $x_{d-1}=x_{d}$ is an $\mathbb{A}^{1}$-bundle over $X\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$, so the claim follows by induction on $d$.

The subvarieties $X(I)$ therefore determine a cell decomposition of $X(\underline{\alpha})$, and their classes $x(I)=[X(I)]^{T}$ form a basis for $H_{T}^{*} X(\underline{\alpha})$, as $I$ varies over subsets of $\{1, \ldots, d\}$. It also follows that

$$
p_{J} \in X(I) \quad \text { iff } \quad J \subseteq I
$$

We will need a description of the tangent spaces.
Lemma 1.4. Let $\underline{v}=\left(e, v_{1}, \ldots, v_{d}\right)$ be an $\underline{\alpha}$-chain. The torus weights on $T_{p_{\underline{v}}} X(\underline{\alpha})$ are $\left\{-v_{1}\left(\alpha_{1}\right), \ldots,-v_{d}\left(\alpha_{d}\right)\right\}$.

More generally, for $K \subseteq I$, with corresponding chains $\underline{v}^{K}$ and $\underline{v}^{I}$, the weights on $T_{p_{K}} X(I)$ are $-v_{i}^{K}\left(\alpha_{i}\right)$ for $i \in I$.

Proof. We will find the weights at any fixed point of the big BottSamelson variety. For a chain $\underline{v}=\left(v_{0}, v_{1}, \ldots, v_{d}\right)$, consider the point $p=p_{\underline{v}} \in Z(\underline{\alpha})$. The tangent space to $Z(\underline{\alpha})$ at $p$ is the fiber product of vector spaces

$$
T_{p_{0}} X \underset{T_{\left.p_{[1]}\right]} X_{\alpha_{1}}}{\times} T_{p_{1}} X \underset{T_{\left.p_{[2]}\right]} X_{\alpha_{2}}}{\times} \cdots \underset{T_{p_{[d]}} X_{\alpha_{d}}}{\times} T_{p_{d}} X,
$$

where we have written $p_{i}=p_{v_{i}} \in X$ and $p_{[i]}=p_{\left[v_{i}\right]} \in X_{\alpha_{i}}$ to economize on subscripts. (Note $\left[v_{i}\right]=\left[v_{i-1}\right]$ for each $i$, since $\underline{v}$ is an $\underline{\alpha}$-chain.) We have seen descriptions of each of these spaces in Chapter 15. The weights are $v_{0}\left(R^{-}\right)$, from the first factor, together with weights $-v_{i}\left(\alpha_{i}\right)$ for $1 \leq i \leq d$, since $\mathfrak{g}_{-v_{i}\left(\alpha_{i}\right)}$ is the kernel of $T_{p_{i}} X \rightarrow T_{p_{[i]}} X_{\alpha_{i}}$.

When $v_{0}=e$, the variety $X(\underline{\alpha})$ is the fiber over $p_{e}$ in the first factor, so the weights $R^{-}=v_{0}\left(R^{-}\right)$are omitted, proving the first claim. The second claim follows from the first, using $X(I) \cong X\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$.

## 2. Desingularizations of Schubert varieties

Let $f: X(\underline{\alpha}) \rightarrow X$ be the projection onto the last factor; that is, $f$ is the restriction of $p r_{d}: Z(\underline{\alpha}) \rightarrow X$. For each $I \subseteq\{1, \ldots, d\}$, with corresponding $\underline{\alpha}$-chain $\underline{v}=\left(e, v_{1}, \ldots, v_{d}\right)$, we have $f\left(p_{I}\right)=p_{v_{d}}$. The subset $I$ corresponds to the subword $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$ of $\underline{\alpha}$, and

$$
v_{d}=s_{\alpha_{i_{1}}} \cdots s_{\alpha_{i_{\ell}}}
$$

Since $f$ is proper and $B$-equivariant, $f(X(I))$ contains the Schubert variety $X\left(v_{d}\right) \subseteq X$. However, if $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$ is not a reduced word for $v_{d}$, the image of $f$ may be larger.

Lemma 2.1. Let $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ be a sequence of simple roots. The set of products $s_{\alpha_{i_{1}}} \cdots s_{\alpha_{i_{\ell}}}$ over subwords contains a unique maximum element $w(\underline{\alpha}) \in W$ in Bruhat order, and

$$
f(X(\underline{\alpha}))=X(w(\underline{\alpha})) .
$$

We have $w(\underline{\alpha})=s_{\alpha_{1}} \cdots s_{\alpha_{d}}$ if and only if the word $\underline{\alpha}$ is reduced.

Proof. Since $X(\underline{\alpha})$ is irreducible, the image of the $B$-equivariant morphism $f: X(\underline{\alpha}) \rightarrow X$ must be some Schubert variety $X(w)$. It follows that $w=w(\underline{\alpha})$ satisfies the asserted properties.

In fact, the maximal element $w(\underline{\alpha})$ can be easily computed. Let "*" be the associative product on $W$ defined by

$$
w * s_{\alpha}= \begin{cases}w s_{\alpha} & \text { if } \ell\left(w s_{\alpha}\right)>\ell(w) \\ w & \text { otherwise }\end{cases}
$$

This product is called the Demazure product.
Exercise 2.2. Show that $w(\underline{\alpha})=s_{\alpha_{1}} * \cdots * s_{\alpha_{d}}$, i.e., it is the Demazure product of reflections from $\underline{\alpha} .{ }^{1}$

Lemma 2.3. The map $f: X(\underline{\alpha}) \rightarrow X(w)$ is birational if and only if $\alpha$ is a reduced word for $w=w(\underline{\alpha})$.

Proof. If $\underline{\alpha}$ is not a reduced word, then $w(\underline{\alpha})$ is the product of reflections for a proper subword, so it has length $\ell(w(\underline{\alpha}))<d$. In this case, $f$ cannot be birational by dimension.

If $\underline{\alpha}$ is reduced, then $w=w(\underline{\alpha})=s_{\alpha_{1}} \cdots s_{\alpha_{d}}$, and $f\left(p_{\{1, \ldots, d\}}\right)=p_{w}$. The map $f: X(\underline{\alpha})^{\circ} \rightarrow X(w)^{\circ}$ is $B$-equivariant, and therefore also equivariant for the subgroup $U(w)=\dot{w} U \dot{w}^{-1} \cap U$. Since the map $u \mapsto u \cdot p_{w}$ defines an isomorphism $U(w) \xrightarrow{\sim} X(w)^{\circ}$, it follows that $f: X(\underline{\alpha})^{\circ} \rightarrow X(w)^{\circ}$ is an isomorphism.

For a reduced word $\underline{\alpha}$, one can also establish the birationality of $f: X(\underline{\alpha}) \rightarrow X(w)$ by examining tangent weights. The tangent space to $X(\underline{\alpha})$ at $p=p_{\{1, \ldots, d\}}$ has weights

$$
\alpha_{1}, s_{\alpha_{1}}\left(\alpha_{2}\right), \ldots, s_{\alpha_{1}} \cdots s_{\alpha_{d-1}}\left(\alpha_{d}\right)
$$

using Lemma 1.4, for $v_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i}}$. These are precisely the weights on $T_{p_{w}} X(w)$ (see Chapter 15, Lemma 2.2).

Given a Schubert variety $X(w) \subseteq G / B$, one obtains a $B$-equivariant desingularization $f: X(\underline{\alpha}) \rightarrow X(w)$ by choosing a reduced word for $w$. For a parabolic subgroup $P$, the projection $G / B \rightarrow G / P$ maps $X\left(w^{\mathrm{min}}\right)$ birationally onto $X[w]$, so we obtain desingularizations of these varieties, too.

Corollary 2.4. For a Schubert variety $X[w] \subseteq G / B$, and any reduced word $\underline{\alpha}$ for $w^{\text {min }}$, one obtains a desingularization $X(\underline{\alpha}) \rightarrow X[w]$ by composing $f$ with the projection $G / B \rightarrow G / P$.

These statements have evident analogues for the subvarieties $X(I) \subseteq X(\underline{\alpha})$. If $I$ is a subset, with subword $\underline{\alpha}(I)$, we will write $w(I)=w(\underline{\alpha}(I))$ for the corresponding Demazure product.

Corollary 2.5. Let I be a subset, and let $\underline{v}=\left(v_{1}, \ldots, v_{d}\right)$ be the corresponding chain. The following are equivalent:
(i) The map $X(I) \rightarrow X(w(I))$ is birational.
(ii) $w(I)=v_{d}$.
(iii) $\ell\left(v_{d}\right)=\# I$.
(iv) The subword $\underline{\alpha}(I)$ is a reduced word for $v_{d}$.

Example 2.6. Let $\underline{\alpha}=(\alpha, \alpha)$, for some simple root $\alpha$. Then $X(\underline{\alpha})$ is isomorphic to $\mathbb{P}^{1} \times \mathbb{P}^{1}$. The Demazure product is $s_{\alpha} * s_{\alpha}=s_{\alpha}$, and the map $f: X(\alpha, \alpha) \rightarrow X\left(s_{\alpha}\right)$ is identified with the second projection $\mathbb{P}^{1} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$. The subvarieties $X(I)=X(\underline{v})$ are

$$
\begin{aligned}
X(\{1,2\})=X\left(s_{\alpha}, e\right) & =X(\underline{\alpha}), \\
X(\{1\})=X\left(s_{\alpha}, s_{\alpha}\right) & =\delta\left(\mathbb{P}^{1}\right)\left(\text { the diagonal in } \mathbb{P}^{1} \times \mathbb{P}^{1}\right), \\
X(\{2\})=X\left(e, s_{\alpha}\right) & =\left\{p_{e}\right\} \times \mathbb{P}^{1}, \text { and } \\
X(\emptyset)=X(e, e) & =\left\{\left(p_{e}, p_{e}\right)\right\} .
\end{aligned}
$$

While $X(\underline{\alpha})$ always has finitely many fixed points, it often has infinitely many invariant curves-even when $\underline{\alpha}$ is a reduced word.

Exercise 2.7. The following are equivalent, for a sequence of simple roots $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ :
(a) $X(\underline{\alpha})$ has finitely many $T$-curves.
(b) The roots $\alpha_{1}, \ldots, \alpha_{d}$ are distinct.
(c) $X(\underline{\alpha})$ is a toric variety for the quotient of $T$ whose character lattice has basis $\alpha_{1}, \ldots, \alpha_{d}$.
(d) The map $f: X(\underline{\alpha}) \rightarrow X(w)$ is an isomorphism.
(Use the description of weights on tangent spaces.) ${ }^{2}$
Another construction of the Bott-Samelson variety $X(\underline{\alpha})$ is sometimes useful.

Proposition 2.8. For a word $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, there is an isomorphism

$$
P_{\alpha_{1}} \times{ }^{B} P_{\alpha_{2}} \times{ }^{B} \cdots \times^{B} P_{\alpha_{d}} / B \rightarrow X(\underline{\alpha}),
$$

given by $\left[p_{1}, \ldots, p_{d}\right] \mapsto\left(e B, p_{1} B, p_{1} p_{2} B, \ldots, p_{1} \cdots p_{d} B\right)$. This is $B-$ equivariant, where $B$ acts via left multiplication on $P_{\alpha_{1}}$. The subvarieties $X(I) \subseteq X(\underline{\alpha})$ are identified with

$$
X(I)=\left\{\left[p_{1}, \ldots, p_{d}\right] \mid p_{i} B=e B \text { for } i \notin I\right\},
$$

and the point $p_{I}$ corresponds to $\left[\varepsilon_{1}, \ldots, \varepsilon_{d}\right]$, where $\varepsilon_{i}=\dot{e}$ for $i \in I$, and $\varepsilon_{j}=\dot{s}_{\alpha_{j}}$ for $j \notin I$.

Exercise 2.9. Prove the proposition. ${ }^{3}$

Remark 2.10. Bott-Samelson varieties appear in the geometric construction of divided difference operators described in Chapter 16, $\S 1$. Let $\underline{\alpha}$ be a reduced word for $w$. The big Bott-Samelson variety $Z(\underline{\alpha})$ maps birationally to the double Schubert variety

$$
Z(w)=\overline{G \cdot\left(p_{e}, p_{w}\right)} \subseteq X \times X
$$

via the projection $p r_{0} \times p r_{d}$. Using Chapter 16, Proposition 1.2, the operator $\mathrm{D}_{w^{-1}}$ on $H_{T}^{*} X$ is identified with $p r_{d_{*}} p r_{0}^{*}$.

On the other hand, these projections factor as iterated $\mathbb{P}^{1}$-bundles, and the diagram

shows that $D_{w^{-1}}=D_{\alpha_{\ell}} \circ \cdots \circ D_{\alpha_{1}}$ is independent of the choice of reduced word. One can also see this by restricting the diagram

to the fiber $p r_{0}^{-1}\left(p_{e}\right)$, obtaining


Since $f$ is birational, we have

$$
\mathrm{D}_{w^{-1}}(x(e))=p r_{d_{*}} p r_{0}^{*}(x(e))=f_{*}[X(\underline{\alpha})]^{T}=[X(w)]^{T}=x(w) .
$$

## 3. Poincaré duality and restriction to fixed points

We have seen that the classes $x(I)=[X(I)]^{T}$ form a $\Lambda$-module basis for $H_{T}^{*} X(\underline{\alpha})$. Next we will study their restrictions to fixed points, and determine the Poincaré dual basis.

Lemma 1.4 leads directly to a description of weights at the fixed points of $X(I) \subseteq X(\underline{\alpha})$. Suppose $K \subseteq I$, so $p_{K} \in X(I)$, and let $\underline{v}^{K}$ and $\underline{v}^{I}$ be the corresponding chains. The weights on $T_{p_{K}} X(I)$ are $-v_{i}^{K}\left(\alpha_{i}\right)$ for $i \in I$. This, in turn, gives a formula for restricting the classes $x(I)=[X(I)]^{T}$. For any $x \in H_{T}^{*} X(\underline{\alpha})$, its restriction to the fixed point $p_{I}$ is denoted $\left.x\right|_{I}$.

Corollary 3.1. We have

$$
\left.x(I)\right|_{K}= \begin{cases}\prod_{j \notin I} v_{j}^{K}\left(-\alpha_{j}\right) & \text { if } K \subseteq I \\ 0 & \text { otherwise },\end{cases}
$$

Let $\{y(I)\}$ be the Poincare dual basis to $\{x(I)\}$, meaning that $\rho_{*}(x(I) \cdot y(J))=\delta_{I, J}$ in $\Lambda$, where $\rho: X(\underline{\alpha}) \rightarrow$ pt is the projection. As we saw in Chapter $4, \S 6$, such a basis always exists. It is natural to look for invariant subvarieties $Y(I)$ representing these Poincaré dual classes. However, no such algebraic subvarieties exist!

Example 3.2. Consider the variety $X(\alpha, \alpha) \cong \mathbb{P}^{1} \times \mathbb{P}^{1}$ from Example 2.6. The basis $\{x(I)\}$ consists of the equivariant classes of

$$
\begin{aligned}
x(\emptyset) & =\left[\left(p_{e}, p_{e}\right)\right]^{T}, \\
x(\{1\}) & =\left[\delta\left(\mathbb{P}^{1}\right)\right]^{T}, \\
x(\{2\}) & =\left[\left\{p_{e}\right\} \times \mathbb{P}^{1}\right]^{T}, \text { and } \\
x(\{1,2\}) & =\left[\mathbb{P}^{1} \times \mathbb{P}^{1}\right]^{T} .
\end{aligned}
$$

Even non-equivariantly, the Poincaré dual basis cannot be represented by algebraic subvarieties: the class $y(\{2\})$ must have zero intersection with the diagonal class $x(\{1\})$, and no algebraic curve in $\mathbb{P}^{1} \times \mathbb{P}^{1}$ can do this.

Another way of phrasing the conclusion of Example 3.2 is this: we seek a curve $Y(\{2\}) \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$ which consists of pairs $\left(L, L^{\prime}\right)$ of lines in $\mathbb{C}^{2}$ such that $L \neq L^{\prime}$-but the complement of the diagonal is affine, so it contains no complete curves. In fact, this observation indicates a solution. Using the standard Hermitian metric on $\mathbb{C}^{2}$, we may consider pairs of perpendicular lines $\left(L, L^{\prime}\right)$; in terms of a coordinate $z$ on $\mathbb{P}^{1}$, this is the set of pairs $(z,-1 / \bar{z})$. This set is a non-algebraic submanifold $Y(\{2\}) \subseteq \mathbb{P}^{1} \times \mathbb{P}^{1}$, which we orient by projecting onto the first factor. (Projection onto the second factor would give the opposite orientation, as the coordinate description shows.) Fixing the metric amounts to reducing $G L_{2}$ to the maximal compact subgroup $U(2)$, and identifying $\mathbb{P}^{1}=G L_{2} / B$ with $U(2) /(T \cap U(2))$.

The general situation is similar: we construct (non-algebraic) submanifolds $Y(I) \subseteq X(\alpha)$ whose classes represent the Poincaré dual classes $y(I)$. Let $K \subseteq G$ be a maximal compact subgroup, with maximal compact torus $S=T \cap K$, so we have a diffeomorphism $K / S \cong G / B$, and the Weyl group $W=N_{K}(S) / S$ acts on the right. For $I \subseteq\{1, \ldots, d\}$, we define

$$
Y(I)=\left\{\left(e, x_{1}, \ldots, x_{d}\right) \in X(\underline{\alpha}) \mid x_{i}=x_{i-1} \cdot s_{\alpha_{i}} \text { for } i \in I\right\} .
$$

This is a $C^{\infty}$ submanifold, of real codimension $2 \cdot \# I$ in $X(\underline{\alpha})$, invariant for the action of the compact torus $S$. Containment among these
submanifolds reverses containment of subsets:

$$
Y(K) \subseteq Y(I) \quad \text { iff } \quad p_{K} \in Y(I) \quad \text { iff } \quad K \supseteq I
$$

Lemma 3.3. Giving each $Y(I)$ an appropriate orientation (to be specified in the proof), the classes $y(I)=[Y(I)]^{S}$ form the Poincare dual basis to $x(I)$.

For $K \supset I$, with corresponding $\alpha$-chains $\underline{v}^{K}$ and $\underline{v}^{I}$, the normal space to $Y(I) \subseteq X(\underline{\alpha})$ at the fixed point $p_{K}$ has characters $-v_{i}^{K}\left(\alpha_{i}\right)$, for $i \in I$.

Proof. To compute the tangent spaces of $Y(I)$, and to orient it, we work from the left, using induction on $d$. For $d=1$, we have $Y(\{1\})=\left\{\dot{s}_{\alpha} B\right\}$ (a point), and $Y(\emptyset)=X(\alpha)=\mathbb{P}^{1}$, so these are already oriented. Proceeding inductively, consider the projection $X\left(\alpha_{1}, \ldots, \alpha_{d}\right) \rightarrow X\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$. If $d \in I$, this induces an isomorphism $Y(I) \rightarrow Y(I \backslash\{d\})$. Otherwise, if $d \notin I$, it induces a $\mathbb{P}^{1}$-bundle, so there is a fiber square

where we have written $\bar{I}=I$ as a subset of $\{1, \ldots, d-1\}$. By the inductive assumption, we have an orientation of $Y(\bar{I})$. The canonical orientation of the $\mathbb{P}^{1}$ fiber then induces an orientation of $Y(I)$.

This construction also identifies the tangent spaces: assume $d \notin I$, and for $K \supseteq I$, write $p=p_{K}$ and $\bar{p}$ for the image of this point in $Y(\bar{I})$. The kernel of

$$
T_{p} Y(I) \rightarrow T_{\bar{p}} Y(\bar{I})
$$

is $\mathfrak{g}_{\beta}$, where $\beta=-v_{d}^{K}\left(\alpha_{d}\right)$.
It follows that $Y(I)$ meets $X(I)$ transversally in the point $p_{I}$. Indeed, we have weight decompositions of the tangent spaces as

$$
T_{p_{I}} X(I)=\bigoplus_{i \notin I} \mathfrak{g}_{-v_{i}^{I}\left(\alpha_{i}\right)}
$$

and

$$
T_{p_{I}} Y(I)=\bigoplus_{i \in I} \mathfrak{g}_{-v_{i}^{I}\left(\alpha_{i}\right)}
$$

So these are complementary subspaces of $T_{p_{I}} X(\underline{\alpha})$. By considering fixed points, we see $X(I) \cap Y(J)=\emptyset$ unless $J \subseteq I$, and it follows that the classes $x(I)$ and $y(J)$ form Poincaré dual bases.

This description of tangent spaces proves a formula for restricting the classes $y(I)$.

Corollary 3.4. We have

$$
\left.y(I)\right|_{K}= \begin{cases}\prod_{i \in I} v_{i}^{K}\left(-\alpha_{i}\right) & \text { if } K \supseteq I \\ 0 & \text { otherwise } .\end{cases}
$$

A more algebraic proof of Corollary 3.4 uses the localization formula. The dual classes $y(I)$ are uniquely determined by

$$
\begin{equation*}
\sum_{p_{K} \in X(J)} \frac{\left.y(I)\right|_{K}}{c_{\text {top }}^{T}\left(T_{p_{K}} X(J)\right)}=\delta_{I, J} \tag{1}
\end{equation*}
$$

for every subset $J \subseteq\{1, \ldots, d\}$. We know $p_{K} \in X(J)$ iff $K \subseteq J$, and in this case $c_{\text {top }}^{T}\left(T_{p_{K}} X(J)\right)=\prod_{j \in J}\left(-v_{j}^{K}\left(\alpha_{j}\right)\right)$. To prove the claimed formula for $\left.y(I)\right|_{K}$, it remains to establish the identity

$$
\begin{equation*}
\sum_{K: I \subseteq K \subseteq J} \frac{1}{\prod_{j \in J \backslash I}\left(-v_{j}^{K}\left(\alpha_{j}\right)\right)}=\delta_{I, J} . \tag{2}
\end{equation*}
$$

This is clear if $I=J$, or if $I \nsubseteq J$. When $I \subsetneq J$, the terms cancel in pairs, as follows. Suppose $j$ is the largest index in $J \backslash I$; then for each $K \nexists j$, there is $K^{\prime}=K \cup\{j\}$, and the corresponding terms cancel. (Indeed, $s_{\alpha_{j}}\left(\alpha_{j}\right)=-\alpha_{j}$, so $v_{j}^{K^{\prime}}\left(\alpha_{j}\right)=-v_{j}^{K}(\alpha)$ and the other factors in the product are equal.)

Remark 3.5. The identification $X=G / B=K / S$ leads to a third description of the Bott-Samelson varieties. Each $K_{\alpha}=K \cap P_{\alpha}$ is a maximal compact subgroup of the minimal parabolic $P_{\alpha}$, and the evident map

$$
K_{\alpha_{1}} \times^{S} K_{\alpha_{2}} \times^{S} \cdots \times^{S} K_{\alpha_{d}} / S \rightarrow P_{\alpha_{1}} \times^{B} K_{\alpha_{2}} \times{ }^{B} \cdots \times^{B} K_{\alpha_{d}} / B
$$

is a diffeomorphism. The submanifolds $Y(I) \subseteq X(\underline{\alpha})$ are easy to identify from this point of view:

$$
Y(I)=\left\{\left[k_{1}, \ldots, k_{d}\right] \mid k_{i} S=\dot{s}_{\alpha_{i}} S \text { for } i \in I\right\} .
$$

For the corresponding projection $f: X(\underline{\alpha}) \rightarrow X$, one sees

$$
f(Y(\{1, \ldots, k\}))=s_{\alpha_{1}} \cdots s_{\alpha_{k}} \cdot X\left(s_{\alpha_{k+1}} * \cdots * s_{\alpha_{d}}\right)
$$

and

$$
f(Y(\{k+1, \ldots, d\}))=X\left(s_{\alpha_{1}} * \cdots * s_{\alpha_{k}}\right) \cdot s_{\alpha_{k+1}} \cdots s_{\alpha_{d}}
$$

where $w \cdot X(v)$ and $X(v) \cdot w$ denote the translations of Schubert varieties by the left and right $W$-actions.

## 4. A presentation for the cohomology ring

Multiplication in the basis $y(I)$ is particularly easy. To simplify the notation, we will write $p_{i}=p_{\{i\}}, p_{i j}=p_{\{i, j\}}, y_{i}=y(\{i\})$, and $y_{i j}=y(\{i, j\})$.

If $I \cap J=\emptyset$, then $Y(I)$ and $Y(J)$ meet transversally in $Y(I \cup J)$, so

$$
\begin{equation*}
y(I) \cdot y(J)=y(I \cup J) \quad \text { if } I \cap J=\emptyset \tag{3}
\end{equation*}
$$

In particular, $y_{i} \cdot y_{j}=y_{i j}$ if $i \neq j$, and $y(I)=y_{i_{1}} \cdots y_{i_{\ell}}$ if $I=\left\{i_{1}, \ldots, i_{\ell}\right\}$. To determine the structure of $H_{T}^{*} X(\underline{\alpha})$, it suffices to give a formula for $y_{i}^{2}$.

Proposition 4.1. We have

$$
\begin{equation*}
y_{i}^{2}=\sum_{j<i}\left(-\left\langle\alpha_{i}, \alpha_{j}^{\vee}\right\rangle\right) y_{i j}+\alpha_{i} y_{i} \tag{4}
\end{equation*}
$$

where $\left\langle\alpha, \beta^{\vee}\right\rangle$ is the pairing between roots and coroots.
Proof. By considering degrees and support, we have

$$
\begin{equation*}
y_{i}^{2}=\sum_{j \neq i} c_{i j} y_{i j}+\lambda_{i} y_{i} \tag{5}
\end{equation*}
$$

for some $c_{i j} \in \mathbb{Z}$ and $\lambda_{i} \in M$. (Since $p_{j} \notin Y(\{i\})$ for $j \neq i$, we have $\left.y_{i}\right|_{p_{j}}=0$, so the classes $y_{j}$ do not appear. Similarly, $p_{\emptyset} \notin Y(\{i\})$, so there is no "constant" term of degree 2 in $\Lambda$.) So we must determine these coefficients.

Using the restriction formula from Corollary 3.4, we have

$$
\left.y_{i}\right|_{p_{i}}=-v_{i}^{\prime}\left(\alpha_{i}\right)=\alpha_{i}
$$

where the chain corresponding to $\{i\}$ is $\underline{v}^{\prime}=\left(e, \ldots, e, s_{\alpha_{i}}, \ldots, s_{\alpha_{i}}\right)$. Since $p_{i} \notin Y(\{i, j\})$ for $j \neq i$, restricting Equation (5) to this point gives

$$
\left(\alpha_{i}\right)^{2}=\lambda_{i} \alpha_{i}
$$

and it follows that $\lambda_{i}=\alpha_{i}$.
Similarly, we have

$$
\left.y_{i}\right|_{p_{i j}}= \begin{cases}\alpha_{i} & \text { if } i<j \\ s_{\alpha_{j}}\left(\alpha_{i}\right) & \text { if } i>j\end{cases}
$$

(When $i<j$, the chain $\underline{v}^{\prime}$ corresponding to $\{i, j\}$ has $v_{i}^{\prime}=s_{\alpha_{i}}$, so $\left.y_{i}\right|_{p_{i j}}=-s_{\alpha_{i}}\left(\alpha_{i}\right)=\alpha_{i}$. For $i>j$, the chain has $v_{i}^{\prime}=s_{\alpha_{j}} s_{\alpha_{i}}$, so $\left.\left.y_{i}\right|_{p_{i j}}=-s_{\alpha_{j}} s_{\alpha_{i}}\left(\alpha_{i}\right)=s_{\alpha_{j}}\left(\alpha_{i}\right).\right)$ Likewise,

$$
\left.y_{i j}\right|_{p_{i j}}= \begin{cases}\alpha_{i} s_{\alpha_{i}}\left(\alpha_{j}\right) & \text { if } i<j \\ \alpha_{j} s_{\alpha_{j}}\left(\alpha_{i}\right) & \text { if } i>j\end{cases}
$$

(For $i<j$, we have $v_{j}^{\prime}=s_{\alpha_{i}} s_{\alpha_{j}}$, and $v_{i}^{\prime}=s_{\alpha_{i}}$ as noted before, so Corollary 3.4 gives $\left.y_{i j}\right|_{p_{i j}}=\alpha_{i} \cdot s_{\alpha_{i}}\left(\alpha_{j}\right)$. If $i>j$, swap the roles of $i$ and $j$.)

By substituting $\lambda_{i}=\alpha_{i}$ and restricting (5) to $p_{i j}$, we obtain

$$
\alpha_{i}^{2}=c_{i j} \alpha_{j} s_{\alpha_{j}}\left(\alpha_{i}\right)+\alpha_{i}^{2}
$$

for $i<j$, so $c_{i j}=0$ in this case. Doing the same for $i>j$, we obtain

$$
s_{\alpha_{j}}\left(\alpha_{i}\right)^{2}=c_{i j} \alpha_{j} s_{\alpha_{j}}\left(\alpha_{i}\right)+\alpha_{i} s_{\alpha_{j}}\left(\alpha_{i}\right)
$$

so $s_{\alpha_{j}}\left(\alpha_{i}\right)=c_{i j} \alpha_{j}+\alpha_{i}$. Since $s_{\alpha_{j}}\left(\alpha_{i}\right)=\alpha_{i}-\left\langle\alpha_{i}, \alpha_{j}^{\vee}\right\rangle \alpha_{j}$, the claim follows.

As a consequence, we obtain a presentation for equivariant cohomology.

Corollary 4.2. The map $\eta_{i} \mapsto y_{i}$ defines an isomorphism

$$
H_{T}^{*} X(\underline{\alpha})=\Lambda\left[\eta_{1}, \ldots, \eta_{d}\right] /\left(\eta_{i}^{2}+\sum_{j<i}\left\langle\alpha_{i}, \alpha_{j}^{\vee}\right\rangle \eta_{i} \eta_{j}-\alpha_{i} \eta_{i}\right)_{1 \leq i \leq d}
$$

Similar formulas determine multiplication in the $x(I)$ basis for $H_{T}^{*} X(\underline{\alpha})$.

Exercise 4.3. Writing $\beta_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i-1}}\left(\alpha_{i}\right)$, show that

$$
x_{i}^{2}=\sum_{j<i}\left(-\left\langle\beta_{i}, \beta_{j}^{\vee}\right\rangle\right) x_{i j}-\beta_{i} x_{i}
$$

where $x_{i}=x(\{1, \ldots, d\} \backslash\{i\})$ and $x_{i j}=x(\{1, \ldots, d\} \backslash\{i, j\})$.

The equivariant cohomology of $G / B$ embeds in that of a BottSamelson variety. Let $\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ be a reduced word for the longest element $w_{0}$, so $f: X(\underline{\alpha}) \rightarrow G / B$ is birational. From the projection formula, the composition $f_{*} \circ f^{*}$ is the identity.

Corollary 4.4. Let

$$
R=\Lambda\left[f^{*} y\left(s_{\alpha}\right): \alpha \in \Delta\right] \subseteq H_{T}^{*} X(\underline{\alpha})
$$

be the subalgebra generated by pullbacks of divisor classes. The pullback $f^{*}$ identifies $H_{T}^{*}(G / B)$ with the subalgebra of $H_{T}^{*} X(\underline{\alpha})$ consisting of elements $x$ such that some integral multiple $c \cdot x$ lies in $R$.

Proof. Using rational coefficients, we have seen that $H_{T}^{*}(G / B ; \mathbb{Q})$ is generated over $\Lambda_{\mathbb{Q}}=H_{T}^{*}(\mathrm{pt} ; \mathbb{Q})$ by the divisor classes $y\left(s_{\alpha}\right)$. (This follows from the Borel presentation given in Chapter 15, Corollary 6.6. It also follows from Chevalley's formula, which we will see in Chapter 19, §1.) Using the splitting $f_{*} \circ f^{*}$ and the fact that both $H_{T}^{*}(G / B)$ and $H_{T}^{*} X(\underline{\alpha})$ are free $\Lambda$-modules, it follows that

$$
H_{T}^{*}(G / B)=H_{T}^{*}(X(\underline{\alpha})) \cap H_{T}^{*}(G / B ; \mathbb{Q})
$$

as submodules of $H_{T}^{*}(X(\underline{\alpha}) ; \mathbb{Q})$.

## 5. A restriction formula for Schubert varieties

A remarkable formula for the restrictions $\left.y(w)\right|_{v}$ was discovered by Andersen-Jantzen-Soergel, and in a different context, by Billey.

Theorem 5.1 (Andersen-Jantzen-Soergel, Billey). Fix a reduced word $\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ for $v \in W$. For any $w \in W$,

$$
\begin{equation*}
\left.y(w)\right|_{v}=\sum \beta_{i_{1}} \cdots \beta_{i_{\ell}} \tag{6}
\end{equation*}
$$

the sum over all subsets $I=\left\{i_{1}<\cdots<i_{\ell}\right\} \subseteq\{1, \ldots, d\}$ such that $\underline{\alpha}(I)=\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$ is a reduced word for $w$.

Here $\beta_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i-1}}\left(\alpha_{i}\right)$, as in Chapter 15, Lemma 1.6. By one of the many characterizations of Bruhat order there exists a subsequence $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell}}\right)$ as in the theorem if and only if $w \leq v$, i.e., whenever $p_{v} \in Y(w)$.

Considered as a formula for $\left.y(w)\right|_{v}$, one appealing feature is that the right-hand side is positive: the roots $\beta_{i}$ which appear are all in $R^{+}$, and it follows that $\left.y(w)\right|_{v}$ is nonzero whenever $v \geq w$. Another remarkable consequence of the formula is that the polynomial on the right-hand side is independent of the choice of reduced word.

We will give two proofs of this theorem: one based on the geometry of Bott-Samelson varieties, and another using induction and some algebra. We need an easy lemma.

Lemma 5.2. For any word $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ and any $w \in W$, the pullback for $f: X(\underline{\alpha}) \rightarrow X$ is given by

$$
f^{*} y(w)=\sum y(I)
$$

the sum over all subsets $I$ such that $\# I=\ell(w)$ and the corresponding $\underline{\alpha}$-chain $\underline{v}$ has $v_{d}=w$.

Proof. Let $\langle a, b\rangle$ denote the usual pairing in cohomology, given by pushforward of $a \cdot b$ to a point. By the projection formula, we have $\left\langle f^{*} y(w), x(I)\right\rangle=\left\langle y(w), f_{*} x(I)\right\rangle$. Since $f_{*} x(I)=x\left(v_{d}\right)$ when $X(I) \rightarrow X\left(v_{d}\right)$ is birational, and $f_{*} x(I)=0$ otherwise, the lemma follows from Corollary 2.5.

Remark 5.3. Applying the lemma to divisor classes, we have $f^{*} y\left(s_{\alpha}\right)=\sum y_{i}$, the sum over $1 \leq i \leq d$ such that $\alpha_{i}=\alpha$. Combining this with Proposition 4.1 gives a method for computing in $H_{T}^{*}(G / B)$.

First proof of Theorem 5.1. Let $f: X(\underline{\alpha}) \rightarrow X$ is the projection, and let $\underline{v}=\left(v_{1}, \ldots, v_{d}\right)$ be the $\underline{\alpha}$-chain associated to $I=\{1, \ldots, d\}$, so $v_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i}}$, and in particular $v=v_{d}$. Then $f\left(p_{\underline{v}}\right)=p_{v}$, so $\left.y(w)\right|_{v}=\left.\left(f^{*} y(w)\right)\right|_{p_{\underline{v}}}$. By Lemma 5.2, this is $\left.\sum y(K)\right|_{I}$, the sum over all $K$ such that $\# K=\ell(w)$ and the corresponding $\underline{\alpha}$-chain $\underline{v}^{K}$ has $v_{d}^{K}=w$. On the other hand, by Corollary 3.4, we have $\left.y(K)\right|_{I}=\prod_{i \in K}\left(-v_{i}\left(\alpha_{i}\right)\right)$. Since $-v_{i}\left(\alpha_{i}\right)=\beta_{i}$, the theorem is proved.

For the second proof, we use a variation on the functions $\psi_{v}$ which we studied in Chapter 16. These were given by $\psi_{v}(w)=\left.y(v)\right|_{w}$. Here we will use functions $\varphi_{v}: W \rightarrow \Lambda$, defined by

$$
\varphi_{v}(w)=\left.y(w)\right|_{v}=\psi_{w}(v)
$$

Properties of these functions are immediate from the corresponding properties of $\psi_{w}$ (Chapter 16, Proposition 2.5). We only need an inductive formula.

Lemma 5.4. We have

$$
\begin{array}{ll}
\varphi_{v}(w)=\varphi_{v s_{\alpha}}(w) & \text { if } \ell\left(w s_{\alpha}\right)>\ell(w) ; \\
\varphi_{v}(w)=\varphi_{v s_{\alpha}}(w)-v(\alpha) \varphi_{v s_{\alpha}}\left(w s_{\alpha}\right) & \text { if } \ell\left(w s_{\alpha}\right)<\ell(w) \tag{8}
\end{array}
$$

Proof. Using the operators $\mathrm{A}_{\alpha}$ from Chapter 16, Proposition 2.5, we have

$$
\begin{aligned}
\psi_{w}\left(v s_{\alpha}\right)-\psi_{w}(v) & =v(\alpha)\left(\mathrm{A}_{\alpha} \psi_{w}\right)(v) \\
& = \begin{cases}0 & \text { if } \ell\left(w s_{\alpha}\right)>\ell(w) ; \\
v(\alpha) \psi_{w s_{\alpha}}(v) & \text { if } \ell\left(w s_{\alpha}\right)<\ell(w) .\end{cases}
\end{aligned}
$$

This immediately proves (7), as well as (8) with $\varphi_{v}\left(w s_{\alpha}\right)$ appearing on the right-hand side in place of $\varphi_{v s_{\alpha}}\left(w s_{\alpha}\right)$. But by (7), we have $\varphi_{v}\left(w s_{\alpha}\right)=\varphi_{v s_{\alpha}}\left(w s_{\alpha}\right)\left(\right.$ since $\left.\ell\left(w s_{\alpha}\right)>\ell\left(w s_{\alpha} \cdot s_{\alpha}\right)\right)$.

Using the lemma, if we know the function $\varphi_{v s_{\alpha}}$, for some $\alpha$, then we know $\varphi_{v}$. For instance, we know

$$
\varphi_{e}(w)= \begin{cases}1 & \text { if } w=e \\ 0 & \text { otherwise }\end{cases}
$$

(since $p_{e} \notin Y(w)$ for $w \neq e$ ). This determines the rest!
Second proof of Theorem 5.1. We use induction on $\ell(v)$. For $\ell(v)=0$, so $v=e$, this is the case observed above, so the theorem holds. In general, fix a reduced word for $v$ as in the theorem. Set $f_{v}(w)$ to be the right-hand side of the formula (6), and let $\alpha=\alpha_{d}$. We assume the formula for $\varphi_{v s_{\alpha}}$ is known, using the reduced word $\left(\alpha_{1}, \ldots, \alpha_{d-1}\right)$ for it.

If $\ell\left(w s_{\alpha}\right)>\ell(w)$, then no reduced word for $w$ ends in $\alpha$, and it follows that $f_{v}(w)=f_{v s_{\alpha}}(w)$. Since $\varphi_{v}(w)=\varphi_{v s_{\alpha}}(w)$ by Lemma 5.4, the formula holds in this case.

If $\ell\left(w s_{\alpha}\right)<\ell(w)$, then no reduced word for $w s_{\alpha}$ ends in $\alpha$. Consider subsets $I=\left\{i_{1}<\cdots<i_{\ell}\right\}$ corresponding to reduced words for $w$. For those $I$ such that $i_{\ell}=d$, the sequence $\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{\ell-1}}\right)$ is a reduced word for $w s_{\alpha}$, and $\beta_{d}=-v(\alpha)=\left(v s_{\alpha}\right)(\alpha)$. So the sum of such terms is

$$
\sum_{I \text { with } i_{\ell}=d} \beta_{i_{1}} \cdots \beta_{i_{\ell-1}} \beta_{i_{\ell}}=-v(\alpha) \varphi_{v s_{\alpha}}\left(w s_{\alpha}\right) .
$$

The other terms, where $i_{\ell}<d$, sum to $\varphi_{v s_{\alpha}}(w)$. Applying Lemma 5.4, the full sum is $\varphi_{v}(w)$, as required.

Example 5.5. Theorem 5.1 includes a formula for the restrictions of divisor classes $\left.y\left(s_{\alpha}\right)\right|_{v}$, as the sum of those $\beta_{i}$ for which $\alpha_{i}=\alpha$. On the other hand, we saw $y\left(s_{\alpha}\right)=\omega_{\alpha}-v\left(\omega_{\alpha}\right)$ in Chapter 16, Lemma 2.6. The latter is often simpler to use in this case. For example, with $G=S L_{n}$ and $\alpha=t_{1}-t_{2}$, we have

$$
\omega_{\alpha}-v\left(\omega_{\alpha}\right)=\alpha_{1}+\cdots+\alpha_{v(1)-1}
$$

for any permutation $v \in S_{n}$, without needing to find a reduced expression.

Exercise 5.6. Check directly that the two formulas for $\left.y\left(s_{\alpha}\right)\right|_{v}$ agree: show that

$$
\omega_{\alpha}-v\left(\omega_{\alpha}\right)=\sum_{i: \alpha_{i}=\alpha} s_{\alpha_{1}} \cdots s_{\alpha_{i-1}}\left(\alpha_{i}\right)
$$

for any simple root $\alpha$, and any reduced word $\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ for $v \in W .{ }^{4}$
Example 5.7. As noted above, Theorem 5.1 shows that $\left.y(w)\right|_{v}$ is nonzero if and only if $p_{v} \in Y(w)$. This is a special property of the standard torus action on Schubert varieties. In general, for an invariant subvariety $Y$ of a nonsingular variety $V$, with $[Y]^{T} \in H_{T}^{*} V$, one can have $\left.[Y]^{T}\right|_{p}=0$ for an isolated fixed point $p \in Y$.

For example, consider $V=\mathbb{P}^{4}$ with coordinates $x_{1}, \ldots, x_{5}$, and a torus $T$ acting by characters $0, \chi_{1},-\chi_{1}, \chi_{2},-\chi_{2}$, where $\chi_{1} \neq \chi_{2}$. Let $Y$ be the hypersurface defined by $x_{2} x_{3}-x_{4} x_{5}=0$, so $p=[1,0,0,0,0]$ is the singular point of $Y$. Writing $\zeta=c_{1}^{T}(\mathscr{O}(1))$, we have $[Y]^{T}=2 \zeta$ so $\left.[Y]^{T}\right|_{p}=0$.

Remark 5.8. As we saw in Chapter 15, Equation (9), Schubert classes in $G / P$ pull back to Schubert classes in $G / B$. Writing the projection as $\pi: G / B \rightarrow G / P$, we have $\pi^{*} y[w]=y\left(w^{\min }\right)$. This is compatible with restriction to fixed points, and we have

$$
\left.y[w]\right|_{[v]}=\left.y\left(w^{\min }\right)\right|_{v}
$$

for any coset representative $v \in[v]$. In particular, Theorem 5.1 includes a formula for restricting $G / P$ Schubert classes.

## 6. Duality

In Chapter 16, $\S 4$, we used an isomorphism $\Phi^{w}: G / B \xrightarrow{\sim} G / B^{w}$ to relate difference operators with the right $W$-action on $G / B$. The particular case where $w=w_{\circ}$, so $B^{w_{0}}=\dot{w}_{\circ} B \dot{w}_{\circ}^{-1}=B^{-}$, is especially useful for passing between formulas involving $y(w)$ and ones involving $x(w)$. Here we will state several such formulas; their proofs are all immediate from the functoriality of pullbacks.

To set up notation, let $\bar{X}=G / B^{-}$, with fixed points $\bar{p}_{w}=\dot{w} B^{-}$and Schubert varieties

$$
\bar{X}(w)=\overline{B^{-} \cdot \bar{p}_{w}} \quad \text { and } \quad \bar{Y}(w)=\overline{B \cdot \bar{p}_{w}} .
$$

Let $\bar{x}(w)$ and $\bar{y}(w)$ be the corresponding Schubert classes in $H_{T}^{*} \bar{X}$. The entire discussion for Schubert classes in $\bar{X}=G / B^{-}$is parallel to that of $X=G / B$, except that each root is replaced by its negative. For example,

$$
\left.\bar{y}(w)\right|_{\bar{p}_{w}}=\prod_{\beta \in w\left(R^{-}\right) \cap R^{+}}(-\beta)=\left.(-1)^{\ell(w)} y(w)\right|_{p_{w}} .
$$

Let $\tau: \Lambda \rightarrow \Lambda$ be the graded involution which is multiplication by $(-1)^{r}$ on $\operatorname{Sym}^{r} M$, so $\tau$ is induced by the involution of $M$ taking each root to its negative. Then

$$
\begin{equation*}
\left.\bar{y}(w)\right|_{\bar{p}_{v}}=\tau\left(\left.y(w)\right|_{p_{v}}\right) \tag{9}
\end{equation*}
$$

for every $w, v \in W$.
Write $\Phi=\Phi^{w_{0}}$ for the G-equivariant isomorphism $X \xrightarrow{\sim} \bar{X}$, so $\Phi(g B)=g \dot{w}_{\circ} B^{-}$. Since $\Phi\left(p_{w w_{o}}\right)=\bar{p}_{w}$, we see

$$
\Phi\left(X\left(w w_{\circ}\right)\right)=\bar{Y}(w) \quad \text { and } \quad \Phi\left(Y\left(w w_{\circ}\right)\right)=\bar{X}(w)
$$

So $\Phi^{*} \bar{y}(w)=x\left(w w_{\circ}\right)$ and $\Phi^{*} \bar{x}(w)=y\left(w w_{\circ}\right)$, and we have

$$
\left.x(w)\right|_{p_{v}}=\left.\bar{y}\left(w w_{0}\right)\right|_{\bar{p}_{v w}} .
$$

Combining this with (9), we obtain

$$
\begin{equation*}
\left.x(w)\right|_{p_{v}}=\tau\left(\left.y\left(w w_{\circ}\right)\right|_{p_{v w_{0}}}\right) . \tag{10}
\end{equation*}
$$

Next consider the automorphism $\tau_{\circ}=\tau_{w_{0}}: X \rightarrow X$, coming from the left action of $W$ on $G / B$ as in Chapter $16, \S 5$. The map $\tau_{0}$ is equivariant with respect to the automorphism $\sigma: g \mapsto \dot{w}_{\circ} g \dot{w}_{\circ}^{-1}$ of G. Restricting $\sigma$ to the torus $T \subseteq G$, in turn, induces the algebra automorphism $w_{0}: \Lambda \rightarrow \Lambda$ given by $\lambda \mapsto w_{\circ}(\lambda)$ for $\lambda \in M$. Since $\tau_{\circ}$ maps $p_{w_{\circ} w}$ to $p_{w}$, we see $\tau_{\circ}\left(X\left(w_{\circ} w\right)\right)=Y(w)$ and therefore

$$
\begin{equation*}
\left.x\left(w_{\circ} w\right)\right|_{p_{w_{0} v}}=w_{\circ} \cdot\left(\left.y(w)\right|_{p_{v}}\right) . \tag{11}
\end{equation*}
$$

Like $\tau$, the algebra automorphism $w_{0}$ sends a product of positive roots to a product of negative roots-but in general these are different automorphisms.

Finally, the isomorphism $\Phi \circ \tau_{\circ}: X \rightarrow \bar{X}$ is equivariant with respect to the automorphism $\sigma$, and takes $Y\left(w_{\circ} w w_{\circ}\right)$ to $\bar{Y}(w)$, so

$$
\begin{equation*}
\left.y\left(w_{\circ} w w_{\circ}\right)\right|_{p_{w_{0} v w_{0}}}=w_{\circ} \cdot \tau\left(\left.y(w)\right|_{p_{v}}\right) \tag{12}
\end{equation*}
$$

These identities generalize ones we have seen for Schubert polynomials in type A. For instance, Equation (12) here corresponds to Chapter 11, §8, Equation (2).

## 7. A nonsingularity criterion

For $v \leq w$ in $W$, when is the Schubert variety $X(w)$ nonsingular at the fixed point $p_{v} \in X(w)$ ? We will see a criterion in terms of equivariant cohomology, due to Kumar.

We need some information about the tangent cone $C_{p_{v}} X(w)$. Let

$$
V_{v}=\dot{v} U^{-} \dot{v}^{-1} \cdot p_{v} \subseteq X
$$

be the $T$-invariant open affine neighborhood of $p_{v}$, and let

$$
V(w)_{v}=X(w) \cap V_{v}
$$

be the corresponding affine neighborhood in $X(w)$. We will write $V(w)_{v}=\operatorname{Spec} A$, and $\mathfrak{m} \subseteq A$ for the maximal ideal corresponding to $p_{v} \in V(w)_{v}$.

Lemma 7.1. For each $\beta \in v\left(R^{-}\right)$such that $s_{\beta} v \leq w$, there is a function $f_{\beta} \in A$ which is an eigenfunction of weight $\beta$ for the action of $T$. (That is, $f_{\beta}\left(t^{-1} x\right)=\beta(t) f(x)$ for all $t \in T$ and $x \in V(w)_{v}$.)

Furthermore, the $f_{\beta}$ generate an m-primary ideal in $A$. (That is, $f_{\beta}\left(p_{v}\right)=0$ for each $\beta$, and $p_{v}$ is their only common zero.)

From the description of invariant curves we saw in Chapter 15, $\S 4$, the roots $\beta \in v\left(R^{-}\right)$such that $s_{\beta} v \leq w$ are precisely the weights of the $T$-invariant curves in $X(w)$ through $p_{v}$.

We will state the nonsingularity criterion in terms of the equivariant multiplicities defined in Chapter 17.

Theorem 7.2. For $v \leq w$, the point $p_{v}$ is nonsingular in $X(w)$ if and only if

$$
\varepsilon_{p_{v}}^{T} X(w)=\prod_{\substack{\beta \in v\left(R^{-}\right) \\ s_{\beta} v \leq w}} \beta^{-1}
$$

where $\varepsilon_{v}^{T} X(w)$ is the equivariant multiplicity of $X(w)$ at $p_{v}$.

Proof. One direction is immediate. If $X(w)$ is nonsingular at $p_{v}$, the weights on $T_{p_{v}} X(w)$ coincide with the tangent weights to the $T$-invariant curves through $p_{v}$. (This is a general fact about nonsingular varieties with finitely many invariant curves; see Chapter 7, Proposition 2.3.) Therefore

$$
T_{p_{v}} X(w)=\bigoplus_{\substack{\beta \in v\left(R^{-}\right) \\ s_{\beta} v \leq w}} \mathfrak{g}_{\beta}
$$

By an elementary property of equivariant multiplicities, $\varepsilon_{v}^{T} X(w)$ is the inverse of the product of tangent weights (Chapter 17, Proposition 4.4(ii)).

Conversely, assume the formula holds. Using the notation of Lemma 7.1, let $A^{\prime} \subseteq A$ be the subring generated by the functions $f_{\beta}$. Since $\varepsilon_{v}^{T} X(w)$ has degree $-\operatorname{dim} X(w)=-\ell(w)$, there are $\ell(w)$ such $f_{\beta}{ }^{\prime} \mathrm{s}$. It follows that they form a system of parameters for $A$ at m . So the subalgebra $A^{\prime} \cong \mathbb{C}\left[\left\{f_{\beta} \mid \beta \in v\left(R^{-}\right), s_{\beta} v \leq w\right\}\right]$ is a polynomial ring, and $A$ is a finitely generated module over $A^{\prime}$.

Let $V=V(w)_{v}=\operatorname{Spec} A$ and $V^{\prime}=\operatorname{Spec} A^{\prime}$, and write $\pi: V \rightarrow V^{\prime}$ for the corresponding equivariant map of affine varieties. Let $p^{\prime} \in V^{\prime}$ be the origin, and note that this is a nondegenerate fixed point, since the tangent weights $\beta$ are all nonzero. Since the functions $f_{\beta}$ are a system of parameters, we have $\pi^{-1}\left(p^{\prime}\right)=p_{v}$. It follows from another property of equivariant mulitplicities (Chapter 17, Proposition 4.4(vi)) that

$$
\varepsilon_{p_{v}}^{T} V=d \cdot \varepsilon_{p^{\prime}}^{T} V^{\prime},
$$

where $d$ is the degree of the finite map $\pi$; since equivariant multiplicities are local, we have $\varepsilon_{v}^{T} X(w)=\varepsilon_{p_{v}}^{T} V$. On the other hand, $p^{\prime} \in V^{\prime}$ is
nonsingular, with tangent weights $\beta$, so as observed above we have

$$
\varepsilon_{\mathcal{p}^{\prime}}^{T} V^{\prime}=\prod_{\substack{\beta \in v\left(R^{-}\right) \\ s_{\beta} v \leq w}} \beta^{-1} .
$$

It follows that $d=1$, so $A=A^{\prime}$ is a polynomial ring, and $V \cong \mathbb{A}^{\ell(w)}$. In particular, $p_{v}$ is a nonsingular point.

The criterion may be rephrased in terms of restrictions of Schubert classes.

Corollary 7.3. For $v \leq w$, the point $p_{v}$ is nonsingular in $X(w)$ if and only if

$$
\left.x(w)\right|_{v}=\prod_{\substack{\beta \in v\left(R^{-}\right) \cap R^{-} \\ s_{\beta} v \nsubseteq w}} \beta
$$

Proof. We have

$$
\begin{aligned}
\left.x(w)\right|_{v} & =c_{N}^{T}\left(T_{p_{v}} X\right) \cdot \varepsilon_{v}^{T} X(w) \\
& =\left(\prod_{\beta \in v\left(R^{-}\right)} \beta\right) \cdot \varepsilon_{v}^{T} X(w),
\end{aligned}
$$

using another characterization of equivariant multiplicities (Chapter $17, \S 4$, Equation (9)). Dividing both sides by $c_{N}^{T}\left(T_{p_{v}} X\right)$, the assertion follows from Theorem 7.2. (For any $\beta \in v\left(R^{-}\right) \cap R^{-}$, we have $s_{\beta} v<v \leq w$, so these weights cancel.)

Using the duality identities from the previous section, it is easy to deduce corresponding nonsingularity criteria for opposite Schubert varieties $Y(w)$. Using the notation of $\S 6$, the automorphism $\tau_{\circ}$ sends $p_{w_{0} v}$ to $p_{v}$ and $X\left(w_{o} w\right)$ to $Y(w)$, so $p_{v}$ is nonsingular in $Y(w)$ if and only if $p_{w_{0} v}$ is nonsingular in $X\left(w_{\circ} w\right)$. We obtain the following:

Corollary 7.4. For $v \geq w$, the point $p_{v}$ is nonsingular in $Y(w)$ if and only if

$$
\left.y(w)\right|_{v}=\prod_{\substack{\beta \in v\left(R^{-}\right) \cap R^{+} \\ s_{\beta} v \neq w}} \beta .
$$

In this case, the tangent space $T_{p_{v}} Y(w)$ has weights $\beta \in v\left(R^{-}\right)$such that $s_{\beta} v \geq w$.
(Applying Equation 11, it suffices to verify that

$$
\left\{\beta \in v\left(R^{-}\right) \mid s_{\beta} v \nsupseteq w\right\}=w_{\circ}\left(\left\{\gamma \in w_{\circ} v\left(R^{-}\right) \mid s_{\gamma} w_{\circ} v \nsupseteq w_{\circ} w\right\}\right),
$$

which is straightforward, using $w_{\circ} v \leq w_{\circ} w$ iff $v \geq w$.)
Combining this with the restriction formula of Theorem 5.1, we arrive at a combinatorial criterion for nonsingularity of $Y(w)$ at $p_{v}$.

Corollary 7.5. Fix a reduced word $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$ for $v$, and write $\beta_{i}=s_{\alpha_{1}} \cdots s_{\alpha_{i-1}}\left(\alpha_{i}\right)$. Then $p_{v}$ is nonsingular in $Y(w)$ if and only if

$$
\sum \beta_{i_{1}} \cdots \beta_{i_{\ell}}=\prod_{\substack{\beta \in v\left(R^{-}\right) \cap R^{+} \\ s_{\beta} v \neq w}} \beta
$$

where the sum on the left-hand side is over all $I \subseteq\{1, \ldots, d\}$ such that the corresponding subword $\underline{\alpha}(I)$ is a reduced word for $w$.

Exercise 7.6. If $\ell(v)=\ell(w)+1$, show that $p_{v} \in Y(w)$ is nonsingular. Conclude that Schubert varieties are nonsingular in codimension one. (That is, the singular locus has codimension at least two.) ${ }^{5}$

EXERCISE 7.7. For $G=S L_{n}$ and $\alpha=t_{k}-t_{k+1}$, so $s_{\alpha}=s_{k}$, show that the (opposite) Schubert variety $Y\left(s_{k}\right) \subseteq S L_{n} / B$ is singular at $w$ if and only if $\#\{i \leq k \mid w(i)>k\} \geq 2 .{ }^{6}$

EXERCISE 7.8. Use $\mathfrak{S}_{2143}=\left(x_{1}-y_{1}\right)\left(x_{1}+x_{2}+x_{3}-y_{1}-y_{2}-y_{3}\right)$ to determine the singular locus of $Y(2143)=\Omega_{2143} \subseteq F l\left(\mathbb{C}^{4}\right)$.

Remark 7.9. Using the Bott-Samelson resolution, the additivity property of equivariant multiplicities (Chapter 17, Proposition 4.4(vi)) leads to another formula for $\varepsilon_{v}^{T} X(w)$. We have

$$
\begin{equation*}
\varepsilon_{v}^{T} X(w)=\sum_{\underline{v}}\left(\prod_{i=1}^{\ell}\left(-v_{i}\left(\alpha_{i}\right)\right)\right)^{-1} \tag{13}
\end{equation*}
$$

where $\underline{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ is a fixed reduced word for $w$, and the sum is over all $\underline{\alpha}$-chains $\underline{v}=\left(e, v_{1}, \ldots, v_{\ell}\right)$ such that $v_{\ell}=v$. (These correspond to the fixed points $p_{\underline{v}} \in X(\underline{\alpha})$ mapping to $p_{v}$ under the
resolution $X(\underline{\alpha}) \rightarrow X(w)$, and the corresponding term is $\varepsilon_{\underline{v}}^{T} X(\underline{\alpha})$.) Clearing denominators, one obtains a formula for $\left.x(w)\right|_{v}$ which is different from the one deduced from Billey's formula. In particular, note that the chains indexing terms of the sum need not correspond to reduced words for $v$.

Remark 7.10. As noted in Remark 5.8, knowing about Schubert varieties in $G / B$ is enough to say something about Schubert varieties in $G / P$. The projection $\pi: G / B \rightarrow G / P$ makes $X\left(w^{\max }\right) \rightarrow X[w]$ and $Y\left(w^{\mathrm{min}}\right) \rightarrow Y[w]$ into fiber bundles, with nonsingular fiber $P / B$. So a point $p_{[v]} \in X[w]$ is nonsingular if and only if $p_{v} \in X\left(w^{\max }\right)$ is nonsingular, for any coset representative $v \in[v]$; and similarly for $p_{[v]} \in Y[w]$. So Theorem 7.2 and Corollary 7.3 provide nonsingularity criteria for Schubert varieties in $G / P$.

## Notes

Bott and Samelson gave a construction similar to the one indicated in Remark 3.5, and used it to study the cohomology of $G / B=K / S$ [BoSa55]. In particular, they prove a non-equivariant version of Corollary 4.4. The algebraic version which is more commonly used in Schubert calculus and representation theory was introduced by Demazure [De74] and Hansen [Han74], and for this reason the varieties $X(\underline{\alpha})$ are sometimes called Bott-Samelson-Demazure-Hansen (or BSDH) varieties. The non-equivariant part of the formula for $x_{i}^{2}$ (Exercise 4.3) appears in [De74, §4.2].

Corollary 3.4 was proved by Willems, using a localization argument similar to the second proof we gave [Wi04]. Our geometric argument, using the submanifolds $Y(I)$, appears to be new.

Theorem 5.1 appears as an exercise (without proof) in a book by Andersen, Jantzen, and Soergel [AJS94, p. 298]. Billey discovered the formula independently, emphasizing the connection with Schubert calculus [Bi99]. Her proof proceeds by decreasing induction on $w$, with a separate argument that the polynomial is independent of the choice of reduced word. The result is sometimes known as the AJSB formula.

Example 5.7 is due to Brion [Bri00].
Among simple linear algebraic groups, the automorphisms $\tau$ and $w_{\circ}$ (from §6) are equal precisely in types $B_{n}, C_{n}, D_{2 n}, E_{7}, E_{8}, F_{4}$, and $G_{2}$; see, e.g., [Hum81, §31.6].

Theorem 7.2 is due to Kumar [Ku96, Theorem 5.5]. A simplified argument was given by Brion [Bri97b, §6.5], and this is essentially the one we use. Lemma 7.1 follows from a result of Polo [Po94, Prop. 2.2]; see also Ku$\operatorname{mar}\left[K u 02\right.$, Prop. 5.2]. A more detailed study of the tangent cones $C_{p_{v}} X(w)$ has been carried out by Carrell and Peterson; see, e.g., [Ca94].

The formula (13) for $\varepsilon_{v}^{T} X(w)$ is due to Rossmann [Ro89, (3.8)].

## Hints for exercises

${ }^{1}$ Use the subword characterization of Bruhat order, and a greedy algorithm to see that $s_{\alpha_{i_{1}}} \cdots s_{\alpha_{i_{\ell}}} \leq s_{\alpha_{1}} * \cdots * s_{\alpha_{d}}$ for any subword of $\underline{\alpha}$. See [KnMi04, Lemma 3.4].
${ }^{2}$ Consider the point $p=p_{\{1, \ldots, d\}} \in X(\underline{\alpha})$. Using terminology from Chapter 7, $\S 2$, the tangent space $T_{p} X(\underline{\alpha})$ contains parallel weights whenever $\underline{\alpha}$ is a non-reduced word; in this case there are infinitely many $T$-curves through a neighborhood of $p$. Whenever the sequence $\underline{\alpha}$ has a repeated root, an instance of the variety considered in Example 2.6 occurs as a subvariety of $X(\underline{\alpha})$, and this has infinitely many $T$-curves.

To see that $X(\underline{\alpha})$ is toric when all roots are distinct, look at the tangent space to $p_{\emptyset}$ : the characters form part of a basis for $M$, so there is a dense $T$-orbit. To see that $f$ is an isomorphism in this case, keep track of fixed points.
${ }^{3}$ Use induction on $d$. The same argument shows that the analogous map

$$
G \times^{B} P_{\alpha_{1}} \times^{B} \cdots \times^{B} P_{\alpha_{d}} / B \rightarrow Z(\underline{\alpha})
$$

is an isomorphism.
${ }^{4}$ Argue inductively as in the second proof of Theorem 5.1. It is obvious for $v=e$. Suppose the equality is known for $v$, and $\beta$ is a simple root such that $\ell\left(v s_{\beta}\right)=\ell(v)+1$. If $\beta \neq \alpha$, the right-hand sides are clearly equal for $v$ and $v s_{\beta}$; since $s_{\beta}\left(\omega_{\alpha}\right)=\omega_{\alpha}$ for $\beta \neq \alpha$, so are the left-hand sides. If $\beta=\alpha$, then the difference of the right-hand sides is $v(\alpha)$, and the difference of the left-hand sides is $v\left(\omega_{\alpha}\right)-v s_{\alpha}\left(\omega_{\alpha}\right)=v(\alpha)$.
${ }^{5}$ The claim about $p_{v} \in Y(w)$ being nonsingular follows easily from Billey's formula for $\left.y(w)\right|_{v}$. Using $B$-equivariance, one sees that the nonsingular locus of $Y(w)$ contains the union of Schubert cells $Y(v)^{\circ}$ for $v \geq w$ and $\ell(v) \leq \ell(w)+1$. (The conclusion also follows from the general fact that Schubert are normal.)
${ }^{6}$ Use the formula for $\left.y\left(s_{\alpha}\right)\right|_{w}$ in Chapter 10, Exercise 7.2.

## CHAPTER 19

## Structure constants

A major problem in combinatorics and geometry is to determine the structure constants for multiplying Schubert classes in $G / P$. The ultimate goal is a positive combinatorial formula akin to the Littlewood-Richardson rule for Grassmannians, and in this sense the problem is open for most cases.

Here we will prove an equivariant version of Chevalley's rule for multiplying by a Schubert divisor. As we saw for Grassmannians and type A flag varieties, this recursively determines all equivariant structure constants. We conclude with two proofs of a theorem due to Graham, which specifies the sense in which equivariant structure constants are positive.

## 1. Chevalley's formula

We start with Schubert classes in $G / B$. Let $\alpha$ be a simple root, so $y\left(s_{\alpha}\right) \in H_{T}^{*}(G / B)$ is a divisor class. The equivariant Chevalley formula expresses $y\left(s_{\alpha}\right) \cdot y(v)$ as a sum of classes $y(w)$. Such a product takes place in $Y\left(s_{\alpha}\right) \cap Y(v)$, so the classes $y(w)$ which appear will have $w>v$ (that is, $w>v$ with $\ell(w)=\ell(v)+1$ ), together with $w=v$.

Using the characterization of Bruhat order from Lemma 2.1(9), the covering relation $w \gtrdot v$ may be described as follows.

Lemma 1.1. We have $w \gtrdot v$ if and only if $\ell(w)=\ell(v)+1$, and there is a positive root $\beta$, with $\gamma=v(\beta)$ also positive, such that $w=v s_{\beta}=s_{\gamma} v$.
(If $\left(\alpha_{1}, \ldots, \alpha_{\ell}\right)$ is a reduced word for $w$, so that $\left(\alpha_{1}, \ldots, \widehat{\alpha_{k}}, \ldots, \alpha_{\ell}\right)$ is a reduced for $v$, then $\beta=s_{\alpha_{\ell}} \cdots s_{\alpha_{k+1}}\left(\alpha_{k}\right)$.)

Here is the formula.

Theorem 1.2 (Equivariant Chevalley formula). For a simple root $\alpha$ and $v \in W$, we have

$$
\begin{equation*}
y\left(s_{\alpha}\right) \cdot y(v)=\left(\omega_{\alpha}-v\left(\omega_{\alpha}\right)\right) y(v)+\sum_{\substack{w=v s_{\beta} \\ \ell(w)=\ell(v)+1}}\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle y(w) \tag{*}
\end{equation*}
$$

in $H_{T}^{*}(G / B)$.
As remarked in Chapter 15, $\S 1.2$, using a $W$-invariant inner product (, ) one can write the coefficients as

$$
\left\langle\omega_{\alpha}, \beta\right\rangle=n_{\beta}^{\alpha} \cdot \frac{(\alpha, \alpha)}{(\beta, \beta)}
$$

where $n_{\beta}^{\alpha}$ is the coefficient of $\alpha$ when $\beta$ is written as a sum of simple roots.

Proof. As noted above, for degree and support reasons, the terms appearing in $y\left(s_{\alpha}\right) \cdot y(v)$ must be those $y(w)$ for which $w \geq v$ and $\ell(w) \leq \ell(v)+1$. By Lemma 1.1, these are the ones appearing on the right-hand side of $(*)$. For each such $w$, except $v$ itself, $p_{v} \notin Y(w)$. So restricting both sides of $(*)$ to $p_{v}$, we obtain

$$
\left.\left.y\left(s_{\alpha}\right)\right|_{v} \cdot y(v)\right|_{v}=\left.\lambda \cdot y(v)\right|_{v}+0,
$$

for some $\lambda \in M$. Since $\left.y(v)\right|_{v} \neq 0$, it follows that $\lambda=\left.y\left(s_{\alpha}\right)\right|_{v}$, and we have seen the formula for this restriction (Chapter 16, Lemma 2.6). So we have the first term.

The other coefficients are classical, but it is easier to compute them equivariantly. By Poincaré duality, the coefficient of $y(w)$ is

$$
\rho_{*}\left(y\left(s_{\alpha}\right) \cdot y(v) \cdot x(w)\right),
$$

where $\rho: G / B \rightarrow$ pt is the projection. For $\ell(w)=\ell(v)+1$, the Schubert varieties $Y(v)$ and $X(w)$ meet transversally in the $T$-invariant curve

$$
E=Y(v) \cap X(w)=G_{\gamma} \cdot p_{v}
$$

containing the fixed points $p_{v}$ and $p_{s_{\gamma} v}=p_{v s_{\beta}}$. This follows from the fact that Schubert varieties are nonsingular in codimension one. (See Chapter 18, Exercise 7.6.) Since the subspace $T_{p_{v}} X(v) \subseteq T_{p_{v}} X(w)$ has codimension one, and meets $T_{p_{v}} Y(v)$ transversally, it follows that
$T_{p_{v}} X(w) \cap T_{p_{v}} Y(v)$ is one-dimensional; and similarly for the subspace $T_{p_{w}} X(w) \cap T_{p_{w}} Y(v)$.

From the characterization of invariant curves, $E$ has character $\gamma$, with tangent weight $\gamma$ on $T_{p_{v v}} E$ and $-\gamma$ on $T_{p_{v}} E$. By transversality of the intersection, we have

$$
y(v) \cdot x(w)=[E]^{T} .
$$

Writing $f: E \hookrightarrow G / B$ for the inclusion, and $\eta: E \rightarrow \mathrm{pt}$, an application of the projection formula shows

$$
\rho_{*}\left(y\left(s_{\alpha}\right) \cdot y(v) \cdot x(w)\right)=\eta_{*}\left(f^{*} y\left(s_{\alpha}\right)\right) .
$$

Now we use localization to compute this integral. The restriction of $f^{*} y\left(s_{\alpha}\right)$ to $p_{w}$ is $\left.y\left(s_{\alpha}\right)\right|_{w}$, and the restriction to $p_{v}$ is $\left.y\left(s_{\alpha}\right)\right|_{v}$, so using the formulas we know for these, we have

$$
\begin{aligned}
\rho_{*}\left(y\left(s_{\alpha}\right) \cdot y(v) \cdot x(w)\right) & =\frac{\left.y\left(s_{\alpha}\right)\right|_{w}}{\gamma}+\frac{\left.y\left(s_{\alpha}\right)\right|_{v}}{-\gamma} \\
& =\frac{\left.y\left(s_{\alpha}\right)\right|_{w}-\left.y\left(s_{\alpha}\right)\right|_{v}}{\gamma} \\
& =\frac{v\left(\omega_{\alpha}\right)-w\left(\omega_{\alpha}\right)}{\gamma} .
\end{aligned}
$$

Since $w=s_{\gamma} v$, we can write

$$
\begin{aligned}
v\left(\omega_{\alpha}\right)-w\left(\omega_{\alpha}\right) & =v\left(\omega_{\alpha}\right)-s_{\gamma} v\left(\omega_{\alpha}\right) \\
& =\left\langle v\left(\omega_{\alpha}\right), \gamma^{\vee}\right\rangle \gamma,
\end{aligned}
$$

and it follows that the desired coefficient is $\left\langle v\left(\omega_{\alpha}\right), \gamma^{\vee}\right\rangle$. Since the pairing is $W$-invariant and $\gamma=v(\beta)$, this is equal to $\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle$, as claimed.

Exercise 1.3. Prove that the same coefficients give the corresponding formula for multiplication by $B$-invariant divisor classes $x\left(w_{\circ} s_{\alpha}\right)$ :

$$
x\left(w_{\circ} s_{\alpha}\right) \cdot x(w)=\left(\left.x\left(w_{\circ} s_{\alpha}\right)\right|_{w}\right) \cdot x(w)+\sum_{v}\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle x(v),
$$

the sum over $v \leq w$ with $\ell(v)=\ell(w)-1$, where $v=w s_{\beta} .{ }^{1}$

Exercise 1.4. Prove Chevalley's formula for $G / P$. For $\alpha \in \Delta \backslash \Delta_{P}$ and $v=v^{\min }$ a minimal representative for $[v] \in W / W_{P}$,

$$
y\left[s_{\alpha}\right] \cdot y[v]=\left(\omega_{\alpha}-v\left(\omega_{\alpha}\right)\right) y[v]+\sum_{w=v^{\min } s_{\beta}}\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle y[w]
$$

the sum over $w \geq v^{\min }$ with $\ell(w)=\ell\left(v^{\min }\right)+1$ and $[w] \neq[v]$. Note that the coefficients $\left(\omega_{\alpha}-v\left(\omega_{\alpha}\right)\right)$ and $\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle$ appearing in the formula are independent of the choice of coset representative.

Recall that the $G$-equivariant line bundle $\mathcal{L}_{\lambda}=G \times{ }^{B} \mathbb{C}_{\lambda}$ has $\left.c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)\right|_{w}=w(\lambda)$. Since $\left.y\left(s_{\alpha}\right)\right|_{w}=\omega_{\alpha}-w\left(\omega_{\alpha}\right)$, we see that

$$
y\left(s_{\alpha}\right)=c_{1}^{T}\left(\mathcal{L}_{-\omega_{\alpha}} \otimes \mathbb{C}_{\omega_{\alpha}}\right)=c_{1}^{T}\left(\mathcal{L}_{-\omega_{\alpha}}\right)+\omega_{\alpha} .
$$

There is a similar formula for multiplying by $c_{1}^{T}\left(\mathcal{L}_{\lambda}\right)$.
Exercise 1.5. For any weight $\lambda \in M$, show that

$$
c_{1}^{T}\left(\mathcal{L}_{\lambda}\right) \cdot y(v)=w(\lambda) \cdot y(v)+\sum_{w=v s_{\beta}}\left\langle\lambda, \beta^{\vee}\right\rangle y(w)
$$

in $H_{T}^{*}(G / B)$, the sum over $w$ such that $\ell(w)=\ell(v)+1$, as before. ${ }^{2}$
Remark 1.6. To compute in $H_{T}^{*}(G / P)$, one can use pullback by the projection $\pi: G / B \rightarrow G / P$ to embed the problem in $H_{T}^{*}(G / B)$. This gives $\pi^{*} y[w]=y\left(w^{\mathrm{min}}\right)$ for any coset $[w] \in W / W_{P}$. For a simple root $\alpha \in \Delta \backslash \Delta_{P}$, we have $\pi^{*} y\left[s_{\alpha}\right]=y\left(s_{\alpha}\right)$, and the formula

$$
y\left[s_{\alpha}\right] \cdot y[v]=\left(\omega_{\alpha}-v\left(\omega_{\alpha}\right)\right) \cdot y[v]+\sum_{w=v^{\min } s_{\beta}}\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle y[w]
$$

follows from Theorem 1.2, where the sum is over all $w$ such that $\ell(w)=\ell\left(v^{\text {min }}\right)+1$. (Terms with $\beta \in R_{P}$ do not appear, so $w=v^{\text {min }_{s}}$ is minimal in its coset. Indeed, $\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle=0$ for such $\beta$.)

## 2. Characterization of structure constants

No formula as explicit as Theorem 1.2 is currently known for multiplying two general Schubert classes. However, the general coefficients are characterized by a recursion similar to what we have seen for $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$ and $F l\left(\mathbb{C}^{n}\right)$.

For $u, v, w \in W$, let $c_{u v}^{w} \in \Lambda$ be defined by

$$
y(u) \cdot y(v)=\sum_{w} c_{u v}^{w} y(w)
$$

in $H_{T}^{*}(G / B)$. As before, special cases of these coefficients appear as restrictions of Schubert classes.

Exercise 2.1. Show that $c_{u v}^{v}=\left.y(u)\right|_{v}$. In particular,

$$
c_{u u}^{u}=\left.y(u)\right|_{u}=\prod_{\beta \in u\left(R^{-}\right) \cap R^{+}} \beta .
$$

Recall that $w \gtrdot v$ if and only if there is some positive $\operatorname{root} \beta$ such that $w=v s_{\beta}$ and $\ell(w)=\ell(v)+1$. In this situation, it will be convenient to use the notation

$$
c_{\alpha}(v, w):=\left\langle\omega_{\alpha}, \beta^{\vee}\right\rangle
$$

when stating the recursive characterization.
Theorem 2.2. The polynomials $c_{u v}^{w}$, homogeneous of degree $\ell(u)+\ell(v)-$ $\ell(w)$ in $\Lambda$, satisfy and are determined by the following properties, for all simple roots $\alpha \in \Delta$ :

$$
\begin{equation*}
c_{u u}^{u}=\prod_{\beta \in u\left(R^{-}\right) \cap R^{+}} \beta, \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\left(\left.y\left(s_{\alpha}\right)\right|_{u}-\left.y\left(s_{\alpha}\right)\right|_{v}\right) c_{u v}^{u}=\sum_{v^{+}>v} c_{\alpha}\left(v, v^{+}\right) c_{u v^{+}}^{u}, \tag{ii}
\end{equation*}
$$

and

$$
\begin{align*}
\left(\left.y\left(s_{\alpha}\right)\right|_{w}-\left.y\left(s_{\alpha}\right)\right|_{u}\right) c_{u v}^{w}= & \sum_{u^{+}>u} c_{\alpha}\left(u, u^{+}\right) c_{u^{+} v}^{w} \\
& -\sum_{w^{-}<w} c_{\alpha}\left(w^{-}, w\right) c_{u v}^{w^{-}}, \tag{iii}
\end{align*}
$$

where the sums are over $v^{+}$such that $\ell\left(v^{+}\right)=\ell(v)+1, u^{+}$such that $\ell\left(u^{+}\right)=\ell(u)+1$, and $w^{-}$such that $\ell\left(w^{-}\right)=\ell(w)-1$.

The proof goes as in Chapter 9, Theorem 6.4, and Chapter 10, Theorem 7.4, using the following observation.

Lemma 2.3. For any $u \neq v$ in $W$, there is a simple root $\alpha$ such that $\left.y\left(s_{\alpha}\right)\right|_{u} \neq\left. y\left(s_{\alpha}\right)\right|_{v}$.

Proof. Using $\left.y\left(s_{\alpha}\right)\right|_{u}=\omega_{\alpha}-u\left(\omega_{\alpha}\right)$, this follows from the fact that the fundamental weights $\omega_{\alpha}$ form a basis for the vector space $M_{\mathbb{R}}$, and $W$ acts faithfully on this space.

The involutions we used in Chapter $18, \S 6$, apply to give identities among structure constants for various bases. Recall that $\tau$ is the automorphism of $\Lambda$ induced by $\lambda \mapsto-\lambda$ for $\lambda \in M$, and $w_{\circ}$ is the one induced by the usual $W$ action, i.e., $\lambda \mapsto w_{\circ}(\lambda)$ for $\lambda \in M$.

Proposition 2.4. With notation as in Chapter 18, §6, we have

$$
\begin{aligned}
\bar{y}(u) \cdot \bar{y}(v) & =\sum_{w} \tau\left(c_{u v}^{w}\right) \bar{y}(w) ; \\
x\left(u w_{\circ}\right) \cdot x\left(v w_{\circ}\right) & =\sum_{w} \tau\left(c_{u v}^{w}\right) y\left(w w_{\circ}\right) ; \\
x\left(w_{\circ} u\right) \cdot x\left(w_{\circ} v\right) & =\sum_{w} w_{\circ}\left(c_{u v}^{w}\right) x\left(w_{\circ} w\right) ; \\
y\left(w_{\circ} u w_{\circ}\right) \cdot y\left(w_{\circ} v w_{\circ}\right) & =\sum_{w} w_{\circ} \tau\left(c_{u v}^{w}\right) \bar{y}\left(w_{\circ} w w_{\circ}\right) .
\end{aligned}
$$

Note that $w_{\circ} \tau=\tau w_{\circ}$, and this preserves products of positive roots.
For general $G / P$, with cosets $[u],[v],[w] \in W / W_{P}$, we write

$$
y[u] \cdot y[v]=\sum_{[w]} c_{[u][v]}^{[w]} y[w]
$$

in $H_{T}^{*}(G / P)$. Since $H_{T}^{*}(G / P)$ embeds in $H_{T}^{*}(G / B)$, these coefficients occur among the $c_{u v}^{w}$, but they can be characterized directly.

Theorem 2.5. For $[u],[v],[w] \in W / W_{P}$, fix minimal representatives $u=u^{\min }, v=v^{\min }$, and $w=w^{\min }$. The polynomials $c_{[u][v]}^{[w]}$, homogeneous of degree $\ell(u)+\ell(v)-\ell(w)$ in $\Lambda$, satisfy and are determined by the following properties, for all $\alpha \in \Delta \backslash \Delta_{P}$ :

$$
\begin{equation*}
c_{[u][u]}^{[u]}=\prod_{\beta \in u\left(R^{-}\right) \cap R^{+}} \beta, \tag{i}
\end{equation*}
$$

(ii)

$$
\left(\left.y\left[s_{\alpha}\right]\right|_{[u]}-\left.y\left[s_{\alpha}\right]\right|_{[v]}\right) c_{[u][v]}^{[u]}=\sum_{v^{+}>v} c_{\alpha}\left(v, v^{+}\right) c_{[u]\left[v^{+}\right]}^{[u]}
$$

and

$$
\begin{align*}
\left(\left.y\left(s_{\alpha}\right)\right|_{w}-\left.y\left(s_{\alpha}\right)\right|_{u}\right) c_{[u][v]}^{[w]}= & \sum_{u^{+}>u} c_{\alpha}\left(u, u^{+}\right) c_{\left[u^{+}\right][v]}^{[w]} \\
& -\sum_{w^{-}<w} c_{\alpha}\left(w^{-}, w\right) c_{[u][v]^{\prime}}^{\left[w^{-}\right]} \tag{iii}
\end{align*}
$$

where the sums are over $v^{+}$such that $\ell\left(v^{+}\right)=\ell(v)+1, u^{+}$such that $\ell\left(u^{+}\right)=\ell(u)+1$, and $w^{-}$such that $\ell\left(w^{-}\right)=\ell(w)-1$.

The proof goes as usual, using the fact that for any distinct cosets $[u] \neq[v] \in W / W_{P}$, there is a simple root $\alpha \in \Delta \backslash \Delta_{P}$ such that $u\left(\omega_{\alpha}\right) \neq v\left(\omega_{\alpha}\right)$. This is a consequence of a basic lemma:

Lemma 2.6. Let $M_{P} \subseteq M_{\mathbb{R}}$ be the subspace spanned by $\omega_{\alpha}$ for simple roots $\alpha \in \Delta \backslash \Delta_{P}$. The isotropy group for the action of $W$ on $M_{P}$ is precisely the subgroup $W_{P} \subseteq W$.

## 3. Positivity via transversality

When $\ell\left(w^{\text {min }}\right)=\ell\left(u^{\mathrm{min}}\right)+\ell\left(v^{\mathrm{min}}\right)$, the coefficients $c_{[u][v]}^{[w]}$ for multiplying Schubert classes in the ordinary cohomology ring $H^{*}(G / P)$ are nonnegative integers. This is proved by an easy transversality argument, which we will review below. A subtler positivity property holds for the equivariant structure constants. Let us write the simple roots as $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$.

Theorem 3.1 (Graham). Consider multiplication in $H_{T}^{*}(G / P)$ with respect to the basis $\{y[w]\}$. The corresponding structure constants $c_{[u][v]}^{[w]}$ are polynomials in the (positive) simple roots with nonnegative coefficients: $c_{[u][v]}^{[w]} \in \mathbb{Z}_{\geq 0}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$.

The theorem includes the statement that the structure constants are polynomials in roots: that is, they lie in the subring $\Lambda_{\mathrm{rt}}=\operatorname{Sym}^{*} M_{\mathrm{rt}}$ of $\Lambda=\operatorname{Sym}^{*} M$. This can be deduced from the characterization in Theorem 2.5, but it is easy to see directly.

Lemma 3.2. The structure constants $c_{[u][v]}^{[w]}$ lie in the subring $\Lambda_{\mathrm{rt}} \subseteq \Lambda$ of polynomials in roots.

Proof. The adjoint group $G^{\text {ad }}=G / Z(G)$ has parabolic subgroup $P^{\text {ad }}=P / Z(G)$ and maximal torus $T^{\text {ad }}=T / Z(G)$. The map on character groups corresponding to the quotient map $T \rightarrow T^{\text {ad }}$ is the inclusion of the root lattice $M_{\mathrm{rt}} \subseteq M$, so $\Lambda_{T^{\text {ad }}}=\Lambda_{\mathrm{rt}}$. There is a canonical isomorphism $G / P \xrightarrow{\sim} G^{\text {ad }} / P^{\text {ad }}$, and the action of $T$ factors through that of $T^{\text {ad }}$, so the structure constants in $H_{T^{\text {ad }}}^{*}(G / P)$ lie in $\Lambda_{\mathrm{rt}}$. The change-of-groups homomorphism embeds $H_{T \text { ad }}^{*}(G / P)$ as a subalgebra of $H_{T}^{*}(G / P)$ and preserves the Schubert basis, so the claim follows.

We will see two proofs of the positivity theorem. The first uses a refinement of the transversality argument which proves nonequivariant positivity, this time applied to certain fiber bundles. Later we will see a second proof via degeneration, which leads to a more precise result.

As a warmup, let us quickly review the reason why the nonequivariant structure constants are nonnegative integers. The basic tool is a weak version of the Kleiman-Bertini transversality theorem. Recall that two subvarieties $Y, Z \subseteq X$ intersect properly if $Y \cap Z$ is either empty or pure-dimensional, with codimension (in $X$ ) equal to $\operatorname{codim}_{X} Y+\operatorname{codim}_{X} Z$.

Lemma 3.3. Let $\Gamma$ be a connected algebraic group acting transitively on an irreducible variety $X$, and let $Y, Z \subseteq X$ be irreducible subvarieties. There is a dense open subset $\Gamma^{\circ} \subseteq \Gamma$ such that $g Y$ meets $Z$ properly for all $g \in \Gamma^{\circ}$.

The proof is not difficult. The main point is to show that the action morphism $q: \Gamma \times Y \rightarrow X$ is flat. ${ }^{3}$

We need a basic fact from intersection theory: If $Y$ and $Z$ are subvarieties of a nonsingular variety $X$ which intersect properly, then

$$
[Y] \cdot[Z]=\sum_{V} m_{V}[V]
$$

in $H^{*} X$, where the sum is over irreducible components $V \subseteq Y \cap Z$, and the intersection multiplicities $m_{V}$ are nonnegative integers. (See Proposition 3.3 of Appendix A.)

Now let us calculate the coefficients $c_{[u][v]}^{[w]}$ in the non-equivariant case. Writing $\int: H^{*}(G / P) \rightarrow \mathbb{Z}$ for the pushforward to a point and using Poincaré duality, we have

$$
c_{[u][v]}^{[w]}=\int y[u] \cdot y[v] \cdot x[w] .
$$

The intersection $Z=Y[v] \cap X[w]$ is proper (and transverse at the generic point), so $y[v] \cdot x[w]=[Z]$. Applying Lemma 3.3 with $\Gamma=G$, $X=G / P$, and $Y=Y[u]$, we can find $g \in G$ so that $g Y$ meets $Z$ properly. Since $G$ is connected, we have $[g Y]=[Y]$ for all $g \in G$, and then

$$
\begin{aligned}
c_{[u][v]}^{[w]} & =\int y[u] \cdot y[v] \cdot x[w] \\
& =\int[g Y] \cdot[Z] \\
& =\sum_{V} m_{V} \int[V],
\end{aligned}
$$

where $V$ ranges over components of $g Y \cap Z$. The pushforward $\int[V]$ is equal to 1 if $V$ is a point and 0 otherwise, and $m_{V} \geq 0$ always, so it follows that $c_{[u][v]}^{[w]} \geq 0$.

Our plan here is to prove Theorem 3.1 by imitating the above argument for positivity of the non-equivariant coefficients. We will show that $c_{[u][v]}^{[w]}$ represents the class of a (possibly reducible) subvariety of an approximation space-that is, it is an effective class. The main obstacle in applying the Kleiman-Bertini theorem directly is that the approximation spaces are not homogeneous. However, a small refinement suffices.

Lemma 3.4. Let $\Gamma$ be a connected algebraic group acting on a nonsingular irreducible variety $X$ with finitely many orbits $X_{1}, \ldots, X_{n}$. Let $Y \subseteq X$ be an irreducible subvariety, and assume it meets each $\Gamma$-orbit properly. Given another irreducible subvariety $Z$, there is a dense open subset $\Gamma^{\circ} \subseteq \Gamma$ such that $g Y$ meets $Z$ properly for all $g \in \Gamma^{\circ}$.

Proof. Let us write $Y_{i}=Y \cap X_{i}$ and $Z_{i}=Z \cap X_{i}$ for the intersections with each orbit. If $c=\operatorname{codim}_{X} Y$, then also $c=\operatorname{codim}_{X_{i}} Y_{i}$ for
each $i$, by the assumption that $Y$ meets orbits properly. Let $d=\operatorname{dim} Z$ and $d_{i}=\operatorname{dim} Z_{i}$. For each $i$, we may apply Lemma 3.3 to find a dense open subset $\Gamma_{i}^{\circ} \subseteq \Gamma$ consisting of $g$ such that $\operatorname{dim}\left(g Y_{i} \cap Z_{i}\right)=d_{i}-c$ for all $g \in \Gamma_{i}^{\circ}$. We claim that $\Gamma^{\circ}=\bigcap_{i=1}^{n} \Gamma_{i}^{\circ}$ is the desired open subset.

Since $X$ is nonsingular, for any $g \in \Gamma$, every nonempty component of $g Y \cap Z$ has dimension at least equal to $d-c$. So it suffices to show that when $g \in \Gamma^{\circ}$, each component of this intersection has dimension at most $d-c$. Since $Z$ is irreducible and $Z=\coprod_{i} Z_{i}$, there is a unique $j$ such that $Z_{j} \subseteq Z$ is dense; in particular, $d_{j}=d=\operatorname{dim} Z$, and $d_{i}<d$ for all $i \neq j$. For each $g \in \Gamma^{\circ}$, we have $g Y \cap Z=\coprod_{i} g Y_{i} \cap Z_{i}$, and $\operatorname{dim} g Y_{i} \cap Z_{i}=d_{i}-c \leq d-c$, with equality exactly for $i=j$. So $g Y_{j} \cap Z_{j} \subseteq g Y \cap \mathrm{Z}$ is dense, and the claim follows.

Now we return to the situation of Theorem 3.1. First we must characterize effective classes. Any choice of basis $t_{1}, \ldots, t_{r}$ for $M$ determines an isomorphism $\Lambda \cong \mathbb{Z}\left[t_{1}, \ldots, t_{r}\right]$. According to our standard conventions, the positive classes naturally determined by such a basis are polynomials with nonnegative coefficients in the negative variables $-t_{1}, \ldots,-t_{r}$. To see why, we employ the corresponding isomorphism $T \cong\left(\mathbb{C}^{*}\right)^{r}$ along with approximation spaces $\mathbb{E}=\left(\mathbb{C}^{m} \backslash 0\right)^{r}$ and $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$ (for $m \gg 0$ ). The variables are identified as $t_{i}=c_{1}\left(p r_{i}^{*} \mathscr{O}(-1)\right)$, so $-t_{i}=c_{1}\left(p r_{i}^{*} \mathscr{O}(1)\right)$ is a hyperplane class. Then a homogeneous polynomial in $\Lambda=\mathbb{Z}\left[t_{1}, \ldots, t_{r}\right]$ is effective if and only if it is a nonnegative combination of monomials in $-t_{1}, \ldots,-t_{r}$.

With Lemma 3.2 in mind, we will assume $G=G^{\text {ad }}$ for the remainder of this section, so that $M_{\mathrm{rt}}=M$ and $\Lambda_{\mathrm{rt}}=\Lambda=\mathbb{Z}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$. We fix the basis of negative simple roots $-\alpha_{1}, \ldots,-\alpha_{r}$ for $M$ and use this to identify $T=\left(\mathbb{C}^{*}\right)^{r}$, so that the effective classes for the corresponding approximation space $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$ are given by polynomials in $\mathbb{Z}_{\geq 0}\left[\alpha_{1}, \ldots, \alpha_{r}\right]$.

We wish to compute $c_{[u][v]}^{[w]}$ via an intersection on $\mathbb{E} \times{ }^{T} G / P$, and show that it is an effective class. To apply Lemma 3.4, we need an appropriate group action on this approximation space.

First we set some notation. Let $\boldsymbol{X}=\mathbb{E} \times^{T} G / P$ be the approximation space, so $\boldsymbol{X} \rightarrow \mathbb{B}$ is a fiber bundle over $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$ with fibers $G / P$. Similarly, let $\boldsymbol{Y}[w]=\mathbb{E} \times^{T} Y[w]$ and $\boldsymbol{X}[w]=\mathbb{E} \times{ }^{T} X[w]$.

Consider $T$ acting on $G$ by conjugation, so $t \cdot g=t g t^{-1}$, and let $\boldsymbol{G}=\mathbb{E} \times{ }^{T} G$. The projection $\boldsymbol{G} \rightarrow \mathbb{B}$ makes this a group scheme over $\mathbb{B}$, acting on $\boldsymbol{X}$ by

$$
\boldsymbol{G} \times_{\mathbb{B}} \boldsymbol{X} \rightarrow \boldsymbol{X}, \quad([e, g],[e, x]) \mapsto[e, g x]
$$

Writing $U \subseteq B \subseteq G$ as usual for the unipotent subgroup whose roots are $R^{+}$, we have a subgroup $\boldsymbol{U}=\mathbb{E} \times{ }^{T} U$ of $\boldsymbol{G}$, also acting on $\boldsymbol{X}$.

As a variety with $T$-action, $U$ is isomorphic to the vector space $\bigoplus_{\beta \in R^{+}} \mathbb{C}_{\beta}$, where $\mathbb{C}_{\beta}$ is the one-dimensional representation with character $\beta$. Writing $\beta=n_{1} \alpha_{1}+\cdots+n_{r} \alpha_{r}$ in terms of simple roots, it follows that

$$
\boldsymbol{U} \cong \bigoplus_{\beta \in R^{+}} \mathscr{O}(\beta)
$$

as varieties, where

$$
\mathscr{O}(\beta)=p r_{1}^{*} \mathscr{O}\left(n_{1}\right) \otimes \cdots \otimes p r_{r}^{*} \mathscr{O}\left(n_{r}\right)
$$

is a line bundle on $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$.
The key observation is this: since $\beta$ is a positive root, each $\mathscr{O}(\beta)$ is a globally generated line bundle, so $\boldsymbol{U}$ is generated by global sections.

Let $\Gamma_{f}=\Gamma(\mathbb{B}, \boldsymbol{U})$ be the space of global sections; this is a group by pointwise multiplication, and it is a finite-dimensional complex vector space, so it is connected. For any given $b \in \mathbb{B}$, there is an evaluation homomorphism $\Gamma_{f} \rightarrow U$, which we denote by $g \mapsto g_{b}$. This is surjective, since $\boldsymbol{U}$ is globally generated. The group $\Gamma_{f}$ has a natural "fiberwise" action on $\boldsymbol{X}$, by $g \cdot[e, x]=\left[e, g_{b} \cdot x\right]$, where $e \in \mathbb{E}$ maps to $b \in \mathbb{B}$.

The group $\left(G L_{m}\right)^{r}$ acts transitively on $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$, and this action lifts to the standard action on $\mathbb{E}=\left(\mathbb{C}^{m} \backslash 0\right)^{r}$. This induces an action of $\left(G L_{m}\right)^{r}$ on $\boldsymbol{X}$, by $h \cdot[e, x]=[h \cdot e, x]$.

These two actions naturally intertwine: $\left(G L_{m}\right)^{r}$ acts on $\Gamma_{f}$ by $(h \cdot g)_{b}=g_{h^{-1} b}$ for any $h \in\left(G L_{m}\right)^{r}, g \in \Gamma_{f}$, and $b \in \mathbb{B}$. Let

$$
\Gamma=\Gamma_{f} \rtimes\left(G L_{m}\right)^{r}
$$

be the corresponding semidirect product. Since $\left(G L_{m}\right)^{r}$ and $\Gamma_{f}$ are connected algebraic groups, so is $\Gamma$. This group acts on $\boldsymbol{X}$ by

$$
(g, h) \cdot[e, x]=\left[h \cdot e, g_{h \cdot b} \cdot x\right],
$$

for $g \in \Gamma_{f}, h \in\left(G L_{m}\right)^{r}, x \in G / P$ and $e \in \mathbb{E}$ mapping to $b \in \mathbb{B}$.
Lemma 3.5. The orbits for the action of $\Gamma$ on the approximation space $\boldsymbol{X}=\mathbb{E} \times^{T} G / P$ are the approximation spaces $\boldsymbol{X}[w]^{\circ}=\mathbb{E} \times^{T} X[w]^{\circ}$ for Schubert cells.

Proof. The projection $\boldsymbol{X} \rightarrow \mathbb{B}$ is equivariant with respect to the projection $\Gamma \rightarrow\left(G L_{m}\right)^{r}$, and $\left(G L_{m}\right)^{r}$ acts transitively on $\mathbb{B}=\left(\mathbb{P}^{m-1}\right)^{r}$. So to determine the orbits of $\Gamma$ on $\boldsymbol{X}$, it suffices to determine the orbits of $\Gamma_{f}$ on any fiber. For a point $b \in \mathbb{B}$, the fiberwise action is given by the evaluation homomorphism $\Gamma_{f} \rightarrow U$. Since this homomorphism is surjective, the orbits of $\Gamma_{f}$ on a fiber are the same as those of $U$ on $G / P$, and the claim follows.

In particular, there are finitely many orbits, and $\boldsymbol{Y}[u]=\mathbb{E} \times{ }^{T} Y[u]$ intersects each of them properly. Now we can prove the positivity theorem, by applying Lemma 3.4 to the action of $\Gamma$ on $\boldsymbol{X}$.

First proof of Theorem 3.1. Let $\rho: G / P \rightarrow \mathrm{pt}$ be the map to a point, with corresponding pushforward $\rho_{*}: H_{T}^{*}(G / P) \rightarrow \Lambda$. Using Poincaré duality, we know

$$
c_{[u][v]}^{[w]}=\rho_{*}(y[u] \cdot y[v] \cdot x[w]) .
$$

There are finitely many structure constants $c_{[u][v]}^{[w]}$, so one can compute all of them using a single approximation space $\mathbb{E}=\left(\mathbb{C}^{m} \backslash 0\right)^{r}$ for $m$ sufficiently large. (In fact, $m>\ell\left(w_{0}^{\min }\right)=\operatorname{dim} G / P$ suffices, since this is the largest possible degree of $c_{[u][v]}^{[w]}$. Fixing such $\mathbb{E} \rightarrow \mathbb{B}$, and writing $\boldsymbol{X}=\mathbb{E} \times{ }^{T} G / P$ as above, let $\bar{\rho}: \boldsymbol{X} \rightarrow \mathbb{B}$ be the projection. Using the identification $H^{i} \mathbb{B}=\Lambda^{i}$ for $i<2 m-1$, we have

$$
\begin{aligned}
c_{[u][v]}^{[w]} & =\bar{\rho}_{*}([\boldsymbol{Y}[u]] \cdot[\boldsymbol{Y}[v]] \cdot[\boldsymbol{X}[w]]) \\
& =\bar{\rho}_{*}([\boldsymbol{Y}[u]] \cdot[\boldsymbol{Z}]),
\end{aligned}
$$

where $\boldsymbol{Z}=\boldsymbol{Y}[v] \cap \boldsymbol{X}[w]$.

The hypotheses of Lemma 3.4 are satisfied, for $\Gamma$ acting on $\boldsymbol{X}$, so there is a $g \in \Gamma$ such that $g \boldsymbol{Y}[u]$ meets $\boldsymbol{Z}$ properly. Since $\Gamma$ is connected, it follows that

$$
[\boldsymbol{Y}[u]] \cdot[Z]=[g \boldsymbol{Y}[u]] \cdot[Z]=[g \boldsymbol{Y}[u] \cap Z] .
$$

Now $c_{[u][v]}^{[w]}=\bar{\rho}_{*}[g \boldsymbol{Y}[u] \cap \boldsymbol{Z}]$ is the pushforward of an effective class. By basic properties of Gysin maps, pushforward preserves effective classes (see Appendix A, $\S 6$ ). It follows that $c_{[u][v]}^{[w]}$ is effective, proving the theorem.

Example 3.6. Consider $T=\left(\mathbb{C}^{*}\right)^{n}$ acting $\mathbb{C}^{n}$ by standard characters $t_{1}, \ldots, t_{n}$, and on the complete flag variety $F l\left(\mathbb{C}^{n}\right)$ in the usual way. (This is not the adjoint torus!) The approximation space $\mathbb{E} \rightarrow \mathbb{B}$ is identified with $\left(\mathbb{C}^{m} \backslash 0\right)^{n} \rightarrow\left(\mathbb{P}^{m-1}\right)^{n}$ using the basis $-t_{1}+t_{2}, \ldots,-t_{n-1}+t_{n},-t_{n}$ for the character lattice of $T$ to define the action on $\mathbb{E}$. Let

$$
M_{i}=p r_{i}^{*} \mathscr{O}(1) \quad \text { and } \quad L_{i}=M_{i} \otimes \cdots \otimes M_{n}
$$

so $c_{1}\left(M_{i}\right)=t_{i}-t_{i+1}$ and $c_{1}\left(L_{i}\right)=t_{i}$. Forming the vector bundle $V=L_{1} \oplus \cdots \oplus L_{n}$ on $\mathbb{B}$, we have

$$
\operatorname{End}(V)=\bigoplus_{i, j} L_{i} \otimes L_{j}^{-1}
$$

By construction, End $(V)$ has global sections in upper-triangular matrices; that is, $L_{i} \otimes L_{j}^{-1}$ is globally generated if and only if $i \leq j$. In this setting, the group $\Gamma_{f}$ is formed by taking global sections of $L_{i} \otimes L_{j}^{-1}$ for $i<j$.

This construction also identifies $\mathbb{E} \times^{T} F l\left(\mathbb{C}^{n}\right)=\mathbf{F l}(V)$, and choosing opposite flags $\widetilde{E}_{p}=L_{1} \oplus \cdots \oplus L_{p}$ and $E_{p}=L_{n+1-p} \oplus \cdots \oplus L_{n}$, we have $\boldsymbol{X}(w)=\Omega_{w_{o} w}\left(\widetilde{E}_{\bullet}\right)$ and $\boldsymbol{Y}(w)=\Omega_{w}\left(E_{\bullet}\right)$ inside $\mathbf{F l}(V)$.

## 4. Positivity via degeneration

Here we will use a degeneration to prove the positivity theorem, closely following the argument originally given by Graham. We are concerned with the action of a connected solvable group $B$ on a nonsingular variety $X$. Let $T$ be the maximal torus. Our goal is
to write the class of a $T$-invariant cycle in $X$ as a sum of classes of $B$-invariant cycles, keeping control over the coefficients. To begin, we consider a basic example.

Example 4.1. Let $B$ act on $\mathbb{P}^{1}$ via a homomorphism $B \rightarrow G L_{2}$, given by

$$
b \mapsto\left[\begin{array}{cc}
\chi(b) & \varphi(b) \\
0 & 1
\end{array}\right],
$$

where $\chi: B \rightarrow \mathbb{C}^{*}$ is a character, and $\varphi: B \rightarrow \mathbb{A}^{1}=\mathbb{G}_{a}$ is a regular function satisfying the identity

$$
\varphi\left(b_{1} b_{2}\right)=\varphi\left(b_{1}\right)+\chi\left(b_{1}\right) \varphi\left(b_{2}\right)
$$

for $b_{1}, b_{2} \in B$. Note that $\varphi(t)=0$ for $t \in T$, since $T$ consists of semisimple elements of $B$, which must map to diagonalizable elements of $G L_{2}$. The torus $T$ therefore acts on $\mathbb{C}^{2}$ by the characters $\chi$ and 0 .

As we have seen (Chapter 2, Example 6.2),

$$
H_{T}^{*} \mathbb{P}^{1}=\Lambda[\zeta] /(\zeta+\chi) \zeta
$$

where $\zeta=c_{1}^{T}(\mathscr{O}(1))$. The point $0=[1,0]$ is fixed by $B$, and $\infty=[0,1]$ is fixed by $T$, and we have

$$
[0]^{T}=\zeta \quad \text { and } \quad[\infty]^{T}=\zeta+\chi
$$

The relation

$$
\begin{equation*}
[\infty]^{T}=[0]^{T}+\chi \tag{1}
\end{equation*}
$$

writes the class of the $T$-invariant cycle $\infty$ as a sum of the classes of the $B$-invariant cycles 0 and $\mathbb{P}^{1}$, with coefficients 1 and $\chi$, respectively.

Next we consider a situation which will be used in the induction step of the main theorem. Let $U \subseteq B$ be the unipotent radical, so it is normal in $B$, with $B=U \cdot T$ and $U \cap T=\{e\}$. Let $U^{\prime} \subseteq U$ be a normal subgroup of $B$, with $\operatorname{dim}\left(U / U^{\prime}\right)=1$, so $U / U^{\prime}$ is isomorphic to the additive group $\mathbb{G}_{a}$. (Such a $U^{\prime}$ exists, by solvability.) The action of $T$ on $U$ by conjugation determines an action of $T$ on $U / U^{\prime} \cong \mathbb{A}^{1}$ by a character $\chi$. Equivalently, if $\mathfrak{u} \supset \mathfrak{u}^{\prime}$ are the corresponding Lie algebras, then $\chi$ is the weight of $T$ acting on $\mathfrak{u} / \mathfrak{u}^{\prime}$.

Let $\theta: U \rightarrow \mathbb{G}_{a}$ be any homomorphism with kernel $U^{\prime}$, determining another isomorphism $\bar{\theta}: U / U^{\prime} \xrightarrow{\sim} \mathbb{G}_{a}$. This is unique up to multiplication by a nonzero scalar.

These two pieces of data, $U^{\prime} \subset U$ and $\theta: U \rightarrow \mathbb{G}_{a}$, will determine a homomorphism $B \rightarrow G L_{2}$ and an action as in the above example. To see how, we record two lemmas.

Let $B^{\prime}=U^{\prime} \cdot T$, a non-normal closed subgroup of $B$, with $B$ acting on $B / B^{\prime}$ by left multiplication. Combining the isomorphisms $\bar{\theta}: U / U^{\prime} \xrightarrow{\sim} \mathbb{G}_{a}$ and $U / U^{\prime} \xrightarrow{\sim} B / B^{\prime}$, we obtain an action of $B$ on $\mathbb{G}_{a}$.

Lemma 4.2. The above action of $B$ on $\mathbb{G}_{a}$ is given by

$$
\begin{equation*}
b \cdot z=\theta(u)+\chi(t) z \tag{2}
\end{equation*}
$$

for $b=u t$ with $u \in U, t \in T$, and $z \in \mathbb{G}_{a}=\mathbb{C}$.
Proof. Consider an element $v U^{\prime} \in U / U^{\prime}$, for some $v \in U$. Using the isomorphism $U / U^{\prime} \cong B / B^{\prime}$, the element $b=u t$ acts on $U / U^{\prime}$ by $b \cdot v U^{\prime}=u \cdot\left(t v t^{-1}\right) U^{\prime}$. (To check this, write

$$
b \cdot v B^{\prime}=u t v B^{\prime}=u\left(t v t^{-1}\right) t B^{\prime}=u\left(t v t^{-1}\right) B^{\prime}
$$

in $B / B^{\prime}$.) Using the isomorphism $\bar{\theta}: U / U^{\prime} \rightarrow \mathbb{G}_{a}$, sending $v U^{\prime}$ to $z=\theta(v)$, we see $b \cdot z=\theta\left(u\left(t v t^{-1}\right)\right)=\theta(u)+\theta\left(t v t^{-1}\right)=\theta(u)+\chi(t) z$, as claimed.

Given a character $\chi: T \rightarrow \mathbb{C}^{*}$, let $\chi: B \rightarrow \mathbb{C}^{*}$ be the unique extension to a character of $B$, so $\chi(u t)=\chi(t)$.

Lemma 4.3. With $\theta$ and $\chi$ as above, define $\varphi: B \rightarrow \mathbb{C}$ by $\varphi(u t)=\theta(u)$. Then the zero scheme of $\varphi$ is $B^{\prime}$, and $\varphi\left(b_{1} b_{2}\right)=\varphi\left(b_{1}\right)+\chi\left(b_{1}\right) \varphi\left(b_{2}\right)$ for $b_{1}, b_{2} \in B$. So the map

$$
b \mapsto\left[\begin{array}{cc}
\chi(b) & \varphi(b) \\
0 & 1
\end{array}\right]
$$

is a homomorphism from $B$ to $G L_{2}$.
Proof. By our choice of $\theta: U \rightarrow \mathbb{G}_{a}$, its zero scheme is $U^{\prime} \subset U$, and it follows that the zero scheme of $\varphi$ is $B^{\prime}$. Writing $b_{i}=u_{i} t_{i}$ for
$i=1,2$, we compute

$$
\begin{aligned}
\varphi\left(b_{1} b_{2}\right) & =\varphi\left(u_{1} t_{1} u_{2} t_{1}^{-1} \cdot t_{1} t_{2}\right) \\
& =\theta\left(u_{1} \cdot t_{1} u_{2} t_{1}^{-1}\right) \\
& =\theta\left(u_{1}\right)+\chi\left(t_{1}\right) \theta\left(u_{2}\right) \\
& =\varphi\left(b_{1}\right)+\chi\left(b_{1}\right) \varphi\left(b_{2}\right)
\end{aligned}
$$

as claimed.
So $B$ acts on $\mathbb{P}^{1}$, preserving $\mathbb{A}^{1}=\{[z, 1] \mid z \in \mathbb{C}\} \cong B / B^{\prime}$ and fixing the point $0=[1,0]$. Now suppose $B$ acts on an $n$-dimensional nonsingular variety $X$, with subgroup $B^{\prime} \subset B$ and character $\chi$ as above. The following proposition provides the main ingredient for an inductive proof of the positivity theorem.

Proposition 4.4. Suppose $Y \subseteq X$ is a $B^{\prime}$-invariant effective cycle of dimension $k$. There are canonically defined $B$-invariant effective cycles $Z_{1}$ and $Z_{2}$, with $\operatorname{dim} Z_{1}=k$ and $\operatorname{dim} Z_{2}=k+1$, such that

$$
\begin{equation*}
[Y]^{T}=\left[Z_{1}\right]^{T}+\chi\left[Z_{2}\right]^{T} \tag{3}
\end{equation*}
$$

in $H_{T}^{2 n-2 k} X$.
Proof. It suffices to make the construction when $Y$ is an irreducible subvariety. If $Y$ is $B$-invariant, then $Z_{1}=Y$ and $Z_{2}=0$ are the canonical choices. Otherwise, let $W$ be the closure of $B \cdot Y$ in $X$; this is a subvariety of dimension $k+1$. Let

$$
V=B \times^{B^{\prime}} Y
$$

with the natural left action of $B$. This is a fiber bundle over $B / B^{\prime}=\mathbb{A}^{1}$, with fiber $Y$. The mapping $V \rightarrow \mathbb{A}^{1} \times X$, sending $[b, y]$ to $(\varphi(b), b \cdot y)$, is a $B$-equivariant closed embeddding, where $B$ acts diagonally on $\mathbb{A}^{1} \times X$.

Using the action of $B$ on $\mathbb{P}^{1}$ which results from the two lemmas, we have a $B$-equivariant compatification $\mathbb{A}^{1} \subset \mathbb{P}^{1}$. Let $\bar{V}$ be the closure of $V$ in $\mathbb{P}^{1} \times X$, so this is a $B$-invariant subvariety of dimension $k+1$ which maps onto $W \subseteq X$ by the second projection. Using the first projection $\mathbb{P}^{1} \times X \rightarrow \mathbb{P}^{1}$ to pull back the relation (1), we obtain a
relation

$$
\begin{equation*}
[\infty \times X]^{T}=[0 \times X]^{T}+\chi \tag{4}
\end{equation*}
$$

in $H_{T}^{2}\left(\mathbb{P}^{1} \times X\right)$.
We can intersect both sides of this relation with $[\bar{V}]^{T}$. On the left-hand side, $\infty \times X$ meets $\bar{V}$ scheme-theoretically in $\infty \times Y \subseteq V$. This is because the zero scheme of $\varphi$ is $B^{\prime}$, which preserves $Y$.

On the other hand, $\bar{V} \rightarrow \mathbb{P}^{1}$ is dominant, so $\bar{V}$ meets $0 \times X$ properly in a positive $k$-dimensional cycle of the form $0 \times Z_{1}$. Since $\bar{V}$ and $0 \times X$ are $B$-invariant subvarieties of $\mathbb{P}^{1} \times X$, so is their intersection, and therefore $Z_{1} \subseteq X$ is a $B$-invariant $k$-cycle. It follows that

$$
[\infty \times Y]^{T}=\left[0 \times Z_{1}\right]^{T}+\chi \cdot[\bar{V}]^{T}
$$

in $H_{T}^{2 n-2 k+2}\left(\mathbb{P}^{1} \times X\right)$. Pushing forward by the projection $\mathbb{P}^{1} \times X \rightarrow X$ gives

$$
[Y]^{T}=\left[Z_{1}\right]^{T}+\chi \cdot d[W]^{T},
$$

where $d$ is the degree of the map $\bar{V} \rightarrow W$. So $Z_{1}$ and $Z_{2}=d W$ are the required positive $B$-invariant cycles.

With the same setup, so $B$ is a solvable group acting on a nonsingular variety $X$, suppose we have chosen a chain of subgroups

$$
U=U_{N} \supset U_{N-1} \supset \cdots \supset U_{1} \supset U_{0}
$$

all normal in $B$, with $\operatorname{dim} U_{i} / U_{i-1}=1$. Let $\chi_{i}$ be the character of $T$ on the Lie algebra $\mathfrak{u}_{i} / \mathfrak{u}_{i-1}$, and write $B_{i}=U_{i} \cdot T$.

Theorem 4.5. Suppose $Y$ is an effective $B_{0}$-invariant $k$-cycle in $X$. There are canonical effective $B$-invariant cycles $Z_{I}$ for each subset $I \subseteq\{1, \ldots, N\}$, with $\operatorname{dim} Z_{I}=k+\# I$, such that

$$
\begin{equation*}
[Y]^{T}=\sum_{I}\left(\prod_{i \in I} \chi_{i}\right)\left[Z_{I}\right]^{T} \tag{5}
\end{equation*}
$$

in $H_{T}^{2 n-2 k} X$.
Proof. We use induction on $N$, the base case $N=0$ being trivial. So assume the result for $N-1$. For $J \subseteq\{1, \ldots, N-1\}$, we have
nonnegative cycles $Z_{J^{\prime}}^{\prime}$, invariant for $B^{\prime}=U_{N-1} \cdot T$, such that

$$
[Y]^{T}=\sum_{J}\left(\prod_{j \in J} \chi_{j}\right)\left[Z_{J}^{\prime}\right]^{T}
$$

Applying Proposition 4.4 to each $Z_{J^{\prime}}^{\prime}$, we may write

$$
\left[Z_{J}^{\prime}\right]^{T}=\left[Z_{J}\right]^{T}+\chi_{r}\left[Z_{J \cup\{N\}}\right]^{T}
$$

for some nonnegative $B$-invariant cycles $Z_{J}$ and $Z_{J \cup\{N\}}$, and the result follows.

Let $\mathfrak{u}=\bigoplus \mathfrak{u}_{\chi}$ be the weight decomposition. In each monomial coefficient $\prod_{i \in I} \chi_{i}$ from the theorem, no $\chi$ occurs more often than $\operatorname{dim} \mathfrak{u}_{\chi}$. In particular, if each weight space $\mathfrak{u}_{\chi}$ is one-dimensional, these coefficients are square-free.

Remark. There are many ways to choose a chain of subgroups $U_{\bullet}$. These choices may be organized as follows. Begin by choosing $\mathfrak{u}_{1}$ to be any one-dimensional subspace of any weight space $\mathfrak{u}_{\chi}$ such that $\chi$ is not the sum of two other weights of $\mathfrak{u}$. Inductively, one takes $\mathfrak{u}_{i+1}=\mathfrak{u}_{i} \oplus \mathfrak{p}$, where $\mathfrak{v} \subseteq \mathfrak{u}_{\chi}$ is a one-dimensional subspace and $\chi$ is not the sum of two weights of $\mathfrak{u} / \mathfrak{u}_{i}$. The chain $U_{\bullet}$. uniquely determines the positive cycles in Theorem 4.5, but different chains can produce different cycles.

For $B$ acting on $X$, we will apply Theorem 4.5 to the action of $\widetilde{B}=(U \times U) \cdot T$ on $X \times X$, and deduce the positivity of structure constants. Choose any chain of normal subgroups $U_{\bullet}$ with $U_{0}$ being the diagonal $U \subseteq U \times U$ and $U_{N}=U \times U$. So $B_{N}=\widetilde{B}$, and $B_{0}=B$ acting diagonally on $X$.

If $Y$ is a $B$-invariant positive cycle in $X \cong \delta(X) \subseteq X \times X$, then Theorem 4.5 produces nonnegative $\widetilde{B}$-invariant cycles $Z_{I}$ in $X \times X$ such that

$$
\begin{equation*}
[\delta(Y)]^{T}=\sum_{I}\left(\prod_{i \in I} \chi_{i}\right)\left[Z_{I}\right]^{T} \tag{**}
\end{equation*}
$$

in $H_{T}^{*}(X \times X)$, where $\delta: X \hookrightarrow X \times X$ is the diagonal embedding.

If $U$ acts on $X$ with finitely many orbits, we can be more precise about the cycles $Z_{I}$. In this case, $\widetilde{B}=(U \times U) \cdot T$ acts on $X \times X$ with finitely many orbits, and each $\widetilde{B}$-orbit is of the form $V^{\circ} \times W^{\circ}$, where $V^{\circ}$ and $W^{\circ}$ are $B$-orbits in $X$. (This is because $U$-orbits and $B$-orbits on $X$ are the same, both being orbits of $T$-fixed points.) It follows that $X$ is a finite union of $(U \times U)$-orbits $V^{\circ} \times W^{\circ}$, the orbits of $(T \times T)$-fixed points.

Let $N=\operatorname{dim} U$, and let $\chi_{1}, \ldots, \chi_{N}$ be the weights of $\mathfrak{u}$, with repetition according to multiplicity.

Corollary 4.6. Suppose $U$ acts on $X$ with finitely many orbits, and let $Y$ be a B-invariant positive cycle. There are B-invariant subvarieties $V_{I}$ and $W_{I}$ of $X$, and nonnegative integers $m_{I}$, indexed by $I \subseteq\{1, \ldots, N\}$, such that

$$
[\delta(Y)]^{T}=\sum_{I} m_{I}\left(\prod_{i \in I} \chi_{i}\right)\left[V_{I} \times W_{I}\right]^{T}
$$

in $H_{T}^{*}(X \times X)$.
Proof. Since the $\widetilde{B}$-invariant subvarieties of $X \times X$ are all of the form $V_{I} \times W_{I}$, each cycle $Z_{I}$ appearing in (**) may be written as $\sum m_{I}\left(V_{I} \times W_{I}\right)$. The weight spaces associated to a chain from $U$ to $U \times U$ are the same as those occuring in $U$ itself, since $\mathfrak{u} \oplus \mathfrak{u} / \delta(\mathfrak{u})$ is $T$-equivariantly isomorphic to $\mathfrak{u}$.

The case of Corollary 4.6 where $B$ is a Borel subgroup of $G$ and $X=G / P$ implies the positivity theorem. As noted above, the fact that weight spaces of $\mathfrak{u}$ are one-dimensional (with weights being the positive roots) implies that the coefficients are squarefree monomials.

Corollary 4.7. For the diagonal embedding $\delta: G / P \hookrightarrow G / P \times G / P$, we have

$$
\delta_{*}(x[w])=\sum_{[u],[v]} c_{[u][v]}^{[w]} x[u] \times x[v],
$$

in $H_{T}^{*}(G / P \times G / P)$, where each coefficient $c_{[u][v]}^{[w]}$ is a nonnegative sum of squarefree monomials in the positive roots.

This proves Theorem 3.1, since the coefficients $c_{[u][v]}^{[w]}$ appearing in the corollary are the same as the structure constants for multiplying in the basis $\{y[w]\}$, by Poincaré duality (Chapter 3, Proposition 7.2).

## Notes

Chevalley proved the non-equivariant version of Theorem 1.2 for $G / B$ (which is the main case) [Ch94]. He also gave a direct argument that the intersection $Y(v) \cap X(w)$ is transverse when $\ell(w)=\ell(v)+1$. The corresponding formula for $G / P$, as in Exercise 1.4, appears in [FulWo04].

Lemma 2.6 is proved in [Hum90, §1.15].
The Kleiman-Bertini theorem (Lemma 3.3) was proved by Kleiman, who gives a more refined statement [K174]. Further generalizations and refinements, akin to Lemma 3.4, were given by Speiser [Spe88].

The fact that $U$-orbits and $B$-orbits coincide when there are finitely many U-orbits is proved in [Gra01, Lemma 3.3], where it is attributed to Brion.

The positivity theorem (Theorem 3.1) was conjectured by Billey and by Peterson; see [Bi99, $\S 8$, Remark 3]. The transversality argument given in $\S 3$ is based on [An07b, AGM11]. Graham's argument via degeneration, as in $\S 4$, was built on similar constructions by Kumar and Nori, who studied varieties with finitely many $U$-orbits [KuNo98]. See also [Ku02, §11.4].

## Hints for exercises

${ }^{1}$ Use $x(w)=w_{0} \cdot y\left(w_{0} w\right)$ and $\left.x(w)\right|_{v}=w_{0} \cdot\left(\left.y\left(w_{0} w\right)\right|_{w_{0} v}\right)$, as in Chapter 18, $\S 6$. Note that the roles of $v$ and $w$ are swapped relative to Theorem 1.2.
${ }^{2}$ Either using the above formula for $y\left(s_{\alpha}\right)$ to reduce to Theorem 1.2, or argue more directly by imitating the proof of the theorem and computing the degree of $\left.\mathcal{L}_{\lambda}\right|_{E}$.
${ }^{3}$ See [K174, Theorem 2(i)]. Consider the diagram

where $q(g, y)=g \cdot y$ is the action map, and $p$ is the projection onto the first factor. One uses generic flatness together with homogeneity to show that $q$ is flat. Then it follows $Z^{\prime}$ is pure-dimensional, with $\operatorname{dim} Z^{\prime}=\operatorname{dim} Z+\operatorname{dim} \Gamma-\operatorname{codim}_{X} Y$.

From the theorem on dimension of fibers, it follows that $r^{-1}(g)$ has dimension $\operatorname{dim} Z-\operatorname{codim}_{X} Y$ for all $g$ in an open dense set $\Gamma^{\circ} \subseteq \Gamma$. But $r^{-1}(g)=g Y \cap Z$ by definition.

## APPENDIX A

## Algebraic topology

This appendix collects some basic facts from algebraic topology needed for our development of equivariant cohomology. Our basic references are the books by Dold [Do80] and Spanier [Spa66] on general algebraic topology, together with Appendix B of Young Tableaux [Ful-YT].

## 1. Homology and cohomology

We use $H_{i} X$ and $H^{i} X$ to denote the singular homology and cohomology of a space with coefficients in $\mathbb{Z}$ (except in $\S 8$, where we use Čech-Alexander-Spanier cohomology). Some basic properties are these:

- Homology is covariant for continuous maps, and cohomology is contravariant, so there are pushforward and pullback homomorphisms

$$
f_{*}: H_{i} X \rightarrow H_{i} Y \quad \text { and } \quad f^{*}: H^{i} Y \rightarrow H^{i} X
$$

associated to a continuous map $f: X \rightarrow Y$. Both are invariant under homotopy: if $f, g: X \rightarrow Y$ are homotopic, then $f_{*}=g_{*}$ and $f^{*}=g^{*}$.

- $H^{*} X$ is a graded-commutative ring (with unit) under cup product, written $c \cdot d$. This means

$$
c \cdot d=(-1)^{i j} d \cdot c
$$

when $c \in H^{i} X$ and $d \in H^{j} X$.

- $H_{*} X$ is a graded module over $H^{*} X$ via cap product, given by

$$
H^{i} X \otimes H_{j} X \xrightarrow{\rightarrow} H_{j-i} X
$$

There are relative groups $H^{i}(X, A)$ for a subspace $A \subseteq X$, with a long exact sequence of pairs

$$
\cdots \rightarrow H^{i}(X, A) \rightarrow H^{i}(X, B) \rightarrow H^{i}(A, B) \rightarrow H^{i+1}(X, A) \rightarrow \cdots
$$

when $B \subseteq A \subseteq X$. There is a similar sequence for relative homology groups $H_{i}(X, A)$.

If $U$ and $V$ are open sets in $X$, there is a long exact Mayer-Vietoris sequence
$\cdots \rightarrow H^{i}(U \cup V) \rightarrow H^{i} U \oplus H^{i} V \rightarrow H^{i}(U \cap V) \rightarrow H^{i+1}(U \cup V) \rightarrow \cdots$.
For subspaces $U \subseteq A \subseteq X$, there is also a canonical excision isomorphism

$$
H^{i}(X, A)=H^{i}(X \backslash U, A \backslash U)
$$

whenever the closure of $U$ is contained in the interior of $A$. (See [Spa66, Chapter 4, §6].)

The universal coefficient theorem says there is a natural exact sequence

$$
0 \rightarrow \operatorname{Ext}^{1}\left(H_{i-1} X, \mathbb{Z}\right) \rightarrow H^{i} X \rightarrow \operatorname{Hom}\left(H_{i} X, \mathbb{Z}\right) \rightarrow 0
$$

(See [Spa66, Chapter 5, §5].) The Künneth theorem gives natural short exact sequences
$0 \rightarrow \bigoplus_{k} H_{k} X \otimes H_{i-k} Y \rightarrow H_{i}(X \times Y) \rightarrow \bigoplus_{k} \operatorname{Tor}_{1}\left(H_{k} X, H_{i-1-k} Y\right) \rightarrow 0$.
Combined with the universal coefficient theorem, in cases where Ext ${ }^{1}$ and Tor ${ }_{1}$ vanish, one obtains an isomorphism

$$
H^{*}(X \times Y) \cong H^{*} X \otimes H^{*} Y
$$

For example, this holds when $H_{i} X$ and $H_{i} Y$ are free, for all $i$.

There is a tautness property for nice enough spaces. Suppose $X$ is locally contractible, paracompact, and Hausdorff, and $A \subseteq X$ is a closed subspace. Then there is an isomorphism

$$
\underset{\longrightarrow}{\lim } H^{i}(X, U) \xrightarrow{\sim} H^{i}(X, A)
$$

the limit over all open neighborhoods $U$ of $A$ in $X$. (This comes from the tautness property of Alexander-Spanier cohomology, together with the fact that this cohomology theory agrees with singular cohomology under the stated hypotheses [Spa66, Chapter 6, §6, §9].)

The map $X \rightarrow$ pt determines a canonical pullback homomorphism $\mathbb{Z}=H^{*}(\mathrm{pt}) \rightarrow H^{*} X$, which is injective, being split by the pullback $H^{*} X \rightarrow H^{*}(\mathrm{pt})$ for the inclusion of any point. Often it is notationally convenient to consider the reduced cohomology groups $\widetilde{H}^{*} X:=H^{*} X / H^{*}(p t)$. Of course, $\widetilde{H}^{i}(X)=H^{i} X$ for $i>0$, and $\widetilde{H}^{0} X$ has rank one less than $H^{0} X$ (so it is zero if $X$ is path-connected).

For any space $X$, the cohomology with compact support is

$$
H_{c}^{i} X=\underset{\longrightarrow}{\lim } H^{i}(X, X \backslash K),
$$

the direct limit over all compact subspaces $K \subseteq X$. This is not homotopy invariant in general, and it is contravariant only for proper maps, i.e., maps so that the inverse image of a compact set is compact. When $X$ is compact, however, $H_{c}^{i} X=H^{i} X$.

When $M$ is an oriented $n$-manifold and $K \subseteq M$ is a compact subspace, there is an orientation class $\mu_{K} \in H_{n}(M, M \backslash K)$. (This is a local section of the orientation sheaf $U \mapsto H_{n}(M, M \backslash U)$. See, e.g., [Do80, §VIII.2].) Capping with the orientation class defines maps

$$
H^{i}(M, M \backslash K) \rightarrow H_{n-i} M, \quad c \mapsto c-\mu_{K}
$$

inducing the Poincaré isomorphism

$$
H_{c}^{i} M \xrightarrow{\sim} H_{n-i} M .
$$

When $M$ is compact, the Poincaré isomorphism is given by cap product with the fundamental class $\mu_{M} \in H_{n} M$. In this case, one has Poincaré duality, which says that the bilinear map $H^{i} M \times H^{n-i} M \rightarrow \mathbb{Z}$ given by

$$
\langle c, d\rangle=\int_{M}(c \cdot d):=\rho_{*}\left((c \cdot d)-\mu_{M}\right)
$$

is a perfect pairing. Here $\rho_{*}$ is pushforward by $\rho: M \rightarrow \mathrm{pt}$.

One can interpret this as giving an isomorphism (modulo torsion)

$$
H^{i} M \xrightarrow{\sim} \operatorname{Hom}\left(H^{n-i} M, \mathbb{Z}\right)
$$

defined by $c \mapsto\left(d \mapsto \int c \cdot d\right)$, which factors into the Poincaré isomorphism $H^{n-i} M=H_{i} M$ and the Kronecker isomorphism, which identifies $H^{i} M=\operatorname{Hom}\left(H_{i} M, \mathbb{Z}\right)($ modulo torsion $)$.

Suppose that $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ are bases for $H^{*} M$ which are dual under this pairing, so $\left\langle a_{i}, b_{j}\right\rangle=\delta_{i j}$. We say $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ are Poincaré dual bases in this setting. For any class $c \in H^{*} X$, basic linear algebra gives

$$
c=\sum_{i}\left\langle c, b_{i}\right\rangle a_{i} .
$$

## 2. Borel-Moore homology

We will use a "non-compact" homology theory which pairs with $H^{*}$ the way $H_{*}$ pairs with $H_{c}^{*}$. In reference to [BorMo60, BorHa61], this is usually called Borel-Moore homology now, but it is closely related to constructions worked out by others. (See especially [Ma78].) We will define these groups only for spaces $X$ which can be embedded as a closed subspace in some oriented $n$-manifold $M$. (By the Whitney embedding theorem, one may take $M=\mathbb{R}^{n}$.) Our assumption that $X$ be embeddable in an oriented manifold holds whenever $X$ is a complex algebraic variety. Indeed, a variety can be covered by finitely many affine varieties, which embed by definition, and it follows that $X$ itself embeds. (See [Do80, §IV.8].)

The definition is this:

$$
\bar{H}_{i} X=H^{n-i}(M, M \backslash X) .
$$

Here are some basic properties.

- The group $\bar{H}_{i} X$ is independent of the choice of embedding $X \hookrightarrow M$.
- Borel-Moore homology is covariant for proper maps, so there is a pushforward $f_{*}: \bar{H}_{i} X \rightarrow \bar{H}_{i} Y$ whenever $f: X \rightarrow Y$ is proper.
- There is a restriction homomorphism $\bar{H}_{i} X \rightarrow \bar{H}_{i} U$ for open subsets $U \subseteq X$. (This follows immediately from the inclusion of pairs $\left(M^{\circ}, M^{\circ} \backslash U\right) \hookrightarrow(M, M \backslash X)$, where $M^{\circ} \subseteq M$ is an open set so that $M^{\circ} \cap X=U$.)
- There is a long exact sequence

$$
\cdots \bar{H}_{i} Z \rightarrow \bar{H}_{i} X \rightarrow \bar{H}_{i} U \rightarrow \bar{H}_{i-1} Z \rightarrow \cdots
$$

when $Z \subseteq X$ is closed and $U=X \backslash Z$. (Use the cohomology exact sequence for $M \backslash X \subseteq M \backslash Z \subseteq M$.)

- If $X$ is an oriented $n$-manifold, $H^{i} X \xrightarrow{\sim} \bar{H}_{n-i} X$. (Use $X=M$ and independence of choice in the definition.)
- If $X$ is compact and locally contractible, then $\bar{H}_{i} X=H_{i} X$.
- If $X$ embeds as a closed subspace of an $n$-manifold, then $\bar{H}_{i} X=0$ for $i>n$.
(The last property can fail for singular homology! For example, if $X$ is a countable union of 2-spheres in $\mathbb{R}^{3}$, all tangent at the origin, then $H_{i} X \neq 0$ for all $i>1$ - in fact, these groups are uncountable. This computation is due to Barratt and Milnor [BaMil62].)

Example 2.1. We have

$$
\bar{H}_{i} \mathbb{R}^{n}= \begin{cases}\mathbb{Z} & \text { if } i=n ; \\ 0 & \text { otherwise }\end{cases}
$$

In particular, $\bar{H}_{i} X$ is not homotopy-invariant. (It is invariant for proper homotopies, i.e., if $F: X \times[0,1] \rightarrow Y$ is proper, then $f_{0}$ and $f_{1}$ induce the same homomorphisms $\bar{H}_{i} X \rightarrow \bar{H}_{i} Y$.)

## 3. Class of a subvariety

A closed subvariety of a nonsingular algebraic variety defines a canonical class in cohomology. We will need a straightforward generalization of this construction to include subvarieties of complex manifolds.

A complex analytic space (or complex analytic variety) has a sheaf of holomorphic functions, and is covered by open sets which are isomorphic to the zero sets of finitely many holomorphic functions in some domain in $\mathbb{C}^{n}$. The dimension of an analytic space may be defined as the maximal dimension of its local rings. Any analytic space has a unique decomposition into irreducible components, and its dimension is equal to the maximal dimension of irreducible components. The singular locus $V_{\text {sing }}$ of an analytic space $V$ is a closed analytic subspace; the smooth locus $V_{\mathrm{sm}}=V \backslash V_{\text {sing }}$ is a complex manifold. (The book by Grauert and Remmert [GrRe84] is a good reference for details on analytic spaces.)

We will only consider finite-dimensional complex analytic spaces which can be embedded as closed subspaces of a Euclidean space.

Proposition 3.1. Let $V$ be a complex analytic variety of dimension k. We have $\bar{H}_{i} V=0$ for $i>2 k$, and $\bar{H}_{2 k} V=\bigoplus \mathbb{Z}$, the sum over $k$-dimensional irreducible components.

The proof is identical to the one given in [Ful-YT, §B.3] for algebraic varieties, using the fact that $\operatorname{dim} V_{\text {sing }}<\operatorname{dim} V$.

In particular, if $V$ is irreducible, then it has a fundamental class $\eta_{V} \in \bar{H}_{2 k} V$. This has the characterizing property that under the canonical isomorphism

$$
0=\bar{H}_{2 k} V_{\text {sing }} \rightarrow \bar{H}_{2 k} V \rightarrow \bar{H}_{2 k} V_{\mathrm{sm}} \rightarrow \bar{H}_{2 k-1} V_{\text {sing }}=0,
$$

we have $\eta_{V} \mapsto \eta_{V_{\mathrm{sm}}}$, where $\eta_{V_{\mathrm{sm}}}$ is the fundamental class of the (oriented!) complex manifold $V_{\mathrm{sm}}$.

If $V \subseteq X$ is a codimension- $d$ closed irreducible analytic subvariety of a complex manifold, we obtain a class $[V] \in H^{2 d} X$ as the image of $\eta_{V}$ under

$$
\bar{H}_{2 k} V=H^{2 d}(X, X \backslash V) \rightarrow H^{2 d} X
$$

A useful property of the fundamental class is that it is local. Suppose $X^{\circ} \subseteq X$ is an open set such that $V^{\circ}=V \cap X^{\circ}$ is connected. (For example, $X^{\circ}$ could be a small ball around $p \in V$.) Then the restriction $\bar{H}_{2 k} V \rightarrow \bar{H}_{2 k} V^{\circ}$ is an isomorphism, and it sends $\eta_{V}$ to $\eta_{V^{0}}$.

We can describe how the class of a subvariety behaves under pullbacks and products. In $\S 6$ we will see how these classes behave under pushforward.

Let $f: X \rightarrow Y$ be a map of complex manifolds, with $W \subseteq Y$ a closed analytic subvariety of codimension $d$. Let $Y^{\circ} \subseteq Y$ be an open set so that $W^{\circ}=W \cap Y^{\circ}$ is smooth and connected, and $W^{\circ} \subseteq Y^{\circ}$ is defined by local holomorphic equations $h_{1}=\cdots=h_{d}=0$. Let $V=f^{-1} W \subseteq X$.

Proposition 3.2. If $Y^{\circ}$ can be chosen so that $V^{\circ}=V \cap f^{-1} Y^{\circ}$ is also connected, smooth, and defined by equations $h_{1} \circ f=\cdots=h_{d} \circ f=0$, then $f^{*} \eta_{W}=\eta_{V}$ in $H^{2 d}(X, X \backslash V)$. In particular, $f^{*}[W]=\left[f^{-1} W\right]$ in $H^{2 d} X$.

The proof is given in [Ful-YT, §B.3]. A particularly useful case is when $f: X \rightarrow Y$ is a submersion of complex manifolds, or a smooth morphism of nonsingular varieties: then the hypotheses of the proposition are satisfied for any pure-dimensional closed analytic subspace $W \subseteq Y$.

Now consider a complex manifold $X$ with closed analytic subvarieties $V$ and $W$, of codimensions $d$ and $e$, respectively. Under good conditions, we have $[V] \cdot[W]=[V \cap W]$ in $H^{2 d+2 e} X$. More precisely, we have:

Proposition 3.3. Suppose $V$ and $W$ intersect properly, meaning that each irreducible component $Z \subseteq V \cap W$ has codimension $d+e$. Then

$$
[V] \cdot[W]=\sum m_{Z}[Z]
$$

for some nonnegative integers $m_{Z}$.
This can be deduced from the previous proposition, applied to the diagonal map $\Delta: X \rightarrow X \times X$. In fact, the product class [ $V$ ] $\cdot[W]$ comes from $\eta_{V} \cdot \eta_{W}$, which in turn can be constructed from by a homomorphism

$$
\begin{aligned}
& H^{2 d}(X, X \backslash V) \otimes H^{2 e}(X, X \backslash W) \rightarrow H^{2 d+2 e}(X \times X,(X \times X) \backslash(V \times W)) \\
& \quad \rightarrow H^{2 d+2 e}(X, X \backslash(V \cap W)) .
\end{aligned}
$$

A similar argument appears in [Ful-YT, §B.3]; see also [Ful-IT, §8].
The product $\eta_{V} \cdot \eta_{W}$ is supported on $V \cap W$ regardless of whether the intersection is proper. A particularly useful consequence is that $[V] \cdot[W]=0$ whenever $V \cap W=\emptyset$.

A useful application of these ideas provides bases for cohomology, under assumptions that often hold. This is a kind of "cellular decomposition" lemma.

Proposition 3.4. Let $f: X \rightarrow Y$ be a morphism of complex manifolds, and suppose there is a filtration

$$
\emptyset \subset X_{0} \subset X_{1} \subset \cdots \subset X_{m}=X
$$

by closed analytic subsets, such that for each $p \geq 0$,

$$
X_{p} \backslash X_{p-1}=\coprod_{j} U_{p, j}
$$

is a disjoint union of (irreducible) complex manifolds. Assume that for some $N \leq \infty$, the homomorphisms $H^{i} Y \rightarrow H^{i} U_{p, j}$ are isomorphisms for all $p$, all $j$, and all $i<N$. Let $V_{p, j}=\bar{U}_{p, j} \subseteq X$, a closed irreducible analytic subvariety of codimension $d(p, j)$, defining a class $\left[V_{p, j}\right] \in H^{2 d(p, j)} X$. Then for any $k<N$, any $c \in H^{k} X$ has a unique expression

$$
c=\sum_{p, j} a_{p, j}\left[V_{p, j}\right]:=\sum_{p, j}\left(f^{*} a_{p, j}\right)\left[V_{p, j}\right]
$$

for some $a_{p, j} \in H^{k-2 d(p, j)} Y$.
Proof. The hypotheses imply that the Borel-Moore long exact sequence for $X_{p-1} \subset X_{p}$ breaks into split short exact sequences

$$
0 \rightarrow \bar{H}_{i} X_{p-1} \rightarrow \bar{H}_{i} X_{p} \rightarrow \bar{H}_{i}\left(X_{p} \backslash X_{p-1}\right) \rightarrow 0
$$

for all $i>2 \operatorname{dim} X-N$, since the classes $\left[U_{p, j}\right] \in \bar{H}_{*}\left(X_{p} \backslash X_{p-1}\right)$ freely generate over $H^{*} Y$ in this range, and they come from $\left[V_{p, j}\right] \in \bar{H}_{*} X_{p}$. Applying induction on $p$ proves the claim.

In the very special case where $Y=$ pt and $U_{p, j} \cong \mathbb{C}^{n(p, j)}$ (so each $U_{p, j}$ is a cell), the proposition says that the classes of the closures of cells form a $\mathbb{Z}$-basis for $H^{*} X$. This is the usual cellular decomposition statement found in [Ful-YT, §B.3].

If $N=\infty$, the conclusion says that the classes $\left[V_{p, j}\right]$ form a (free) basis for $H^{*} X$ as an $H^{*} Y$-module. Many applications are a particular instance of this, where each $U_{p, j} \rightarrow Y$ is a locally trivial bundle whose fibers are affine spaces.

When $X$ and $Y$ are algebraic varieties and the filtration is by algebraic subsets, the same conclusion holds for Chow groups (by the same argument), so long as each $U_{p, j} \rightarrow Y$ is an affine bundle with affine-linear transition functions.

Exercise 3.5. Suppose a connected Lie group $G$ acts by holomorphic automorphisms on a complex manifold $X$. Show that $[g V]=[V]$ for any analytic subvariety $V \subseteq X$ and any $g \in G$.

Exercise 3.6. Let $H \subseteq \mathbb{P}^{n-1}$ be a hyperplane, with class $h=[H]$ in $H^{2} \mathbb{P}^{n-1}$. Show that $H^{*} \mathbb{P}^{n-1}=\mathbb{Z}[h] /\left(h^{n}\right)$.

## 4. Leray-Hirsch theorem

A continuous map $\rho: X \rightarrow Y$ is a locally trivial fiber bundle, with fiber $F$, if there is a covering of $Y$ by open sets $U$ so that $\rho^{-1} U \cong U \times F$, compatibly with the projection to $U$. The following is a basic fact about the cohomology of such bundles.

Theorem 4.1. Let $\rho: X \rightarrow Y$ be a locally trivial fiber bundle, with fiber $F=F_{y}=\rho^{-1}(y)$, and $N$ a positive integer or $\infty$. Assume that for each $i<N$ there are finitely many elements $c_{i j} \in H^{i} X$ restricting to a $\mathbb{Z}$-basis for $H^{i}\left(F_{y}\right)$, for all $y \in Y$. Then for all $k<N$, every $c \in H^{k} X$ can be written uniquely as

$$
c=\sum_{i, j} a_{i j} c_{i j}
$$

for some $a_{i j} \in H^{k-i} Y$.
The case $N=\infty$ appears in Hatcher's book [Hat02, Theorem 4D.1], and the general case is given as an exercise on the companion website. We will briefly sketch an argument.

Proof. The basic case where the bundle is trivial, so $X=Y \times F$, follows from the Künneth theorem. When $Y$ can be covered by
finitely many trivializing open sets, one uses induction and the Mayer-Vietoris sequence to deduce the conclusion. (In particular, this suffices for compact $Y$.) A simple Mayer-Vietoris argument also gives the conclusion for an arbitrary disjoint union of open sets, when the result is known for each open individually.

The general case requires a bit more care, because the cohomology groups of an arbitrary union of open sets may not be the inverse limit of the cohomology groups of those opens. One may use CWapproximation to conclude the argument (as is done in Hatcher's book). Here is another way to conclude the proof, which works for all spaces of concern to us.

Assume $Y$ is locally compact, Hausdorff, and $\sigma$-compact-so it is a union of nested compact sets $K_{n}$ with $K_{n} \subseteq \operatorname{int}\left(K_{n+1}\right)$. Each "band" $K_{n} \backslash \operatorname{int}\left(K_{n-1}\right)$ may be covered by an open set $U_{n} \subseteq \operatorname{int}\left(K_{n+1}\right) \backslash K_{n-2}$, which is a finite union of open sets for which the bundle is trivial. By the previous case, one knows the result over each of

$$
\mathcal{U}=\amalg U_{3 n}, \quad \mathcal{V}=\amalg U_{3 n+1}, \quad \text { and } \quad \mathcal{W}=\amalg U_{3 n+2}
$$

as well has over their pairwise intersections. Since $Y=\mathcal{U} \cup \mathcal{V} \cup \mathcal{W}$, another Mayer-Vietoris argument proves the theorem in this case.

The analogous statement holds for fiber bundle pairs $\left(X, X^{\prime}\right) \rightarrow Y$, with the same proof. (That is, $X^{\prime} \subseteq X$ is a subspace which is also a locally trivial fiber bundle over $Y$ with fibers $F_{y}^{\prime}$, and the hypothesis is that there are classes in $H^{i}\left(X, X^{\prime}\right)$ restricting to a basis for $H^{i}\left(F_{y}, F_{y}^{\prime}\right)$.)

For instance, if $\pi: E \rightarrow Y$ is a (real) vector bundle of rank $r$, a Thom class is an element $\gamma_{E} \in H^{r}(E, E \backslash 0)$ which restricts to a generator of $H^{r}\left(E_{y}, E_{y} \backslash 0\right) \cong \mathbb{Z}$ for all $y \in Y$. (Such a class exists if and only if $E$ is orientable.) A special case of the Leray-Hirsch theorem for pairs is the Thom isomorphism

$$
H^{i} Y \xrightarrow{\sim} H^{i+r}(E, E \backslash 0), \quad \text { by } c \mapsto \pi^{*} c \cdot \gamma_{E},
$$

for all $i \geq 0$.
Another special case is often useful:

Corollary 4.2. If $f: X \rightarrow Y$ is a locally trivial fiber bundle and $\widetilde{H}^{i}\left(f^{-1}(y)\right)=0$ for all $i<N$, then $f^{*}: H^{i} X \rightarrow H^{i} Y$ is an isomorphism for all $i<N$.

The following is proved in the same way as Theorem 4.1.
Lemma 4.3. Let

be a map of locally trivial fiber bundles, inducing maps of fibers $X_{y} \rightarrow X_{y}^{\prime}$ for $y \in Y$. Assume the pullbacks $H^{i} X_{y}^{\prime} \rightarrow H^{i} X_{y}$ are isomorphisms for all $y \in Y$ and all $i<N$. Then $f^{*}: H^{i} X^{\prime} \rightarrow H^{i} X$ is an isomorphism for all $i<N$.

## 5. Chern classes

For this section, all spaces are at least paracompact and Hausdorff, so that partitions of unity exist. (Any complex analytic space or algebraic variety satisfies these conditions.)

For a complex vector bundle $E$ on a space $X$, there are Chern classes $c_{i}(E) \in H^{2 i} X$ satisfying the following formal properties.
(1) For any continuous map $f: X^{\prime} \rightarrow X, f^{*} c_{i}(E)=c_{i}\left(f^{*} E\right)$.
(2) $c_{i}(E)=0$ unless $0 \leq i \leq r:=\operatorname{rk}(E)$, and $c_{0}(E)=1$.
(3) For an exact sequence of vector bundles

$$
0 \rightarrow E^{\prime} \rightarrow E \rightarrow E^{\prime \prime} \rightarrow 0
$$

there is the Whitney sum formula

$$
c_{k}(E)=\sum_{i+j=k} c_{i}\left(E^{\prime}\right) \cdot c_{j}\left(E^{\prime \prime}\right)
$$

Writing $c(E)=\sum c_{i}(E) u^{i}$ for the total Chern class (where $u$ is a dummy variable), the Whitney formula is equivalent to $c(E)=c\left(E^{\prime}\right) \cdot c\left(E^{\prime \prime}\right)$.

There are also geometric properties, for which we assume $X$ is a nonsingular algebraic variety or complex manifold. (Versions of these properties do hold more generally.)
(4) For line bundles $L$ and $M$, we have $c_{1}(L \otimes M)=c_{1}(L)+c_{1}(M)$.
(5) If $s: X \rightarrow L$ is a nonzero section with zero locus $Z(s) \subseteq X$, then $[Z(s)]=c_{1}(L)$ in $H^{2} X$.
(6) For the projective bundle of lines in $E, \pi: \mathbb{P}(E) \rightarrow X$, with tautological line bundle $\mathscr{O}(-1) \subseteq \pi^{*} E$ and its dual $\mathscr{O}(1)$, we have

$$
\begin{aligned}
& H^{*} \mathbb{P}(E)=\left(H^{*} X\right)[\zeta] /\left(\zeta^{r}-c_{1}\left(E^{*}\right) \zeta^{r-1}+\cdots+(-1)^{r} c_{r}\left(E^{*}\right)\right) \\
& \quad \text { where } \zeta=c_{1}(\mathscr{O}(1))
\end{aligned}
$$

The splitting principle is useful when computing with Chern classes. Given any vector bundle $E \rightarrow X$, there is a map $f: X^{\prime} \rightarrow X$ so that $f^{*}: H^{*} X \rightarrow H^{*} X^{\prime}$ is injective, and $f^{*} E \cong L_{1} \oplus \cdots \oplus L_{r}$ splits as a sum of line bundles on $X^{\prime}$. (One can take $X^{\prime}$ to be the flag bundle $\mathrm{Fl}(E) \rightarrow X$, with tautological flag $\mathbb{S}_{1} \subseteq \cdots \subseteq \mathbb{S}_{r}=f^{*} E$, and choose a Hermitian metric to split this filtration into its factors $L_{i}=\mathbb{S}_{i} / \mathbb{S}_{i-1}$.)

Exercise 5.1. Deduce the following properties from (1)-(6) above.
(7) If $E$ splits as a direct sum $L_{1} \oplus \cdots \oplus L_{r}$, with $x_{i}=c_{1}\left(L_{i}\right)$, then $c_{i}(E)=e_{i}\left(x_{1}, \ldots, x_{r}\right)$, the elementary symmetric polynomial in the $x$ variables.
(8) $c_{i}\left(E^{\vee}\right)=(-1)^{i} c_{i}(E)$.
(9) If $s: X \rightarrow E$ is a section whose zero locus $Z(s) \subseteq X$ has pure codimension $r=\operatorname{rk} E$, then $[Z(s)]=c_{r}(E)$ in $H^{2 r} X$.
(10) For a projective bundle $\pi: \mathbb{P}(E) \rightarrow X$ with tautological sequence $0 \rightarrow \mathscr{O}(-1) \rightarrow \pi^{*} E \rightarrow Q \rightarrow 0$, and any $\alpha \in H^{*} X$, we have

$$
\pi_{*}\left(\pi^{*} \alpha \cdot c_{j}(Q)\right)= \begin{cases}\alpha & \text { if } j=r-1 \\ 0 & \text { otherwise }\end{cases}
$$

There are also Chern classes for virtual bundles $E-F$, defined by the formula

$$
c(E-F)=\frac{c(E)}{c(F)}=\frac{1+c_{1}(E) u+c_{2}(E) u^{2}+\cdots}{1+c_{1}(F) u+c_{2}(F) u^{2}+\cdots}
$$

where one expands this rational function in power series about $u=0$, so $c_{k}(E-F)$ is the coefficient of $u^{k}$ in this expansion. This formal notation is often useful when dealing with degeneracy loci.

Exercise 5.2. Prove the following properties of Chern classes for virtual bundles.
(11) For a vector bundle $E$ of rank $r$, and a line bundle $L$, we have

$$
c_{r}\left(E \otimes L^{*}\right)=c_{r}(E-L)
$$

(In particular, if $s: L \rightarrow E$ is a twisted section whose zero locus $Z(s)$ has pure codimension $r$, then $[Z(s)]=c_{r}(E-L)$.)
(12) $\left(-c_{1}(L)\right)^{a} \cdot c_{b}(E-L)=c_{a+b}(E-L)$ for any $a \geq 0$ and $b \geq r$.

## 6. Gysin homomorphisms

Borel-Moore homology can be used to define a Gysin pushforward homomorphism for a proper map $f: X \rightarrow Y$ of complex manifolds. Writing $d=\operatorname{dim} Y-\operatorname{dim} X$, the homomorphism

$$
f_{*}: H^{i} X \rightarrow H^{i+2 d} Y
$$

is defined as the composition

$$
H^{i} X=\bar{H}_{2 \operatorname{dim} X-i} X \rightarrow \bar{H}_{2 \operatorname{dim} X-i} Y=H^{i+2 d} Y
$$

A basic instance is when the map $\rho: X \rightarrow Y$ is a smooth fiber bundle, with compact fibers. Here $\rho_{*}$ may be identified with integration over the fiber. Another basic case is the that of a closed embedding $\iota: X \hookrightarrow Y$. Here we have $\iota_{*}(1)=[X] \in H^{2 d} Y$, from the definitions.

Some general properties of Gysin homomorphisms are these.
(1) (Functoriality) For proper maps $X \xrightarrow{f} Y \xrightarrow{g} Z$, the pushforward by the composition is the composition of pushforwards: $(g \circ f)_{*}=g_{*} f_{*}$.
(2) (Projection formula) For $b \in H^{*} Y$ and $a \in H^{*} X$, we have $f_{*}\left(f^{*} b \cdot a\right)=b \cdot f_{*} a$.
(3) (Naturality) For a fiber square

with $f$ (and hence $f^{\prime}$ ) proper, and $d=\operatorname{dim} Y-\operatorname{dim} X=$ $\operatorname{dim} Y^{\prime}-\operatorname{dim} X^{\prime}$, we have $g^{*} f_{*}=f_{*}^{\prime}\left(g^{\prime}\right)^{*}$. (In the case where $X^{\prime}=\emptyset$, here we use the convention that $\operatorname{dim} \emptyset$ can be any integer, so this equation holds and says the pushforwardpullback composition is the zero homomorphism.)
(4) (Self-intersection) If $\iota: X \hookrightarrow Y$ is a closed embedding with normal bundle $N$ of rank $d$, then $\iota^{*} \iota_{*}(a)=c_{d}(N) \cdot a$ for any $a \in H^{*} X$.
(5) (Finite cover) If $f: X \rightarrow Y$ is proper, $V \subseteq X$ is an irreducible subvariety (possibly singular), and $W=f(V) \subseteq Y$, then

$$
f_{*}[V]= \begin{cases}\operatorname{deg}(V / W)[W] & \text { if } \operatorname{dim} W=\operatorname{dim} V \\ 0 & \text { otherwise }\end{cases}
$$

## 7. The complement of a variety in affine space

Proposition 7.1. If $Z \subset \mathbb{C}^{N}$ is a Zariski-closed set, of codimension $d$, then $\pi_{i}\left(\mathbb{C}^{N} \backslash Z\right)=0$ for $0<i \leq 2 d-2$. This is always sharp: $\pi_{2 d-1}\left(\mathbb{C}^{N} \backslash Z\right) \neq 0$ if $Z$ is nonempty.

Proof. (D. Speyer.) Identify $\mathbb{C}^{n}$ with $\mathbb{R}^{2 n}$. For a smooth $\left(C^{\infty}\right)$ map $f: S^{i} \rightarrow \mathbb{C}^{n} \backslash Z$, let $\mathscr{S}=\left\{p \in\right.$ (real) line between $Z$ and $\left.f\left(S^{i}\right)\right\}$. (This is analogous to a secant variety in algebraic geometry.) Consider the number

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{R}} \mathscr{S} & =\operatorname{dim}_{\mathbb{R}} Z+\operatorname{dim}_{\mathbb{R}} f\left(S^{i}\right)+\operatorname{dim}_{\mathbb{R}} \mathbb{R} \\
& \leq 2 n-2 d+i+1
\end{aligned}
$$

since smoothness of $f$ implies $\operatorname{dim} f\left(S^{i}\right) \leq i$. The condition that this number be less than $2 n$ is exactly that $i \leq 2 d-2$. For such $i$, then, $\mathscr{S} \subsetneq \mathbb{C}^{n}$; therefore we can find a point $p \notin \mathscr{S}$. Since $p$ does not lie on any line joining $Z$ and $f\left(S^{i}\right)$, the set of line segments between $p$ and $f\left(S^{i}\right)$ lies in $\mathbb{C}^{n} \backslash Z$. Use this to extend $f$ to a map of the ball $\widetilde{f}: D^{i+1} \rightarrow \mathbb{C}^{n} \backslash Z$, thus showing that $f$ is null-homotopic.

Since every continuous map between smooth manifolds is homotopic to a smooth map (see [BoTu95, 213-214]), the homotopy groups can be computed using only smooth maps. Thus $\pi_{i}\left(\mathbb{C}^{n} \backslash Z\right)=0$ for $i \leq 2 d-2$.

On the other hand, it follows from this, together with the Hurewicz isomorphism theorem, that $\pi_{2 d-1}\left(\mathbb{C}^{n} \backslash Z\right)=H_{2 d-1}\left(\mathbb{C}^{n} \backslash Z\right)$ and $H_{2 d-2}\left(\mathbb{C}^{n} \backslash Z\right)=0$. By the universal coefficient theorem and the long exact sequence for the pair $\left(\mathbb{C}^{n}, \mathbb{C}^{n} \backslash Z\right)$, we have

$$
\begin{aligned}
H_{2 d-1}\left(\mathbb{C}^{n} \backslash Z\right)^{\vee} & \cong H^{2 d-1}\left(\mathbb{C}^{n} \backslash Z\right) \\
& \cong H^{2 d}\left(\mathbb{C}^{n}, \mathbb{C}^{n} \backslash Z\right) \\
& =\bar{H}_{2 n-2 d} Z
\end{aligned}
$$

and we know this top Borel-Moore homology group is nonzero.

## 8. Limits

In this section, we use Čech-Alexander-Spanier cohomology. As noted earlier, this agrees with singular cohomology for locally finite CW complexes-or more generally for locally contractible paracompact Hausdorff spaces-but it is different for some common examples of infinite-dimensional spaces. For instance, the theories may differ on the inverse limit of locally contractible spaces (which need not be locally contractible).

Consider a directed system $\left\{X_{n}\right\}$ of topological spaces, with direct limit $X=\underset{\longrightarrow}{\lim } X_{n}$. There is always a canonical homomorphism $H^{*} X \rightarrow \underset{\rightleftarrows}{\lim } H^{*} X_{n}$, and a naive expectation is that this should be an isomorphism. Similarly, given an inverse system $\left\{X_{n}\right\}$ of spaces, with inverse limit $X=\underset{\longleftarrow}{\lim } X_{n}$, there is a canonical homomorphism
$\lim H^{*} X_{n} \rightarrow H^{*} X$, and one naively expects this to be an isomor$\overrightarrow{\text { phism. We will identify some hypotheses which make these naive }}$ expectations true, and which are commonly satisfied in applications to algebraic geometry.

For direct systems, we consider CW complexes $\left\{X_{n}\right\}$, where for each $n \leq n^{\prime}$, the map $X_{n} \rightarrow X_{n^{\prime}}$ is a closed embedding of complexes. The direct limit is the union

$$
X=\underset{\longrightarrow}{\lim } X_{n}=\bigcup X_{n}
$$

and is also a CW complex. Then for each $i$, there is a natural exact sequence

$$
0 \rightarrow{\underset{\hbar}{\lim _{n}^{1}}}^{1} H^{i-1} X_{n} \rightarrow H^{i} X \rightarrow \underset{\underset{\hbar}{\lim }}{\lim ^{i} X_{n} \rightarrow 0, ~}
$$

where $\lim _{\longleftarrow}{ }^{1}$ is the derived functor of $\underset{\longleftarrow}{\lim }$. In particular, if $H^{*} X_{n}$ vanishes in odd degrees for all $n$, then there is a natural isomorphism $H^{*} X \cong \underset{\longleftarrow}{\lim } H^{*} X_{n}$. (See [Hat02, Theorem 3F.8].)

For inverse systems, we consider arbitrary (paracompact Hausdorff) spaces $\left\{X_{n}\right\}$, where for $n \leq n^{\prime}$, the map $X_{n^{\prime}} \rightarrow X_{n}$ is surjective. It follows that the inverse limit $X=\underset{\leftarrow}{\lim } X_{n}$ maps surjectively to each $X_{n}$. Under these conditions, Čech-Alexander-Spanier cohomology satisfies the continuity axiom, which says

$$
\underset{n}{\lim } H^{*} X_{n} \rightarrow H^{*} X
$$

is an isomorphism. (When all $X_{n}$ are compact Hausdorff, no surjectivity conditions are needed; see [Spa66, Ch. 6, Sec. 6]. For noncompact spaces, see [Wa87]. Note that in general, the limit $X$ need not be paracompact!)

These isomorphisms are natural. Suppose we have a map of direct systems $\left\{f_{n}: X_{n} \rightarrow Y_{n}\right\}$, so that each diagram

commutes, inducing a map $f: X \rightarrow Y$ of direct limits. Then the induced homomorphism $\underset{\leftrightarrows}{\lim } H^{*} Y_{n} \rightarrow \underset{\longleftarrow}{\lim } H^{*} X_{n}$ is the pullback homomorphism $f^{*}: H^{*} Y \rightarrow H^{*} X$. The same holds for inverse limits of spaces.

Under further conditions, one can define Gysin pushforwards. Suppose each $f_{n}: X_{n} \rightarrow Y_{n}$ is a proper map of complex manifolds, with $d=\operatorname{dim} Y_{n}-\operatorname{dim} X_{n}$ constant for all $n$. Furthermore, assume each square

is a fiber square, so that $\beta_{n, n^{\prime}}^{*}\left(f_{n^{\prime}}\right)_{*}=\left(f_{n}\right)_{*} \alpha_{n, n^{\prime}}^{*}$ by naturality of Gysin homomorphisms. Then the pushforwards $\left(f_{n}\right)_{*}$ define a Gysin homomorphism

$$
f_{*}: H^{i} X \rightarrow H^{i+2 d} Y
$$

on the cohomology of limit spaces.
One also has fundamental classes of subvarieties. First we consider a direct system of complex manifolds $\left\{X_{n}\right\}$, with union $X$. Suppose $V_{n} \subseteq X_{n}$ is a direct system of closed subvarieties, such that $V_{n^{\prime}} \cap X_{n}=V_{n}$ for all $n \leq n^{\prime}$; suppose also that this intersection is transverse, so that $\alpha_{n, n^{\prime}}^{*}\left[V_{n^{\prime}}\right]=\left[V_{n}\right]$, and each $V_{n} \subseteq X_{n}$ has the same codimension, say $d$. Then the classes $\left[V_{n}\right] \in H^{2 d} X_{n}$ define an element ( $\left[V_{n}\right]$ ) in $\lim H^{2 d} X_{n}$. We take this as a definition of $[V] \in H^{2 d} X$, for the closed subspace $V=\underset{\longrightarrow}{\lim } V_{n} \subseteq X$.

Next we consider an inverse system $\left\{X_{n}\right\}$ of spaces, with limit $X$. For fixed $n$, suppose a closed subspace $V_{n} \subseteq X_{n}$ has a fundamental class $\left[V_{n}\right] \in H^{2 d} X_{n}$. This determines a class in the limit, by the canonical homomorphism $H^{2 d} X_{n} \rightarrow H^{2 d} X$. For any $n^{\prime} \geq n$, let $V_{n^{\prime}}=\pi_{n^{\prime}, n}^{-1} V_{n} \subseteq X_{n^{\prime}}$. If, for all $n^{\prime} \geq n$, the maps $\pi_{n^{\prime}, n}: X_{n^{\prime}} \rightarrow X_{n}$ are such that $\pi_{n^{\prime}, n}^{*}\left[V_{n}\right]=\left[V_{n^{\prime}}\right]$ in $H^{2 d} X_{n^{\prime}}$, then the classes $\left[V_{n^{\prime}}\right]$ all determine the same class in $H^{2 d} X$. We denote this class by [ $V$ ], where $V=\pi_{n}^{-1} V_{n} \subseteq X$. For example, this holds if all $\pi_{n^{\prime}, n}: X_{n^{\prime}} \rightarrow X_{n}$ are smooth maps of complex manifolds (Proposition 3.2).

Example 8.1. Let $X_{n}=\mathbb{P}^{n-1}=\mathbb{P}\left(\mathbb{C}^{n}\right)$, with $X_{n} \hookrightarrow X_{n+1}$ given by the linear embedding of $\mathbb{C}^{n}$ as the span of the first $n$ standard basis vectors in $\mathbb{C}^{n+1}$. Then $X=\bigcup X_{n} \cong \mathbb{P}^{\infty}$, so

$$
\begin{aligned}
H^{*} \mathbb{P}^{\infty} & =\underset{\longleftrightarrow \lim ^{*}}{\leftrightarrows} H^{*} \mathbb{P}^{n-1} \\
& =\underset{\lim }{\leftrightarrows} \mathbb{Z}[t] /\left(t^{n}\right) \\
& =\mathbb{Z}[t]
\end{aligned}
$$

recalling that this is the inverse limit in the category of graded rings.
Let $H_{n} \subseteq \mathbb{P}^{n-1}$ be the hyperplane spanned by the last $n-1$ standard basis vectors. Then $H=\bigcup H_{n} \subseteq \mathbb{P}^{\infty}$ is the subspace where the first coordinate is zero, and $H \cap \mathbb{P}^{n-1}=H_{n}$, transversely for all $n$. Thus we can identify $t=[H]$ in $H^{*} \mathbb{P}^{\infty}$.

Example 8.2. Fix a basepoint $p \in \mathbb{P}^{\infty}$. Let $X_{n}=\prod_{k=1}^{n} \mathbb{P}^{\infty}$, embedded in $X_{n+1}$ by $\left(p_{1}, \ldots, p_{n}\right) \mapsto\left(p_{1}, \ldots, p_{n}, p\right)$. The direct limit is the restricted product of projective spaces,

$$
X=\underset{\longrightarrow}{\lim } X_{n} \cong \prod_{k \geq 1}^{\prime} \mathbb{P}^{\infty},
$$

whose points are countable tuples $\left(p_{1}, p_{2}, \ldots\right)$ such that $p_{i}=p$ is the basepoint for all but finitely many coordinates. The inverse limit of cohomology rings is

$$
\left.H^{*} X=\underset{\longleftarrow}{\lim } H^{*} X_{n}=\underset{\longleftarrow}{\lim } \mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]=\mathbb{Z} \llbracket t_{1}, t_{2}, \ldots\right]_{\mathrm{gr}} .
$$

Here the notation $\mathbb{Z} \llbracket t \rrbracket_{\mathrm{gr}}=\mathbb{Z} \llbracket t_{1}, t_{2}, \ldots \rrbracket_{\mathrm{gr}}$ is used for the graded formal series ring. This ring consists of formal sums $\sum c_{\alpha} t^{\alpha}$, where each $t^{\alpha}=t_{1}^{\alpha_{1}} t_{2}^{\alpha_{2}} \cdots$ is a monomial in finitely many $t$-variables, and $c_{\alpha} \in \mathbb{Z}$; the sum may have infinitely many terms but the total degree must be bounded. (For example, $t_{1}+t_{2}+\cdots$ is an element of this ring.)

Note that $H^{2} X$ has uncountable rank as a $\mathbb{Z}$-module, and it is not free. (It is isomorphic to the direct product of countably many copies of $\mathbb{Z}$. This is the dual of $H_{2} X$, which is isomorphic to the direct sum of countably many copies of $\mathbb{Z}$.)

Example 8.3. Consider $X_{n}=\prod_{k=1}^{n} \mathbb{P}^{\infty}$ as in the previous example, but as an inverse system via the projection $X_{n} \rightarrow X_{n-1}$ on the first
$n-1$ factors. Then

$$
X=\lim _{\longleftarrow} X_{n}=\prod_{k \geq 1} \mathbb{P}^{\infty}
$$

is just the usual product of countably many projective spaces. Its cohomology ring is

$$
H^{*} X=\underset{\longrightarrow}{\lim } H^{*} X_{n}=\underset{\longrightarrow}{\lim } \mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]=\mathbb{Z}\left[t_{1}, t_{2}, \ldots\right],
$$

the polynomial ring in countably many variables.
Fix $i$, and let $V(i)_{n} \subseteq X_{n}=\prod_{k=1}^{n} \mathbb{P}^{\infty}$ be the subspace where the first coordinate of the $i$ th factor is zero; in the notation of Example 8.1, this is

$$
V(i)_{n}=\prod_{k=1}^{i-1} \mathbb{P}^{\infty} \times H \times \prod_{k=i+1}^{n} \mathbb{P}^{\infty} .
$$

Then $\left[V(i)_{n}\right]=t_{i}$ in $H^{*} X_{n}=\mathbb{Z}\left[t_{1}, \ldots, t_{n}\right]$ for all $n$, so $[V(i)]=t_{i}$ in $H^{*} X$.

Comparing with the previous example, the embedding of $\prod_{k \geq 1}^{\prime} \mathbb{P}^{\infty}$ in $\prod_{k \geq 1} \mathbb{P}^{\infty}$ induces an inclusion of rings $\left.\mathbb{Z}\left[t_{1}, t_{2}, \ldots\right] \hookrightarrow \mathbb{Z} \llbracket t_{1}, t_{2}, \ldots\right]_{\mathrm{gr}}$.

This example also provides an instance of the distinction between singular and Čech-Alexander-Spanier cohomology. Since the Čech-Alexander-Spanier cohomology $H^{2} X$ is a free module of countable rank, it cannot be the (algebraic) dual of any $\mathbb{Z}$-module, violating the universal coefficient theorem for singular cohomology. (Here $X$ is paracompact and Hausdorff, but not locally contractible.)

## APPENDIX B

## Specialization in equivariant Borel-Moore homology

Let $Z$ be a complex variety or algebraic scheme, and let $\pi: Z \rightarrow \mathbb{A}^{1}$ be a mapping such that $\pi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \rightarrow \mathbb{A}^{1} \backslash\{0\}$ is a locally trivial topological fibration. Write $Z_{0}=\pi^{-1}(0)$ and $Z_{1}=\pi^{-1}(1)$. There are specialization homomorphisms

$$
\sigma: \bar{H}_{k} Z_{1} \rightarrow \bar{H}_{k} Z_{0}
$$

Roughly speaking, specialization spreads out a $k$-cycle on $Z_{1}$ to a $(k+1)$-cycle on $\pi^{-1}((0,1]) \cong Z_{1} \times(0,1]$, and takes the limiting $k$-cycle on $Z_{0}=\pi^{-1}(0)$ obtained by taking the closure and restricting to the fiber over 0 . The bivariant language of [FulMac81] is a convenient tool for making this precise. Given $a$ in $\bar{H}_{k} Z_{1}=H^{-k}\left(Z_{1} \rightarrow\{1\}\right)$, there is a unique $\alpha$ in $H^{-k}(Z \rightarrow[0,1])$ which restricts to $a$ at 1 . The specialization $\sigma(a)$ is defined to be the restriction of $\alpha$ at 0 , in $H^{-k}\left(Z_{0} \rightarrow\{0\}\right)=\bar{H}_{k}\left(Z_{0}\right)$. Here the bivariant group $H^{p}(X \rightarrow Y)$ is defined as the singular cohomology group $H^{p+n}\left(Y \times \mathbb{R}^{n}, Y \times \mathbb{R}^{n} \backslash X\right)$, for a closed embedding of $X$ in some $Y \times \mathbb{R}^{n}$ compatible with the given mapping from $X$ to $Y$. For details on this construction of specialization see [FulMac81, §3.4].

We will use this in the setup of the deformation to the normal cone [Ful-IT, §5.1]. Let $X$ be a subvariety (or closed subscheme) of a variety (or scheme) $Y$. One constructs the space

$$
M^{\circ}=M_{X}^{\circ} Y=\mathrm{Bl}_{X \times\{0\}}\left(Y \times \mathbb{A}^{1}\right) \backslash \widetilde{Y}
$$

where $\widetilde{Y}$ is the proper transform of $Y \times\{0\}$ in the blowup. This comes with an embedding $X \times \mathbb{A}^{1} \hookrightarrow M^{\circ}$. The projection

$$
\pi: M^{\circ} \rightarrow \mathbb{A}^{1}
$$

is trivial away from 0 , that is, $\pi^{-1}\left(\mathbb{A}^{1} \backslash\{0\}\right) \cong Y \times\left(\mathbb{A}^{1} \backslash\{0\}\right)$, with $X \times\left(\mathbb{A}^{1} \backslash\{0\}\right)$ embedded naturally. The special fiber is $\pi^{-1}(0)$ is the normal cone $C_{X} Y$ to $X$ in $Y$, which comes with a zero section embedding of $X$ in $C_{X} Y$ and a projection from $C_{X} Y$ to $X$. We obtain specialization maps

$$
\sigma=\sigma_{X / Y}: \bar{H}_{k} Y \rightarrow \bar{H}_{k} C_{X} Y
$$

Lemma. The specialization to the normal cone satisfies the following properties:
(1) Let $f: Y^{\prime} \rightarrow Y$ be a smooth morphism of relative (complex) dimension d. Let $X^{\prime}=f^{-1}(X)$, so $f$ induces a morphism

$$
\bar{f}: C_{X^{\prime}} Y^{\prime}=C_{X} Y \times_{X} X^{\prime} \rightarrow C_{X} Y
$$

also smooth of relative dimension $d$. Then the diagram

commutes.
(2) Let $c \in H^{i} Y, a \in \bar{H}_{k} Y$. Then

$$
\sigma_{X / Y}(c-a)=\varphi^{*}(c) \frown \sigma_{X / Y}(a)
$$

in $\bar{H}_{k-i}\left(C_{X} Y\right)$, where $\varphi$ is the composite $C_{X} Y \rightarrow X \rightarrow Y$.
(3) If $V$ is a closed subscheme of $Y$ of pure dimension $n$, then $C_{X \cap V} V$ is a closed subscheme of $C_{X} Y$ of pure dimension $n$, and

$$
\sigma_{X / Y}([V])=\left[C_{X \cap V} V\right]
$$

in $\bar{H}_{2 n} C_{X} Y$. In particular, if $Y$ and $X$ are pure-dimensional, then $\sigma_{X / Y}([Y])=\left[C_{X} Y\right]$ and $\sigma_{X / Y}([X])=[X]$.

Proof. We use the basic notions of [FulMac81].
(1) The morphism $M_{X^{\prime}}^{\circ} Y^{\prime} \rightarrow \mathbb{A}^{1}$ factors as

$$
M_{X^{\prime}}^{\circ} Y^{\prime} \xrightarrow{F} M_{X}^{\circ} Y \xrightarrow{\pi} \mathbb{A}^{1}
$$

with $F$ smooth of relative dimension $d$. Restricting over the interval $[0,1]$, we have mappings

$$
M^{\prime} \rightarrow M \rightarrow[0,1] .
$$

The first map has a canonical orientation class $\theta$ in $H^{-2 d}\left(M^{\prime} \rightarrow M\right)$, which is the restriction of the orientation class of the smooth mapping $F$. Let $\alpha$ in $H^{-k}(M \rightarrow[0,1])$ restrict to $a$ in $H^{-k}(Y \rightarrow\{1\})=\bar{H}_{k}(Y)$ at 1. The product $\theta \cdot \alpha$ in $H^{-2 d-k}\left(M^{\prime} \rightarrow[0,1]\right)$ restricts to $f^{*}(a)$ at 1 and to $\bar{f}^{*}\left(\sigma_{X / Y}(a)\right)$ at 0 . This gives the required equation $\sigma_{X^{\prime} / Y^{\prime}}\left(f^{*}(a)\right)=$ $\bar{f}^{*}\left(\sigma_{X / Y}(a)\right)$.
(2) With the notation just set up, let $\widetilde{c} \in H^{i}(M)$ be the pullback of $c$ by the projection $M \rightarrow Y \times[0,1] \rightarrow Y$. Then $\widetilde{c} \cdot \alpha$ restricts to $c-a$ at 1 (since bivariant products and pullbacks commute), so it restricts to $\sigma_{X / Y}(c-a)$ at 0 . But $\widetilde{c}$ restricts to $\varphi^{*}(c)$ and $\alpha$ restricts $\sigma_{X / Y}(a)$ at 0 , so their product $\widetilde{c} \cdot \alpha$ restricts to $\varphi^{*}(c) \frown \sigma_{X / Y}(a)$ at 0 , as required.
(3) This follows from the fact that $\left[M_{X \cap V}^{\circ} V\right]$ restricts to [ $V$ ] at 1 and to $\left[C_{X \cap V} V\right]$ at 0 .

Using this lemma, we can define specialization in equivariant Borel-Moore homology. Let $X \subseteq Y$ be a $G$-invariant closed subvariety or subscheme. For any approximation $\mathbb{E} \rightarrow \mathbb{B}$ to $\mathbb{E} G \rightarrow \mathbb{B} G$, we have specialization maps

$$
\begin{equation*}
\bar{H}_{k+2 b}\left(\mathbb{E} \times^{G} Y\right) \rightarrow \bar{H}_{k+2 b}\left(\mathbb{E} \times{ }^{G} C_{X} Y\right) \tag{B.1}
\end{equation*}
$$

where $b=\operatorname{dim}(\mathbb{B})=\operatorname{dim}(\mathbb{E})-\operatorname{dim}(G)$. If $\mathbb{E}^{\prime} \rightarrow \mathbb{B}^{\prime}$ is another approximation, the two specialization maps can be compared by using the product $\mathbb{E} \times \mathbb{E}^{\prime} \rightarrow \mathbb{B} \times \mathbb{B}^{\prime}$ :

where $b^{\prime}=\operatorname{dim}\left(\mathbb{B}^{\prime}\right)$ and $b^{\prime \prime}=\operatorname{dim}(\mathbb{E})+\operatorname{dim}\left(\mathbb{E}^{\prime}\right)-\operatorname{dim}(G)$. This diagram commutes by (1) of the lemma. Hence we have well-defined equivariant specialization maps

$$
\begin{equation*}
\sigma_{X / Y}^{G}: \bar{H}_{k}^{G} Y \rightarrow \bar{H}_{k}^{G} C_{X} Y \tag{B.2}
\end{equation*}
$$

defined to be the maps of (B.1) for any approximation that is sufficiently contractible for the given $k$. These take $[V]^{G}$ to $\left[C_{X \cap V} V\right]^{G}$ for any pure-dimensional closed $G$-invariant subscheme $V$ of $Y$, by (3). In particular, for $Y$ and $X$ pure-dimensional,

$$
\sigma_{X / Y}^{G}\left([Y]^{G}\right)=\left[C_{X} Y\right]^{G} \quad \text { and } \quad \sigma_{X / Y}^{G}\left([X]^{G}\right)=[X]^{G} .
$$

It follows from (2) that $\sigma_{X / Y}^{G}$ is a homomorphism of $\Lambda_{G}$-modules.
A similar specialization map is defined for equivariant Chow groups. In this case, the construction is more direct: one uses the setup of [Ful-IT, §5.2] applied to approximation spaces. Part (3) of the lemma shows that the specialization homomorphisms commute with the canonical maps from equivariant Chow groups to equivariant Borel-Moore homology groups.

## APPENDIX C

## Pfaffians and Q-polynomials

The main goal of this appendix is to provide a characterization of certain symmetric functions, known as double Q-polynomials, which is analogous to the interpolation characterization of the double Schur polynomials (Chapter 9, §4). As preparation, we provide some background on Pfaffians and the classical (single) Q-polynomials.

## 1. Pfaffians

We quickly review some basic facts about Pfaffians. This is standard material; Knuth's article [Knuth96] is a good source for refinements and historical context.

Let $M=\left(m_{i j}\right)_{1 \leq i, j \leq 2 r}$ be a skew-symmetric matrix of even size, with entries in a commutative ring. The determinant of such a matrix has a canonical square root, called the Pfaffian. It may be defined as

$$
\operatorname{Pf}(M):=\sum_{\pi}(-1)^{\ell(\pi)} m_{\pi(1) \pi(2)} \cdots m_{\pi(2 r-1) \pi(2 r)}
$$

the sum over all matchings $\pi \in S_{2 r}$-that is, permutations such that $\pi(2 i-1)<\pi(2 i)$ for all $i$, and $\pi(1)<\pi(3)<\cdots<\pi(2 r-1)$. For example, the Pfaffian of a $2 \times 2$ matrix is $\operatorname{Pf}(M)=m_{12}$, and for a $4 \times 4$ matrix, it is

$$
\operatorname{Pf}\left(\begin{array}{cccc}
\cdot & m_{12} & m_{13} & m_{14} \\
\cdot & \cdot & m_{23} & m_{24} \\
\cdot & \cdot & \cdot & m_{34} \\
\cdot & \cdot & \cdot & \cdot
\end{array}\right)=m_{12} m_{34}-m_{13} m_{24}+m_{14} m_{23}
$$

Just as for determinants, if the $2 r \times 2 r$ matrix $M$ has rank less than $2 r$, then $\operatorname{Pf}(M)=0$. Pfaffians generalize determinants, in the sense
that if $M$ is a block matrix of the form

$$
M=\left(\begin{array}{c|c}
0 & A \\
\hline-A^{\dagger} & 0
\end{array}\right)
$$

then $\operatorname{Pf}(M)= \pm \operatorname{det}(A)$. (The sign is $(-1)^{\binom{r}{2}}$.)
A Laplace-type expansion formula is useful for computing recursively:

$$
\operatorname{Pf}(M)=\sum_{i=1}^{2 r-1}(-1)^{i-1} m_{i, 2 r} \operatorname{Pf}\left(M_{\widehat{\imath}, \widehat{2 r}}\right),
$$

where $M_{\hat{\imath}, \widehat{\jmath}}$ is the $(2 r-2) \times(2 r-2)$ submatrix obtained by removing the $i$-th and $j$-th rows and columns.

Like the determinant, the Pfaffian is multi-linear in the rows and columns of a matrix, but to preserve skew-symmetry, one must modify rows and columns simultaneously. More precisely, let $M=\left(m_{i j}\right)$, $M^{\prime}=\left(m_{i j}^{\prime}\right)$, and $M^{\prime \prime}=\left(m_{i j}^{\prime \prime}\right)$ be skew-symmetric matrices of the same size. For some fixed $k$, suppose $m_{i k}=a m_{i k}^{\prime}+b m_{i k}^{\prime \prime}$ for all $i$, and $m_{i j}=$ $m_{i j}^{\prime}=m_{i j}^{\prime \prime}$ for all $i, j$ not equal to $k$. Then $\operatorname{Pf}(M)=a \operatorname{Pf}\left(M^{\prime}\right)+b \operatorname{Pf}\left(M^{\prime \prime}\right)$.

In particular, the Pfaffian is unchanged by adding a multiple of one row to another, and simultaneously doing the same for corresponding columns. (Take the $k$ th row and column of $M^{\prime \prime}$ to be equal to the $\ell$ th row and column of $M^{\prime}$.) For a skew-symmetric matrix $M$ and any $2 r \times 2 r$ matrix $A$, we have

$$
\operatorname{Pf}\left(A^{\dagger} M A\right)=\operatorname{det}(A) \cdot \operatorname{Pf}(M)
$$

Finally, Schur's identity

$$
\operatorname{Pf}\left(\frac{x_{i}-x_{j}}{x_{i}+x_{j}}\right)=\prod_{i<j} \frac{x_{i}-x_{j}}{x_{i}+x_{j}}
$$

plays a role analogous to that of the Vandermonde identity for determinants.

## 2. Schur $Q$-polynomials

Before discussing the double Q-polynomials, we review some properties of the "single" Q-polynomials which they generalize. These are classical symmetric functions defined by Schur in his study
of projective representations of the symmetric group. More details and proofs may be found in Macdonald's book [Mac95, §III.8].
2.1. Pfaffian formula. We consider formal variables $q_{1}, q_{2}, \ldots$, with $q_{0}=1$, often writing $q=1+q_{1}+q_{2}+\cdots$ for the corresponding generating series. Our $Q$-polynomials will be elements of the polynomial ring in these variables. We will define $Q_{\lambda}=Q_{\lambda}(q)$ for any sequence $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ of nonnegative integers.

For $s=1$, we set $Q_{(a)}=1$.
For $s=2$, we set

$$
\begin{align*}
Q_{a b} & =q_{a} q_{b}+2 \sum_{i=1}^{b}(-1)^{i} q_{a+i} q_{b-i}  \tag{С.1}\\
& =q_{a} q_{b}-2 q_{a+1} q_{b-1}+2 q_{a+2} q_{b-2}-\cdots+(-1)^{b} 2 q_{a+b}
\end{align*}
$$

In particular, $Q_{(a, 0)}=Q_{(a)}=q_{a}$.
For $s>2$, we define a skew-symmetric matrix $M_{\lambda}(q)$ by specifying its entries $m_{i j}$ for $i<j$, as follows. If $s$ is even, then $M_{\lambda}(q)$ is the $s \times s$ skew-symmetric matrix with entries $m_{i j}=Q_{\lambda_{i}, \lambda_{j}}$. If $s$ is odd, we append $\lambda_{s+1}=0$ and set $M_{\lambda}(q)=M_{\left(\lambda_{1}, \ldots, \lambda_{s}, 0\right)}(q)$.

Definition. The Schur $Q$-polynomial $Q_{\lambda}=Q_{\lambda}(q)$ is defined to be the Pfaffian

$$
Q_{\lambda}(q)=\operatorname{Pf}\left(M_{\lambda}(q)\right)
$$

In particular, $Q_{(a)}=Q_{a 0}=q_{a}$, and $Q_{(a, b)}=Q_{a b}$.
The Laplace-type expansion formula gives an alternative way to compute $Q_{\lambda}$ for a strict partition with an odd number of parts:

$$
Q_{\lambda}=\sum_{i=1}^{s}(-1)^{i-1} q_{\lambda_{i}} \cdot Q_{\left(\lambda_{1}, \ldots, \widehat{\lambda}_{i}, \ldots, \lambda_{s}\right)}
$$

For example,

$$
\begin{aligned}
Q_{(a, b, c)} & =q_{a} Q_{b c}-q_{b} Q_{a c}+q_{c} Q_{a b} \quad \text { and } \\
Q_{(a, b, c, d)} & =Q_{a b} Q_{c d}-Q_{a c} Q_{b d}+Q_{a d} Q_{b c} .
\end{aligned}
$$

The second reduces to the first when $d=0$.
2.2. Raising operators. Another way of formulating the definition of $Q_{\lambda}$ will be useful when discussing double $Q$-polynomials. We consider formal, labelled, monomials $q(1)_{a_{1}} \cdots q(s)_{a_{s}}$, allowing negative indices $a_{i}$. For $i<j$, the raising operator $R_{i j}$ acts on such labelled monomials by taking one away from the $j$ th index and adding it to the $i$ th index. That is,

$$
R_{i j} \cdot\left(\cdots q_{a_{i}}(i) \cdots q_{a_{j}}(j) \cdots\right)=\cdots q_{a_{i}+1}(i) \cdots q_{a_{j}-1}(j) \cdots .
$$

A monomial $R$ in $R_{i j}$ 's is also called a raising operator.
By taking linear combinations one obtains compact formulas. For example,

$$
Q_{a b}=\frac{1-R_{12}}{1+R_{12}} \cdot q(1)_{a} q(2)_{b},
$$

as can be seen by expanding the fraction as

$$
\frac{1-R_{12}}{1+R_{12}}=1-2 R_{12}+2 R_{12}^{2}-2 R_{12}^{3}+\cdots
$$

More generally, the Pfaffian formula for $Q$-polynomials takes the form

$$
Q_{\lambda}=\left(\prod_{i<j} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot q(1)_{\lambda_{1}} \cdots q(s)_{\lambda_{s}},
$$

regardless of the parity of $s$. To see this, first write $R_{i j}=T_{i} \cdot T_{j}^{-1}$, where $T_{i}$ is the operator which adds 1 to the $i$ th index. In the case where $s$ is even, let $A$ be the diagonal matrix with entries $q(1)_{\lambda_{1}}, \ldots, q(s)_{\lambda_{s}}$, and let $M$ be the skew-symmetric matrix with entries

$$
\frac{1-R_{i j}}{1+R_{i j}}=\frac{T_{j}-T_{i}}{T_{j}+T_{i}} .
$$

So the matrix $A^{\dagger} M A$ has entries

$$
Q_{\lambda_{i}, \lambda_{j}}=\frac{1-R_{i j}}{1+R_{i j}} \cdot q(i)_{\lambda_{i}} q(j)_{\lambda_{j}} .
$$

Applying Schur's identity and using $\operatorname{Pf}\left(A^{\dagger} M A\right)=\operatorname{Pf}(M) \cdot \operatorname{det}(A)$, we obtain the asserted equality between the Pfaffian and raising-operator formulas for $Q_{\lambda}$. The case where $s$ is odd can be reduced to the even
case by appending $\lambda_{s+1}=0$ as before, because in the expression

$$
\left(\prod_{1 \leq i<j \leq s+1} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot q(1)_{\lambda_{1}} \cdots q(s)_{\lambda_{s}} \cdot q(s+1)_{0}
$$

no terms involving $s+1$ remain after evaluating $q(s+1)_{0}=1$ and $q(s+1)_{a}=0$ for $a<0$.

See [Mac95, §I.1, §I.3, §III.8], and [AnFul18, §A.1] for more details on raising operators and Pfaffians.
2.3. The ring of $Q$-polynomials. We are particularly interested in the images of the $Q$-polynomials in a certain quotient ring.

Definition. Let

$$
\Gamma=\mathbb{Z}\left[q_{1}, q_{2}, \ldots\right] /\left(Q_{p p}\right)_{p>0}
$$

where the relations

$$
Q_{p p}=q_{p}^{2}-2 q_{p+1} q_{p-1}+2 q_{p+2} q_{p-2}-\cdots
$$

are as in formula (C.1) from $\$ 2.1$.
For $n>0$, let

$$
\begin{aligned}
\Gamma^{(n)} & =\Gamma /\left(q_{n+1}, q_{n+2}, \ldots\right) \\
& =\mathbb{Z}\left[q_{1}, \ldots, q_{n}\right] /\left(Q_{p p}\right)_{1 \leq p \leq n} .
\end{aligned}
$$

We will recycle notation, writing $q$ and $Q_{\lambda}$ for their images in $\Gamma$ or $\Gamma^{(n)}$. The relations $Q_{p p}=0$ imply $Q_{a b}=-Q_{b a}$ for all $a, b$, and more generally, that $Q_{\lambda}$ is alternating in the indices $\lambda$. In particular, $Q_{\lambda}$ is zero if $\lambda$ contains repeated indices, so we may consider only the polynomials indexed by strict partitions $\lambda=\left(\lambda_{1}>\cdots>\lambda_{s}>0\right)$.

Just as the Schur polynomials $s_{\lambda}$ form a basis for the ring of symmetric functions, the $Q$-polynomials are a basis for $\Gamma$.

Exercise 2.1. Show that $\Gamma^{(n)}$ has a basis of squarefree monomials in $q_{1}, \ldots, q_{n}$. That is,

$$
\Gamma^{(n)}=\bigoplus_{\lambda} \mathbb{Z} \cdot q_{\lambda_{1}} \cdots q_{\lambda_{s}}
$$

where the sum ranges over strict partitions $\lambda$ with no part larger than $n$. Conclude that $\Gamma^{(n)}$ is free of rank $2^{n}$. Then deduce that $\Gamma$ has a basis of squarefree monomials in $q_{1}, q_{2}, \ldots$; that is, of monomials $q_{\lambda_{1}} \cdots q_{\lambda_{s}}$ as $\lambda$ ranges over all strict partitions. ${ }^{1}$

Exercise 2.2. Show that $\left\{Q_{\lambda}(q) \mid \lambda=\left(n \geq \lambda_{1}>\cdots>\lambda_{s} \geq 0\right)\right\}$ form a basis for $\Gamma^{(n)}$. Similarly, show that $\left\{Q_{\lambda}(q) \mid \lambda=\left(\lambda_{1}>\cdots>\right.\right.$ $\left.\left.\lambda_{s} \geq 0\right)\right\}$ form a basis for $\Gamma$. ${ }^{2}$
2.4. Symmetric functions and a tableau formula. The classical Schur $Q$-polynomials are obtained by further specializing the $q$ variables. Let $x=\left(x_{1}, x_{2}, \ldots\right)$ be a set of variables, and consider the evaluation

$$
q \mapsto q(x):=\prod_{i \geq 1} \frac{1+x_{i}}{1-x_{i}}
$$

Since $q(x) \cdot q(-x)=1$, the relations $Q_{p p}=0$ hold for $p>0$, so this specialization descends to $\Gamma$. In fact, it defines an embedding of $\Gamma$ into the ring of symmetric functions in $x$. For a strict partition $\lambda$, Schur's $Q$-function $Q_{\lambda}(x)$ is the image of $Q_{\lambda}$ under this homomorphism.

The $Q$-polynomial $Q_{\lambda}(x)=Q_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$ is defined similarly for a finite set of variables, by specializing

$$
q \mapsto q(x):=\prod_{i=1}^{n} \frac{1+x_{i}}{1-x_{i}}
$$

There is a combinatorial tableau formula for $Q_{\lambda}(x)$, analogous to the one for Schur functions $s_{\lambda}(x)$ in terms of semistandard Young tableaux. This will be a sum over certain fillings of the shifted diagram of a strict partition: one writes represents $\lambda$ by placing $\lambda_{i}$ boxes in the $i$ th row, as usual, but the $i$ th row is indented by $i-1$. For instance, $\lambda=(6,4,2,1)$ has shifted diagram


A shifted primed tableau of shape $\lambda$ is a filling $\mathcal{T}$ of the shifted diagram using the ordered entries $1^{\prime}<1<2^{\prime}<2<\cdots$, so that rows and columns are weakly increasing; furthermore, the unprimed entries
strictly increase down columns, and the primed entries strictly increase along rows. The corresponding monomial weight $x^{\mathcal{T}}$ records a factor $x_{i}$ for each $i$ or $i^{\prime}$ appearing in $\mathcal{T}$. For example, with $\lambda=(6,4,2,1)$, the tableau

has weight $x^{\mathcal{T}}=x_{1}^{2} x_{2}^{4} x_{3}^{3} x_{4}^{3} x_{5}$.
Then

$$
Q_{\lambda}(x)=\sum_{\mathcal{T}} x^{\mathcal{T}}
$$

the sum over all shifted primed tableaux of shape $\lambda$. (See [Mac95, §III.8], where this is deduced from a version of the Pieri rule for $Q$-polynomials.) To obtain a formula for $Q_{\lambda}\left(x_{1}, \ldots, x_{n}\right)$, one simply restricts the entries to $1^{\prime}<1<\cdots<n^{\prime}<n$.

From the rule defining a shifted marked tableau, it is easy to see that the entries along the main (southwest) diagonal may be freely chosen between primed or unprimed labels. It follows that the symmetric function $Q_{\lambda}(x)$ is divisible by $2^{s}$, whenever $\lambda$ has $s$ nonzero parts.

Furthermore, the entry in the $i$ th position along the main diagonal must be greater than or equal to $i^{\prime}$. From this one concludes

$$
\begin{equation*}
Q_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=0 \quad \text { if } n<s \tag{C.2}
\end{equation*}
$$

that is, when the number of variables is less than the number of nonzero parts of $\lambda$.

Exercise 2.3. Show that $Q_{\rho}(x)=2^{s} s_{\rho}(x)$, where $\rho=(s, s-$ $1, \ldots, 1)$ is the staircase partition. ${ }^{3}$

## 3. Double $Q$-polynomials and interpolation

The double $Q$-functions were introduced by Ivanov [Iva05], and their connection to the equivariant cohomology of the Lagrangian Grassmannian was established by Ikeda [Ike07] (see also [IMN11]). These authors consider functions in two sets of variables $x$ and $y$,
which specialize to the Schur $Q$-function $Q_{\lambda}(x)$ when the $y$ variables are 0 .

We require a variation which is based on work of Kazarian [Kaz00], and specializes to Ivanov's polynomial. Our $Q_{\lambda}(q \mid y)$ is a polynomial in two sets of variables, $q$ and $y$, which specializes to the polynomials considered in the previous section when $y=0: Q_{\lambda}(q \mid 0)=Q_{\lambda}(q)$. Our main goal is to prove a theorem which characterizes these polynomials by their interpolation properties.

Here we will always assume the $q$ variables satisfy the relations $Q_{p p}=0$, so they belong to the ring $\Gamma$, and the double $Q$-polynomial lies in $\Gamma[y]$.

Definition. Fix a sequence $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ of nonnegative integers. Let

$$
q(k)=q \cdot\left(1+y_{1}\right) \cdots\left(1+y_{\lambda_{k}-1}\right)
$$

for each $1 \leq k \leq s$, so

$$
q(k)_{a}=q_{a}+e_{1}\left(y_{1}, \ldots, y_{\lambda_{k}-1}\right) q_{a-1}+\cdots+e_{a}\left(y_{1}, \ldots, y_{\lambda_{k}-1}\right)
$$

where the $e_{i}$ are elementary symmetric polynomials. The double $Q$ polynomial is

$$
Q_{\lambda}(q \mid y)=\left(\prod_{1 \leq i<j \leq s} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot q(1)_{\lambda_{1}} \cdots q(s)_{\lambda_{s}}
$$

As with the single $Q$-polynomials, this raising operator formula is equivalent to a Pfaffian formula. We define

$$
Q_{a b}(q \mid y)=q(1)_{a} q(2)_{b}+\sum_{i=1}^{b}(-1)^{i} q(1)_{a+i} q(2)_{b-i},
$$

where $q(1)=q \cdot\left(1+y_{1}\right) \cdots\left(1+y_{a-1}\right)$ and $q(2)=q \cdot\left(1+y_{1}\right) \cdots\left(1+y_{b-1}\right)$. Let $M_{\lambda}(q \mid y)$ be the matrix with entries $m_{i j}=Q_{\lambda_{i}, \lambda_{j}}(q \mid y)$. Then

$$
Q_{\lambda}(q \mid y)=\operatorname{Pf}\left(M_{\lambda}(q \mid y)\right)
$$

where as before one augments $\lambda$ by adding $\lambda_{s+1}=0$ in case $s$ is odd.

For example, if $s=1$, so $\lambda=(a)$, we have

$$
\begin{aligned}
& Q_{(a)}(q \mid y)=q(1)_{a}=q_{a}+e_{1}\left(y_{1}, \ldots, y_{a-1}\right) q_{a-1}+\cdots \\
&+e_{a-1}\left(y_{1}, \ldots, y_{a-1}\right) q_{1} .
\end{aligned}
$$

(Note $e_{a}\left(y_{1}, \ldots, y_{a-1}\right)=0$.) Similarly, we have $Q_{(a, b)}(q \mid y)=Q_{a b}(q \mid y)$.
Exercise 3.1. Verify that the matrix $M_{\lambda}(q \mid y)$ is skew-symmetric; that is, $Q_{a b}(q \mid y)=-Q_{b a}(q \mid y)$ and $Q_{a a}(q \mid y)=0 .{ }^{4}$

It follows from this exercise that $Q_{\lambda}(q \mid y)$ is alternating in the indices $\lambda$, so from now on we will consider only strict partitions $\lambda=\left(\lambda_{1}>\cdots>\lambda_{s}>0\right)$.

Exercise 3.2. Show that the polynomials $Q_{\lambda}(q \mid y)$ form a basis for $\Gamma[y]$ over $\mathbb{Z}[y] .{ }^{5}$

Given a set $S$ of positive integers, we define a specialization homomorphism $\Gamma \rightarrow \mathbb{Z}\left[y_{i} \mid i \in S\right]$ by sending $q$ to

$$
\left.q\right|_{S}=y^{S}:=\prod_{i \in S} \frac{1-y_{i}}{1+y_{i}}
$$

Up to sign, when $S=\mathbb{Z}_{>0}$, this gives the standard embedding of $\Gamma$ into the ring of symmetric functions in $y$. For $S=\left\{i_{1}, i_{2}, \ldots\right\}$, the image of the (single) $Q$-polynomial $Q_{\lambda}(q)$ under this specialization is the Schur $Q$-function $Q_{\lambda}\left(-y_{i_{1}},-y_{i_{2}}, \ldots\right)$.

A strict partition $\mu=\left(\mu_{1}>\cdots>\mu_{r}>0\right)$ may be regarded as a set $S$, and we use the notation $\left.q\right|_{\mu}=y^{\mu}$ to denote the corresponding specialization.

Here is the main theorem about the polynomials $Q_{\lambda}(q \mid y)$.
Theorem. The double Q-polynomials satisfy and are characterized by two properties:

$$
\begin{equation*}
Q_{\lambda}\left(y^{\lambda} \mid y\right)=\prod_{k=1}^{s} \prod_{\substack{\ell \leq \lambda_{k} \\ \ell \in \lambda}}\left(-y_{\ell}-y_{\lambda_{k}}\right) \cdot \prod_{\substack{\ell<\lambda_{k} \\ \ell \notin \lambda}}\left(y_{\ell}-y_{\lambda_{k}}\right) \tag{*}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{\lambda}\left(y^{\mu} \mid y\right)=0 \quad \text { if } \mu \nsupseteq \lambda . \tag{**}
\end{equation*}
$$

Proof. To prove (*), we need an easy fact (cf. Appendix A, §5 (12)). Suppose we have a series $c=1+c_{1}+c_{2}+\cdots$ which can be written as

$$
c=\frac{1}{1+z} \cdot(\text { a polynomial of degree } \leq d)
$$

Then

$$
\begin{equation*}
(-z)^{a} \cdot c_{p}=c_{p+a} \quad \text { for any } p \geq d \tag{C.3}
\end{equation*}
$$

Now let

$$
\begin{aligned}
\widetilde{q}(k) & =\left.\frac{\left(1+y_{\lambda_{1}}\right) \cdots\left(1+y_{\lambda_{k-1}}\right)}{\left(1-y_{\lambda_{1}}\right) \cdots\left(1-y_{\lambda_{k-1}}\right)} \cdot q(k)\right|_{\lambda} \\
& =\frac{1}{1+y_{\lambda_{k}}} \cdot\left(1 \pm y_{1}\right) \cdots\left(1 \pm y_{\lambda_{k}-1}\right)\left(1-y_{\lambda_{k}}\right)
\end{aligned}
$$

for each $1 \leq k \leq s$. (The factor is $1+y_{i}$ if $i \in \lambda$, and $1-y_{i}$ if $i \notin \lambda$, but this point is immaterial to the proof.) By (C.3), we have

$$
\left(-y_{\lambda_{k}}\right)^{a} \cdot \widetilde{q}(k)_{p}=\widetilde{q}(k)_{p+a}
$$

for $p \geq \lambda_{k}$.
The claim in (*) is that

$$
Q_{\lambda}\left(y^{\lambda} \mid y\right)=\widetilde{q}(1)_{\lambda_{1}} \cdots \widetilde{q}(s)_{\lambda_{s}}
$$

since one checks

$$
\widetilde{q}(k)_{\lambda_{k}}=\prod_{\substack{\ell \leq \lambda_{k} \\ \ell \in \lambda}}\left(-y_{\ell}-y_{\lambda_{k}}\right) \cdot \prod_{\substack{\ell<\lambda_{k} \\ \ell \notin \lambda}}\left(y_{\ell}-y_{\lambda_{k}}\right) .
$$

We will show
(C.4)

$$
\begin{aligned}
& \left.\left.\left(\prod_{\substack{1 \leq i<j \leq s \\
r-1<j}} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot \widetilde{q}(1)_{\lambda_{1}} \cdots \widetilde{q}(r-1)_{\lambda_{r-1}} \cdot q(r)_{\lambda_{r}}\right|_{\lambda} \cdots q(s)_{\lambda_{s}}\right|_{\lambda} \\
& =\left.\left.\left(\prod_{\substack{1 \leq i<j \leq s \\
r<j}} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot \widetilde{q}(1)_{\lambda_{1}} \cdots \widetilde{q}(r)_{\lambda_{r}} \cdot q(r+1)_{\lambda_{r+1}}\right|_{\lambda} \cdots q(s)_{\lambda_{s}}\right|_{\lambda},
\end{aligned}
$$

for each $1 \leq r \leq s$. This establishes the claim: at $r=1$, the left-hand side of (C.4) is the left-hand side of $(*)$; at $r=s$, the right-hand side of (C.4) is the right-hand side of $(*)$.

We can write

$$
\prod_{\substack{1 \leq i<j \leq s \\ r-1<j}} \frac{1-R_{i j}}{1+R_{i j}}=\prod_{i=1}^{r-1} \frac{1-R_{i r}}{1+R_{i r}} \cdot \prod_{\substack{i<j \\ r<j}} \frac{1-R_{i j}}{1+R_{i j}} .
$$

For $p_{1} \geq \lambda_{1}, \ldots, p_{r} \geq \lambda_{r}$, we have

$$
\widetilde{q}(1)_{p_{1}} \cdots \widetilde{q}(r)_{p_{r}}=\left.\left(\prod_{i=1}^{r-1} \frac{1-R_{i r}}{1+R_{i r}}\right) \cdot \widetilde{q}(1)_{p_{1}} \cdots \widetilde{q}(r-1) \cdot q(r)_{p_{r}}\right|_{\lambda},
$$

using (C.3) together with

$$
\widetilde{q}(r)_{p}=\left(\left.\prod_{i=1}^{r-1} \frac{1+y_{\lambda_{i}}}{1-y_{\lambda_{i}}} \cdot q(r)\right|_{\lambda}\right)_{p}
$$

for all $p$. The identity (C.4) follows, so $(*)$ is proved.
For (**), suppose $\mu \nsupseteq \lambda$, and let $k$ be the smallest index such that $\mu_{k}<\lambda_{k}$, so $\mu_{1} \geq \lambda_{1}, \ldots, \mu_{k-1} \geq \lambda_{k-1}$. For $\ell \leq k$, we have

$$
\left.q(\ell)\right|_{\mu}=\left(\frac{1-y_{\mu_{1}}}{1+y_{\mu_{1}}}\right) \cdots\left(\frac{1-y_{\mu_{k-1}}}{1+y_{\mu_{k-1}}}\right) \cdot\left(1 \pm y_{1}\right) \cdots\left(1 \pm y_{\lambda_{\ell}-1}\right) .
$$

In particular, for $\ell \leq k$ and $p \geq \lambda_{\ell}$,

$$
\left.q(\ell)_{p}\right|_{\mu}=\bar{q}_{p}+e_{1} \bar{q}_{p-1}+\cdots+e_{\lambda_{\ell}-1} \bar{q}_{p-\lambda_{\ell}+1},
$$

where $\bar{q}=\left.q\right|_{\left\{y_{\left.\mu_{1}, \ldots, y_{\mu_{k-1}}\right\}}\right\}}$ and $e_{i}=e_{i}\left( \pm y_{1}, \ldots, \pm y_{\lambda_{\ell}-1}\right)$. (The main point here is that $p-\lambda_{\ell}+1>0$.) For $\ell>k,\left.q(\ell)_{p}\right|_{\mu}$ may be written as

$$
\left.q(\ell)_{p}\right|_{\mu}=\bar{q}_{p}+\alpha_{1} \bar{q}_{p-1}+\cdots+\alpha_{p},
$$

where the $\alpha_{i}$ are some homogeneous polynomials in the $y$ variables.

By expanding the $q(\ell)_{p}$ according to the above expressions, and using the multi-linearity of Pfaffians, we can write

$$
\begin{aligned}
Q_{\lambda}\left(y^{\mu} \mid y\right) & =\left.\left.\left(\prod_{i<j} \frac{1-R_{i j}}{1+R_{i j}}\right) \cdot q(1)_{\lambda_{1}}\right|_{\mu} \cdots q(s)_{\lambda_{s}}\right|_{\mu} \\
& =\sum_{v} \alpha_{v} \bar{Q}_{v}
\end{aligned}
$$

the sum taken over partitions $v$ with at least $k$ nonzero parts, where $\bar{Q}_{v}=Q_{v}\left(-y_{\mu_{1}}, \ldots,-y_{\mu_{k-1}}\right)$ is the (single) Schur $Q$-polynomial, and the coefficients $\alpha_{v}$ are some homogeneous polynomials in $y$. Each $\bar{Q}_{v}=0$ by (C.2) from $\S 2.4$, since it involves fewer variables than $v$ has parts. So (**) is proved.

Finally, suppose $F(q \mid y)$ is a homogeneous polynomial of degree $|\lambda|$ which satisfies $(*)$ and $(* *)$; we will show $F(q \mid y)=Q_{\lambda}(q \mid y)$. Since the double Q-polynomials form a basis for $\Gamma[y]$, we can write

$$
F(q \mid y)=\sum_{v} \alpha_{v} Q_{v}(q \mid y)
$$

for some homogeneous polynomials $\alpha_{v} \in \mathbb{Z}[y]$, with the sum over $|v| \leq|\lambda|$.

Using induction on the set of strict partitions $v$ partially ordered by containment, we see $\alpha_{v}=0$ for $v \neq \lambda$ in this sum, by considering the specialization $F\left(y^{\nu} \mid y\right)$. (We assume by induction that $\alpha_{\mu}=0$ for all $\mu \subsetneq v$. So the only term that survives is

$$
F\left(y^{v} \mid y\right)=\alpha_{v} Q_{v}\left(y^{v} \mid y\right)
$$

which equals zero since $v \nsupseteq \lambda$. By $(*)$, we know $Q_{v}\left(y^{v}\right) \neq 0$, and it follows that $\alpha_{v}=0$. The base case $v=\emptyset$ is similar.) The same reasoning shows that $F\left(y^{\lambda} \mid y\right)=\alpha_{\lambda} Q_{\lambda}\left(y^{\lambda} \mid y\right)$, and since $F(q \mid y)$ satisfies $(*)$, it follows that $\alpha_{\lambda}=1$.

Remark. Ivanov's polynomials $Q_{\lambda}(x \mid y)$ are recovered from our $Q_{\lambda}(q \mid y)$ by specializing $q=\prod \frac{1+x_{i}}{1-x_{i}}$. The evaluation $q \mapsto y^{\mu}$ can be
written by further specializing these $x$ variables as

$$
x_{i} \mapsto \begin{cases}-y_{i} & \text { if } i \in \mu \\ 0 & \text { if } i \notin \mu\end{cases}
$$

With this specialization, Ikeda uses the interpolation property and the localization theorem to show that $Q_{\lambda}(x \mid y)$ represents an equivariant Schubert class in the Lagrangian Grassmannian.

A different specialization of the $q$ variables is more directly connected to the geometry of Lagrangian Grassmannians. Suppose the $x$ and $y$ variables satisfy relations

$$
\begin{equation*}
e_{k}\left(x_{1}^{2}, x_{2}^{2}, \ldots\right)=e_{k}\left(y_{1}^{2}, y_{2}^{2}, \ldots\right) \tag{C.5}
\end{equation*}
$$

for all $k$, where $e_{k}$ is the elementary symmetric function. Then we may set

$$
\begin{equation*}
q \mapsto \prod_{i \geq 1} \frac{1-x_{i}}{1+y_{i}} \tag{C.6}
\end{equation*}
$$

since $\left(\Pi \frac{1-x_{i}}{1+y_{i}}\right) \cdot\left(\Pi \frac{1+x_{i}}{1-y_{i}}\right)=1$. Now the evaluation $q \mapsto y^{\mu}$ is obtained by specializing the $x$ variables as

$$
x_{i} \mapsto \begin{cases}y_{i} & \text { if } i \in \mu \\ -y_{i} & \text { if } i \notin \mu\end{cases}
$$

Let us write $\widetilde{Q}_{\lambda}(x \mid y)$ for the image of $Q_{\lambda}(q \mid y)$ under the second specialization (C.6). The "single" polynomials $\widetilde{Q}_{\lambda}(x)=\widetilde{Q}_{\lambda}(x \mid 0)$ were introduced by Pragacz and Ratajski in the study of the cohomology of the Lagrangian Grassmannian and degeneracy loci [Pra88, Pra91, PraRa97]. The double polynomials $\widetilde{Q}_{\lambda}(x \mid y)$ are the natural generalizations to equivariant cohomology. These are distinct from the Schur and Ivanov $Q$-functions.

To explain the connection with geometry precisely, let $V$ be a $2 n$ dimensional symplectic vector space, with a torus $T$ acting by characters $-y_{n}, \ldots,-y_{1}, y_{1}, \ldots, y_{n}$. Let $E \subseteq V$ be the isotropic subspace spanned by the last $n$ basis vectors, and let $\mathbb{S} \subseteq V$ be the tautological subbundle on the Lagrangian Grassmannian. The Chern classes
$c=c^{T}(V-\mathbb{S}-E)$ may be written as

$$
c^{T}(V-\mathbb{S}-E)=c^{T}\left(\mathbb{S}^{\vee}-E\right)=\prod_{i=1}^{n} \frac{1-x_{i}}{1+y_{i}}
$$

where $x$ and $y$ are equivariant Chern roots of $\mathbb{S}$ and $E$, respectively. The relations (C.5) follow from the identity $c^{T}\left(\mathbb{S}+\mathbb{S}^{\vee}\right)=c^{T}\left(E+E^{\vee}\right)$ (both sides being equal to $c^{T}(V)$ ). In this setting, Pragacz and Ratajski show that the cohomology class of a Schubert variety $\Omega_{\lambda}$ is equal to $\widetilde{Q}_{\lambda}(x)$. Theorem 2.2 of Chapter 13 shows that the equivariant class of $\Omega_{\lambda}$ is equal to $\widetilde{Q}_{\lambda}(x \mid y)$.

## Hints for exercises

${ }^{1}$ Use the relations $Q_{p p}=0$. See [Mac95, §III.8, (8.6)].
${ }^{2}$ From the raising operator formula, one has

$$
Q_{\lambda}=q_{\lambda}+\sum_{\mu>\lambda} a_{\lambda \mu} q_{\mu},
$$

for some integers $a_{\lambda \mu}$, where > is the "dominance" partial order on partitions, generated by $R_{i j} \lambda>\lambda$. Now apply the previous exercise. See [Mac95, §III.8, (8.9)].
${ }^{3}$ Construct a weight-preserving bijection between (1) the set of primed tableaux on the shifted diagram of $\rho$, in which all entries along the main diagonal are unprimed; and (2) the set of semistandard tableaux on the usual diagram of $\rho$. See [Mac95, §III.8, Ex. 3(b)] for another argument.
${ }^{4}$ Use the relations $Q_{p p}=0$, together with the fact that an elementary symmetric polynomial vanishes when the degree is greater than the number of variables.
${ }^{5}$ One can write

$$
Q_{\lambda}(q \mid y)=Q_{\lambda}(q)+\sum_{|\mu|<|\lambda|} \alpha_{\mu} Q_{\mu}(q)
$$

for some polynomials $\alpha_{\mu}$ in the $y$ variables, by expanding the entries of the Pfaffian which defines $Q_{\lambda}(q \mid y)$ and using multi-linearity. Since the $Q_{\lambda}(q)$ form a basis for $\Gamma$ over $\mathbb{Z}$, the claim follows.

## APPENDIX D

## Schubert conventions

The literature contains many conflicting conventions for describing and notating Schubert varieties, and especially in the equivariant situation, it is important to know exactly which set of conventions are in use. The following glossary is not meant to be a guide to the literature, but rather to the several sets of notation used in the book. We illustrate the translations with a running example.

Throughout, $V$ is an $n$-dimensional vector space, often identified with $\mathbb{C}^{n}$ via a standard basis $\left\{e_{1}, \ldots, e_{n}\right\}$.

## 1. Grassmannians

Start with $G r(d, V)$. Schubert varieties are indexed in three ways:
(1) by partitions $\lambda$ fitting inside the $d \times(n-d)$ rectangle;
(2) by $d$-element subsets $I \subseteq\{1, \ldots, n\}$;
(3) by 01 -sequences of length $n$, with $d$ terms equal to 1 .

The translation between the second two is easy: simply record the positions of the 1's in a 01-sequence to get a subset $I$. The first two indexings are related as

$$
\begin{gathered}
\lambda=\left(\lambda_{1} \geq \cdots \geq \lambda_{d} \geq 0\right) \quad \leftrightarrow \quad I=\left\{i_{1}<\cdots<i_{d}\right\} \\
\lambda_{k}=k-d-1+i_{d+1-k} \quad \leftrightarrow \quad i_{k}=k+\lambda_{d+1-k}
\end{gathered}
$$

Graphically, we usually represent $\lambda$ by its Young diagram-a collection of boxes, with $\lambda_{k}$ boxes in the $k$ th row. As a subset of the $d \times(n-d)$ rectangle, the diagram is also determined by its southwest border-the path from the lower-left corner of the rectangle to the upper-right corner tracing the borders of the boxes. There are $n$ steps in this path, and we get the corresponding $d$-subset $I$ by recording the vertical (upward) steps.

Here is an example:


$$
\begin{aligned}
& \lambda=(5,3,1,1), \quad d=4, n=9 \\
& I=\{2,3,6,9\} \\
& b=011001001
\end{aligned}
$$

There is a duality which is important in this story. Given $\lambda$, the "dual" partition $\lambda^{\vee}$ is the complement of $\lambda$ in the $d \times(n-d)$ rectangle, rotated 180 degrees. The dual subset $I^{\vee}$ and 01-sequence $b^{\vee}$ are obtained by reading the southwest border backwards. In formulas:

$$
\begin{aligned}
\lambda & =\left(\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{d} \geq 0\right) \\
\lambda^{\vee} & =\left(n-d-\lambda_{d} \geq n-d-\lambda_{d-1} \geq \cdots \geq n-d-\lambda_{1} \geq 0\right)
\end{aligned}
$$

$$
\text { (that is, } \lambda_{k}^{\vee}=n-d-\lambda_{d+1-k} \text { ); }
$$

$$
I=\left\{i_{1}<i_{2}<\cdots<i_{d}\right\}
$$

$$
I^{\vee}=\left\{n+1-i_{d}<n+1-i_{d-1}<\cdots<n+1-i_{1}\right\}
$$

$$
\text { (that is, } \left.i_{k}^{\vee}=n+1-i_{d+1-k}\right) ;
$$

$$
b=b_{1} b_{2} \cdots b_{n}
$$

$$
b^{\vee}=b_{n} b_{n-1} \cdots b_{1} .
$$

In pictures, continuing the above example:


The size of $\lambda$ is $|\lambda|=\lambda_{1}+\cdots+\lambda_{d}$. In terms of the subset $I$, this is equal to $\#\{j<i \mid i \in I, j \in\{1, \ldots, n\} \backslash I\}$.
1.1. Degeneracy or incidence locus version. The standard flag $E^{\bullet}$ has $E^{q}=\left\langle e_{n}, \ldots, e_{q+1}\right\rangle$. The opposite flag $\widetilde{E}^{\bullet}$ has $\widetilde{E}^{q}=\left\langle e_{1}, \ldots, e_{n-q}\right\rangle$. The spaces $E^{q}$ and $\widetilde{E}^{q}$ have codimension $q$ in $V$. We write $E_{q}=E^{n-q}$ and $\widetilde{E}_{q}=\widetilde{E}^{n-q}$ for the corresponding $q$-dimensional subspaces.

The Schubert variety $\Omega_{\lambda}=\Omega_{\lambda}\left(E_{\bullet}\right)$ is

$$
\begin{aligned}
\Omega_{\lambda} & =\left\{F \subset \mathbb{C}^{n} \mid \operatorname{dim}\left(F \cap E^{d-k+\lambda_{k}}\right) \geq k, \text { for } 1 \leq k \leq d\right\} \\
\text { (D.1) } \quad & =\left\{F \subset \mathbb{C}^{n} \mid \operatorname{rk}\left(F \rightarrow \mathbb{C}^{n} / E^{d-k+\lambda_{k}}\right) \leq d-k, \text { for } 1 \leq k \leq d\right\}
\end{aligned}
$$

It has codimension $|\lambda|$ in $\operatorname{Gr}\left(d, \mathbb{C}^{n}\right)$. Its equivariant cohomology class is the double Schur polynomial $s_{\lambda}(x \mid y)$, where

$$
x_{1}, \ldots, x_{d} \text { are Chern roots of } \mathbb{S}^{*}
$$

and $-y_{1}, \ldots,-y_{n}$ are characters of $T$ acting on $\mathbb{C}^{n}$. (Chapter $9, \S 4$ ).
This Schubert variety is the closure of the Schubert cell

$$
\begin{aligned}
\Omega_{\lambda}^{\circ} & =\left\{F \left\lvert\, \begin{array}{c}
\operatorname{dim}\left(F \cap E_{s}\right)=i \text { for } \\
s \in\left[n-d+k-\lambda_{k}, n-d+k-\lambda_{k+1}\right], k=0, \ldots, d
\end{array}\right.\right\} \\
(\text { D.2 }) & =\left\{F \mid \operatorname{dim}\left(F \cap E^{s-1}\right)=d-k \text { for } s \in\left(i_{k}, i_{k+1}\right], 0 \leq k \leq d\right\}
\end{aligned}
$$

using the conventions $\lambda_{0}=n-d$ and $\lambda_{d+1}=0$, and $i_{0}=0$ and $i_{d+1}=n+1$.

It is useful to parametrize the cells with matrices. Our convention (suggested by group actions) is that spaces are column-spans, so a point in $G r\left(d, \mathbb{C}^{n}\right)$ is represented by an $n \times d$ matrix. A point in $\Omega_{\lambda}^{\circ}=\Omega_{I}^{\circ}$ is uniquely represented by a matrix with "pivot 1 's" forming an identity matrix on the rows $i_{1}, \ldots, i_{d}$, zeroes above these pivots, and arbitrary entries elsewhere.

For $d=4, n=9$, and $\lambda=(5,3,1,1)$, so $I=\{2,3,6,9\}$, the cell is this:

$$
\left.\Omega_{\lambda}^{\circ}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
* & * & 0 & 0 \\
* & * & 0 & 0 \\
0 & 0 & 1 & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \quad \begin{array}{l}
4 \\
2 \\
2 \\
2 \\
1 \\
1 \\
\mathbf{1}
\end{array}\right\} \operatorname{dim}\left(F \cap E_{s}\right)
$$

The numbers on the right record intersection dimensions with the fixed flag $E_{\bullet}$; note that jumps occur at rows labelled by $I$, which is also where the pivots are.

The opposite Schubert varieties $\widetilde{\Omega}_{\lambda}$ are defined similarly, but with respect to the flag $\widetilde{F}_{\boldsymbol{\bullet}}$. Here is the opposite cell, for $\lambda=(5,3,1,1)$ again (so $\lambda^{\vee}=(4,4,2)$ ):

$$
\left.\widetilde{\Omega}_{\lambda^{v}}^{\circ}=\left[\begin{array}{cccc}
* & * & * & * \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & * & * \\
0 & 0 & * & * \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & 1
\end{array}\right] \quad \begin{array}{lll}
0 \\
\mathbf{1} \\
\mathbf{2} \\
2 \\
2 \\
3 \\
3 \\
3 \\
\mathbf{4}
\end{array}\right\} \operatorname{dim}\left(F \cap \widetilde{E}_{s}\right) .
$$

The basic fact is that

$$
\Omega_{\lambda} \cap \widetilde{\Omega}_{\lambda^{v}}=p_{\lambda}
$$

and this intersection is transverse. The intersection point $p_{\lambda}=p_{I}$ is represented by the matrix with identity matrix on rows $I$, and zeroes elsewhere.
1.2. Orbit versions. The group $G L_{n}$ acts on $G r(d, V)$ via its action on $V=\mathbb{C}^{n}$. Consider the subgroups
$P=$ block-upper triangular matrices of block sizes $d$ and $n-d$,
$B=$ upper-triangular matrices,
$B^{-}=$lower-triangular matrices.
The subspace $E=\widetilde{E}_{d}=\left\langle e_{1}, \ldots, e_{d}\right\rangle$ is stabilized by $P$, identifying the Grassmannian with $G L_{n} / P$ (and this is the reason for using column spans). The flag $E_{\bullet}$ is stabilized by $B^{-}$, and $\widetilde{E}_{\bullet}$ is stabilized by $B$.

The "degeneracy locus" varieties satisfy:
$\Omega_{\lambda}$ is: $B^{-}$-invariant, of codimension $|\lambda|$;
$\widetilde{\Omega}_{\lambda}$ is: $B$-invariant, of codimension $|\lambda|$.

In the context of representation theory, it is common to have Schubert varieties with dimension $|\lambda|$-so we define "orbit" Schubert varieties $X(\lambda)=X(I)$ and $Y(\lambda)=Y(I)$ satisfying

$$
\begin{array}{llll}
X(\lambda) & \text { is: } & B \text {-invariant, } & \text { of dimension }|\lambda| ; \\
Y(\lambda) & \text { is: } & B^{-} \text {-invariant, } & \text { of codimension }|\lambda| .
\end{array}
$$

They are closures of cells:

$$
\begin{aligned}
& X(I)^{\circ}=B \cdot p_{I} \\
& Y(I)^{\circ}=B^{-} \cdot p_{I} .
\end{aligned}
$$

A feature of these conventions is $X(\lambda) \cap Y(\lambda)=p_{\lambda}$, transversally.
For example, with $\lambda=(5,3,1,1)$ and $I=\{2,3,6,9\}$, recall that $p_{\lambda}=p_{I}$ is the subspace $\left\langle e_{2}, e_{3}, e_{6}, e_{9}\right\rangle$. The cells are

$$
X(I)^{\circ}=\left[\begin{array}{cccc}
* & * & * & * \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & * & * \\
0 & 0 & * & * \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & * \\
0 & 0 & 0 & * \\
0 & 0 & 0 & 1
\end{array}\right] \quad \text { and } \quad Y(I)^{\circ}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
* & * & 0 & 0 \\
* & * & 0 & 0 \\
0 & 0 & 1 & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

So it is easy to see:

$$
\begin{equation*}
\widetilde{\Omega}_{\lambda}=X\left(\lambda^{\vee}\right) \quad \text { and } \quad \Omega_{\lambda}=Y(\lambda) \tag{D.3}
\end{equation*}
$$

## 2. Flag varieties

Next consider $\operatorname{Fl}\left(\mathbb{C}^{n}\right)$. The indexing set is $S_{n}$, the group of permutations of $n$ letters, which we write in "one-line" notation: $w=[w(1), w(2), \ldots, w(n)]$. (Sometimes we omit the brackets and commas.) The longest permutation is $w_{\circ}=[n, n-1, \ldots, 1]$.

For $w \in S_{n}$, the corresponding permutation matrix $A_{w}$ has 1's in positions $(w(i), i)$, and zeroes elsewhere. This is compatible with matrix multiplication: $A_{u v}=A_{u} A_{v}$. So it is just the standard representation of $S_{n}$ on $\mathbb{C}^{n}$.

The rank function and dimension function are defined as

$$
r_{w}(p, q)=\#\{i \leq p \mid w(i) \leq q\} \quad \text { and } \quad k_{w}(p, q)=\#\{i \leq p \mid w(i)>q\} .
$$

So $r_{w}(p, q)$ is the rank of the upper-left $q \times p$ submatrix of $A_{w}$, and $k_{w}(p, q)$ is the rank of the lower-left $(n-q) \times p$ submatrix.

The length of $w$ is $\ell(w)=\#\{i<j \mid w(i)>w(j)\}$.
Example. The permutation $w=236914578$ has length $\ell(w)=10$. Its matrix $A_{w}$ and rank function $r_{w}$ are shown below.

$$
\left[\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 2 & 2 & 2 & 2 & 2 \\
1 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 3 \\
1 & 2 & 2 & 2 & 3 & 4 & 4 & 4 & 4 \\
1 & 2 & 2 & 2 & 3 & 4 & 5 & 5 & 5 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 6 & 6 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 7 & 7 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 7 & 8 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9
\end{array}\right] \downarrow
$$

2.1. Degeneracy-locus version. The flag variety has universal bundles

$$
\mathbb{S}_{1} \hookrightarrow \mathbb{S}_{2} \hookrightarrow \cdots \hookrightarrow \mathbb{S}_{n}=\mathbb{C}^{n}=\mathbb{Q}_{n} \rightarrow \cdots \rightarrow \mathbb{Q}_{2} \rightarrow \mathbb{Q}_{1} .
$$

For a fixed flag $E^{\bullet}$ as above, set

$$
\begin{align*}
\Omega_{w}\left(E_{\bullet}\right) & =\left\{F_{\bullet} \mid \operatorname{rk}\left(F_{p} \rightarrow \mathbb{C}^{n} / E^{q}\right) \leq r_{w}(p, q) \text { for } 1 \leq p, q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{rk}\left(\left(\mathbb{C}^{n} / E^{q}\right)^{\vee} \rightarrow F_{p}^{\vee}\right) \leq r_{w}(p, q) \text { for } 1 \leq p, q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right) \geq k_{w}(p, q) \text { for } 1 \leq p, q \leq n\right\} . \tag{D.4}
\end{align*}
$$

(The equality comes from $p-r_{w}(p, q)=k_{w}(p, q)$.) This has codimension $\ell(w)$. Its equivariant cohomology class is the double Schubert polynomial $\Im_{w}(x \mid y)$, where

$$
x_{i}=-c_{1}^{T}\left(\mathbb{S}_{i} / \mathbb{S}_{i-1}\right) \quad \text { and } \quad y_{i}=-c_{1}^{T}\left(E^{i-1} / E^{i}\right)
$$

(Chapter 10, §6.)
The Schubert variety is the closure of a Schubert cell, which is defined by replacing inequalities with equalities:

$$
\begin{align*}
\Omega_{w}^{\circ}\left(E_{\bullet}\right) & =\left\{F_{\bullet} \mid \operatorname{rk}\left(F_{p} \rightarrow \mathbb{C}^{n} / E^{q}\right)=r_{w}(p, q) \text { for } 1 \leq p, q \leq n\right\} \\
& =\left\{F_{\bullet} \mid \operatorname{dim}\left(F_{p} \cap E^{q}\right)=k_{w}(p, q) \text { for } 1 \leq p, q \leq n\right\} . \tag{D.5}
\end{align*}
$$

By taking column spans, a flag can be represented by an $n \times n$ matrix. The flag corresponding to the matrix $A_{w}$ is the point $p_{w}$; it is

$$
p_{w}=\left\langle e_{w(1)}\right\rangle \subset\left\langle e_{w(1)}, e_{w(2)}\right\rangle \subset \cdots \subset\left\langle e_{w(1)}, e_{w(2)}, \ldots, e_{w(n)}\right\rangle=\mathbb{C}^{n}
$$

In particular, the point $p_{w}$ lies in the cell $\Omega_{w}^{\circ}$. Points in $\Omega_{w}^{\circ}$ may therefore be represented by matrices whose rank functions are the same as that of $A_{w}$. More precisely, they have pivot 1's in positions ( $w, i$ ), zeroes below and to the right of the pivots, and free entries elsewhere.

Example. For $w=236914578$, the Schubert cell $\Omega_{w}^{\circ}$ is shown below, along with the rank function $\boldsymbol{r}_{w}$.

$$
\left[\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & * & 1 & 0 & 0 & 0 \\
* & * & 0 & 0 & * & * & 1 & 0 & 0 \\
* & * & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & * & 0 & * & * & * & 1 & 0 \\
* & * & * & 0 & * & * & * & * & 1 \\
* & * & * & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \underbrace{\left[\begin{array}{lllllllll}
0 & 0 & 0 & \mathbf{0} & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & \mathbf{1} & 2 & 2 & 2 & 2 & 2 \\
1 & 2 & 2 & 2 & 3 & 3 & 3 & 3 & 3 \\
1 & 2 & 2 & \mathbf{2} & 3 & 4 & 4 & 4 & 4 \\
1 & 2 & 2 & 2 & 3 & 4 & 5 & 5 & 5 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 6 & 6 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 7 & 7 \\
1 & 2 & 3 & 3 & 4 & 5 & 6 & 7 & 8 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9
\end{array}\right]}_{\operatorname{rk}\left(F_{p} \rightarrow \mathbb{C}^{n} / E^{q}\right)}
$$

It has dimension $26=36-10=\operatorname{dim} F l\left(\mathbb{C}^{9}\right)-\ell(w)$.
The conditions on $F_{4}$ (the bold column) are the same as those defining $\Omega_{\lambda} \subset G r\left(4, \mathbb{C}^{9}\right)$, for $\lambda=(5,3,1,1)$. In fact, these are the only relevant conditions: the other entries of the rank table are the smallest possible ones consistent with the fourth column.

In general, the relation between Schubert varieties in $G r$ and $F l$ is as follows. Given any partition $\lambda$ in the $d \times(n-d)$ rectangle, there is a Grassmannian permutation $w(\lambda)$ defined as

$$
w(\lambda)=i_{1} i_{2} \cdots i_{d} j_{1} j_{2} \cdots j_{n-d}
$$

where $I=\left\{i_{1}<\cdots<i_{d}\right\}$ is the subset corresponding to $\lambda$, and $J=\left\{j_{1}<\cdots<j_{n-d}\right\}=\{1, \ldots, n\} \backslash I$. Then

$$
\pi^{-1} \Omega_{\lambda}=\Omega_{w(\lambda)}
$$

where $\pi: F l\left(\mathbb{C}^{n}\right) \rightarrow G r\left(d, \mathbb{C}^{n}\right)$ is the projection.
As before, the opposite Schubert varieties are defined using the opposite flag, i.e., $\widetilde{\Omega}_{w}=\Omega_{w}\left(\widetilde{E}_{\bullet}\right)$. From the matrix point of view, it is easy to check that

$$
\widetilde{\Omega}_{w}=w_{o} \cdot \Omega_{w}
$$

so $\widetilde{\Omega}_{w}$ contains the point $w_{\circ} \cdot p_{w}=p_{w_{0} w}$. We have

$$
\Omega_{w} \cap \widetilde{\Omega}_{w_{0} w}=\left\{p_{w}\right\}
$$

transversally.
2.2. Orbit versions. The upper-triangular Borel group $B$ fixes $p_{e}=\widetilde{E}_{\bullet}$, and the flag variety is identified with $G L_{n} / B$. The "orbit Schubert varieties" are defined as before:

$$
\begin{array}{lll}
X(w) & \text { is: } & B \text {-invariant, } \\
Y(w) \text { is: } & B^{-} \text {-invariant, } & \text { of codimension } \ell(w) ; \\
\ell(w) ;
\end{array}
$$

they are closures of orbits:

$$
\begin{aligned}
& X(w)^{\circ}=B \cdot p_{w} \\
& Y(w)^{\circ}=B^{-} \cdot p_{w}
\end{aligned}
$$

and intersect transversally in $X(w) \cap Y(w)=p_{w}$.
Comparing with the degeneracy locus versions, we have

$$
\begin{equation*}
\widetilde{\Omega}_{w}=X\left(w_{\circ} w\right) \quad \text { and } \quad \Omega_{w}=Y(w) \tag{D.6}
\end{equation*}
$$

Note that $Y(w)=w_{\circ} \cdot X\left(w_{\circ} w\right)$.

## 3. General $G / P$

For a general homogeneous space $G / P$, fixed points and Schubert varieties are indexed by cosets $W / W_{P}$. Here $W_{P}$ is the Weyl group of the parabolic $P$. Write $W_{\min }^{P}$ and $W_{\max }^{P}$ for the sets of minimal- and maximal-length coset representatives in $W$. Since minimal representatives are used more often, $W^{P}$ means $W_{\text {min }}^{P}$.

For any coset $[w] \in W / W_{P}$, write $w^{\min } \in W_{\min }^{P}$ and $w^{\max } \in W_{\max }^{P}$ for its minimal and maximal representatives. These are related by

$$
w^{\max }=w^{\min } \cdot w_{\circ}^{P}
$$

where $w_{\circ}^{P} \in W_{P}$ is the longest element.
Write $p_{[w]}=w P / P$ for the fixed point in $G / P$ corresponding to $w \in W^{P}$, and define

$$
\begin{aligned}
& X[w]^{\circ}=B \cdot p_{[w]} ; \\
& Y[w]^{\circ}=B^{-} \cdot p_{[w]} ;
\end{aligned}
$$

(One could take any $w \in W$, since $X[w]=X\left[w^{\prime}\right]$, etc., when $w \equiv w^{\prime}$ in $W / W_{P}$. However, to get dimension counts right, one needs minimal representatives.) The closures of these cells satisfy
$X[w]$ is: $B$-invariant, of dimension $\ell(w)$;
$Y[w]$ is: $B^{-}$-invariant, of codimension $\ell(w)$;
and $X[w] \cap Y[w]=\left\{p_{[w]}\right\}$, transversally.
In the case where $G / P=G r\left(d, \mathbb{C}^{n}\right)$ is a Grassmannian, the notation corresponds as follows. For a partition $\lambda$ in the $d \times(n-d)$ rectangle, the Grassmannian permutation $w(\lambda)$ is a minimal representative in $W^{P}$. Minimal representatives for the Poincaré dual classes are given by $w\left(\lambda^{\vee}\right)=w_{\circ} w(\lambda) w_{\circ}^{P}$.

## APPENDIX E

## Characteristic classes and equivariant cohomology

The fiber bundles arising in the Borel construction of equivariant cohomology—and their finite-dimensional approximations-are universal among all fiber bundles, in a sense to be made precise here. It follows that calculations in equivariant cohomology determine formulas for general fiber bundles.

We fix a category of (locally trivial) fiber bundles $\xi: \mathfrak{X} \rightarrow \mathbb{B}$, with fiber $X$ and structure group $G$. Main examples include topological fiber bundles, Zariski-locally trivial bundles, or étale-locally trivial bundles. Any such bundle may be realized as $\mathfrak{X}=\mathbb{E} \times{ }^{G} X$, for some principal G-bundle $\mathbb{E} \rightarrow \mathbb{B}$ (see, e.g., [Hus75, Ch. 5]).

We also fix a cohomology theory $H^{*}$, with the following key properties: it is a contravariant functor from spaces to (gradedcommutative) rings, and pullback via an affine space bundle is injective. Main examples include singular cohomology and Chow cohomology.

By a characteristic class (with values in $H^{i}$ ) of fiber bundles with fiber $X$ and structure group $G$, we mean an assignment $\alpha$ of a class in $H^{i}$ to each fiber bundle, which satisfies the following compatibility. For every $\xi$ there is $\alpha(\xi) \in H^{i} \mathfrak{X}$, and for every fiber square

so $\xi^{\prime}=f^{*} \xi$, we have $\alpha\left(f^{*} \xi\right)=\bar{f}^{*} \alpha(\xi)$. Characteristic classes with values in $H^{*}$ form a graded-commutative ring under "pointwise" product: by definition, $(\alpha \cdot \beta)(\xi)=\alpha(\xi) \cdot \beta(\xi)$.

Theorem. The ring of characteristic classes is naturally identified with the equivariant cohomology ring $H_{G}^{*} X$.

Any characteristic class $\alpha$ certainly produces an equivariant class, by applying $\alpha$ to the bundle $\mathbb{E}_{m} G \times^{G} X \rightarrow \mathbb{B}_{m} G$. (Here the bundles $\mathbb{E}_{m} G \rightarrow \mathbb{B}_{m} G$ are finite-dimensional approximations to the classifying space.) Conversely, any characteristic class is induced from an equivariant class, in the following strong sense.

Proposition. Given a fiber bundle $\xi$ and an integer $i \geq 0$, there exist finite-dimensional approximation spaces $\mathbb{E}_{m} G \rightarrow \mathbb{B}_{m} G$ and fiber squares

such that $\bar{\pi}^{*}$ is injective and $H_{G}^{i} X=H^{i}\left(\mathbb{E}_{m} G \times^{G} X\right)$.
Proof. Write $\xi$ as $\mathbb{E} \times^{G} X \rightarrow \mathbb{B}$ for some principal $G$-bundle $\mathbb{E} \rightarrow \mathbb{B}$. Then take approximations $\mathbb{B}_{m} G=(V \backslash S) / G$ following Totaro, for some sufficiently high codimension closed subset $S$ in a $G$-representation $V$. Setting $\mathbb{E}^{\prime}=\mathbb{E} \times(V \backslash S)$, the bundle $\xi^{\prime}: \mathbb{E}^{\prime} \times{ }^{G} X \rightarrow \mathbb{E}^{\prime} / G=\mathbb{B}^{\prime}$ does the trick.

Proof of Theorem. Given any characteristic class $\alpha$ with values in $H^{i}$, it follows from the proposition that the values $\alpha(\xi)$ on every fiber bundle $\xi$ are determined by $\alpha\left(\xi_{\infty}\right) \in H_{G}^{i} X$. Indeed, one has $\bar{\pi}^{*} \alpha(\xi)=$ $\alpha\left(\xi^{\prime}\right)=\bar{\varphi}^{*} \alpha\left(\xi_{\infty}\right)$. To prove the theorem, it only remains to check compatibility with products. This follows by a similar argument: with notation as in the proof of the proposition, the pullback maps

$$
\bar{\varphi}^{*}: H^{*}\left(\mathbb{E}_{m} G \times^{G} X\right) \rightarrow H^{*}\left(\mathfrak{X}^{\prime}\right)
$$

are ring homomorphisms, and by choosing an appropriate approximation space, the product in $H^{*}\left(\mathbb{E}_{m} G \times{ }^{G} X\right)$ agrees with that of $H_{G}^{*} X$ in any given degree.

The cases where $G$ is $G L_{n}$, or the subgroup of upper-triangular matrices, are particularly relevant to the study of degeneracy loci.

Example 1. In the case $G=G L_{n}$, the Proposition takes on a concrete form. Let $E$ be a rank $n$ vector bundle on a variety $\mathbb{B}$. Then there is a variety $\mathbb{B}^{\prime}$, together with morphisms $p: \mathbb{B}^{\prime} \rightarrow \mathbb{B}$ and $f: \mathbb{B}^{\prime} \rightarrow G r\left(\mathbb{C}^{m}, n\right)$ (for $m \gg 0$ ), such that (1) $p^{*}: H^{*} \mathbb{B} \rightarrow H^{*} \mathbb{B}^{\prime}$ is injective, and (2) $p^{*} E \cong f^{*} \mathbb{Q}$, where $\mathbb{Q}$ is the tautological quotient bundle on $\mathbb{B}_{m} G L_{n}=G r\left(\mathbb{C}^{m}, n\right)$.

This follows from the Proposition, but here is an alternative argument. First suppose $\mathbb{B}$ is affine, with coordinate ring $A$. Then $E$ corresponds to a finitely generated and locally free $A$-module $M$. Choosing $m$ generators, one has $A^{\oplus m} \rightarrow M$; that is, a surjective homomorphism $\mathscr{O}_{\mathbb{B}}^{\oplus m} \rightarrow E$. By the universal property of the Grassmannian, this determines a morphism $f: \mathbb{B} \rightarrow G r\left(\mathbb{C}^{m}, n\right)$ such that $f^{*} \mathbb{Q}=E$.

Next assume $\mathbb{B}$ is quasi-projective. There is an affine variety $\mathbb{B}^{\prime}$, with a morphism $p: \mathbb{B}^{\prime} \rightarrow \mathbb{B}$ which is locally trivial with affine space fibers. (This is known as "Jouanolou's trick", and an exposition can be found in [As09], along with some generalizations. In our context, the construction is an easy and pleasant exercise.) So $p^{*}: H^{*} \mathbb{B} \rightarrow H^{*} \mathbb{B}^{\prime}$ is injective, and we can apply the argument of the previous paragraph to $p^{*} E$ on $\mathbb{B}^{\prime}$.

For a general variety $\mathbb{B}$, one can reduce to the quasi-projective case by means of a Chow envelope $\widetilde{\mathbb{B}} \rightarrow \mathbb{B}$; this means $\widetilde{\mathbb{B}}$ is quasi-projective and the corresponding pullback homomorphism is injective on cohomology. So one obtains maps $\mathbb{B}^{\prime} \rightarrow \widetilde{\mathbb{B}} \rightarrow \mathbb{B}$ whose composition has the desired properties.

If one has a flag of quotient bundles $E_{\bullet}$, corresponding to the case where $G=B$ is a Borel subgroup of $G L_{n}$, is entirely analogous: such a flag is pulled back from a universal flag, using $\mathbb{B}_{m} B=F l\left(\mathbb{C}^{m} ; n, \ldots, 1\right)$ and its tautological quotient flag $\mathbb{Q}_{\bullet}$ in place of the Grassmannian. Flags of subbundles are obtained by dualizing.

This argument is sketched in the final paragraphs of [Gra97]; as noted in the proof of the Proposition, the statements are implicit in [Tot99]. See Chapter 11, $\S 6$ for applications.

Example 2. Let $E$ and $F$ be vector spaces of respective dimensions $n$ and $m$, and let $X=\operatorname{Hom}(F, E)$, with the natural action by $G=$ $G L(E) \times G L(F)$. There is a characteristic class $\mathbb{D}_{r}$ for this situation, for each nonnegative integer $r$.

This is the class corresponding to $\left[D_{r}\right]^{G} \in H_{G}^{*} X$, where $D_{r} \subseteq X$ is the locus of homomorphisms of rank at most $r$. As a polynomial in $H_{G}^{*} X \cong \mathbb{Z}\left[a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{m}\right], \mathbb{D}_{r}$ is computed by the Giambelli determinantal formula. (Chapter 11, §1.)

Example 3. With notation as in the previous example, fix complete flags

$$
F_{1} \subseteq \cdots \subseteq F_{m}=F \quad \text { and } \quad E=E_{n} \rightarrow \cdots \rightarrow E_{1}
$$

of sub- and quotient spaces. Let $X=\operatorname{Hom}(F, E)$ as in the previous example, with a reduction of structure group from $G=G L(E) \times G L(F)$ to the Borel subgroup $B=B\left(E_{\bullet}\right) \times B\left(F_{\bullet}\right)$ which fixes the flags. In this situation, there is a characteristic class $\mathbb{D}_{r}$ for each $n \times m$ irreducible rank function $r$. (A rank function is a matrix of nonnegative integers $\boldsymbol{r}=(r(p, q))_{1 \leq p \leq n, 1 \leq q \leq m}$. It is irreducible if it arises from a partial permutation matrix, i.e., $r(p, q)$ is the rank of the upper-left $p \times q$ submatrix of some 01-matrix with at most one 1 in each row and column.)

This class corresponds to $\left[D_{r}\right]^{B} \in H_{B}^{*} X$, where $D_{r} \subseteq X$ is the locus of homomorphisms $\varphi: F \rightarrow E$ such that the composite map $\varphi_{p q}: F_{q} \rightarrow E_{p}$ has rank at most $r(p, q)$. As a polynomial in $H_{B}^{*} X=$ $\mathbb{Z}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right], \mathbb{D}_{r}$ is equal to the Schubert polynomial $\Xi_{w}(x ; y)$, where $w=w(\boldsymbol{r})$ is the minimal permutation such that the upper-left $q \times p$ submatrix of the associated permutation matrix has rank $r(p, q)$. (Chapter 11, §2-4.)

Example 4. Given a homomorphism $\varphi: \mathcal{F} \rightarrow \mathcal{E}$ of vector bundles on a variety $Y$, one has the degeneracy locus $D_{r}(\varphi) \subseteq Y$ of points $y \in Y$ where the corresponding linear map $\varphi_{y}: \mathcal{F}_{y} \rightarrow \mathcal{E}_{y}$ has rank at most $r$. Writing $\xi: \mathfrak{X} \rightarrow \mathbb{B}$ for the vector $\operatorname{bundle} \operatorname{Hom}(\mathcal{F}, \mathcal{E}) \rightarrow Y$, the fibers are identified with $X=\operatorname{Hom}(F, E)$ as in the above examples, where $\operatorname{dim} E=\operatorname{rk} \mathcal{E}$ and $\operatorname{dim} F=\operatorname{rk} \mathcal{F}$. The homomorphism $\varphi$ corresponds to a section of this bundle. Since $\xi$ is a vector bundle,
there is a canonical isomorphism $H^{*} \mathfrak{X}=H^{*} \mathbb{B}$. We use this to identify $\mathbb{D}_{r}$ with $\varphi^{*} \mathbb{D}_{r}$, for any section $\varphi$.

The homology class $\mathbb{D}_{r}(\xi) \sim[Y]$ is always supported on the degeneracy locus $D_{r}(\varphi)$. When $Y$ is nonsingular, $\mathbb{D}_{r}(\xi)-[Y]=\left[D_{r}(\varphi)\right]$ if and only if $D_{r}$ has expected codimension $(m-r)(n-r)$ in $Y$.

Conversely, if $\mathbb{D}_{r}(\xi) \sim[Y] \in H_{*} Y$ is not an effective class-that is, if it is not represented by an algebraic subvariety-then there is no homomorphism $\varphi: \mathcal{F} \rightarrow \mathcal{E}$ whose degeneracy locus $D_{r}(\varphi)$ has codimension $(m-r)(n-r)$. (Effectivity of the class $\mathbb{D}_{r}(\xi) \sim[Y]$ can often be checked using the determinantal formula for $\mathbb{D}_{r}$.)
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## Index

01-sequence, 155, 431
$\dot{\dagger}, 216,286$
$A_{w}, 161$
$\mathrm{A}_{\alpha}, 311$
additive group
cohomology of, 25
fixed point of, 70
adjoint group, 284, 378
AJSB formula, 359-361, 368
approximation space, $x, 3,14-18,27$,
208, 329, 381-383, 442
Atiyah-Bott formula, 83
Atiyah-Bredon sequence, 118, 132

BG, 1
balanced product, 12, 14
Berline-Vergne formula, 83
Białynicki-Birula decomposition, 81, 84, 103
bialternant, 43, 140, 254
bilinear form
symplectic, 242
W-invariant, 285
Billey's formula, 359-361, 368
blowup
cohomology of, 86-89
fixed points, 88
tangent space, 88
Borel
construction, ix, 1, 3
presentation, 300-304, 358
seminar on transformation groups, ix, 1, 8, 83
subgroup, 24, 61, 162, 281
Borel-Moore homology, 396-397
Bott-Samelson variety, 345-358
as balanced product of compact groups, 355
as balanced product of parabolics, 351
as configuration space, 345
as tower of $\mathbb{P}^{1}$-bundles, 345
cell decomposition, 347
cohomology of, 356-358
desingularizes Schubert variety, 349-350
fixed points, 346-347
invariant curves, 350
tangent space, 347-348
braid relation, 175
Bruhat decomposition, 163, 199, 286, 289, 292

Bruhat order, 167-170, 189, 263, 288-289
covering relation, 371
induction on, 174
subword criterion, 170, 288, 359, 369
tableau criterion, 167

BSDH variety, 368 , see also
Bott-Samelson variety
$C(w), 286$
$c_{\alpha}(v, w), 375$
$c_{\lambda \mu}^{v}, 145$
$c_{u v}^{w}, 179,374$
cap product, 393
Cauchy formula
for Schubert polynomials, 216-218, 237, 280
for Schur functions, 59, 151
cell decomposition, 60, 332, 400-401
Białynicki-Birula theorem, 81
chain, 346
Chang-Skjelbred theorem, 99, 117
character
direction of, 106
of Borel group, 24
of invariant curve, 104
of torus, 29
parallel, 106, 369
primitive, 105
character group, 29
characteristic class, 441-445
Chern class, 18, 403-405
equivariant, 18-20
of representation, 21
properties of, 19, 403-405
Chevalley formula, 371-374, 390
for $G / B, 371$
for $G / P, 373$
for Grassmannian, 146-147
Chevalley-Monk formula, 180, 190
Chevalley-Pieri formula, 146-147, 158
Chinese remainder theorem, 71
Chow envelope, 443
Chow group, 401
equivariant, 332
of classifying space, 27

Index
circle group cohomology of, 2
classifying space, ix as base of Borel construction, 1 as base of universal principal bundle, 14
co-isotropic subspace, 244
cohomology, 393-396
bivariant, 413
Čech-Alexander-Spanier, 407
compact support, 395
reduced, 395
compact group, 68, 297-300, 353
complexification, 297
complete conics, 85, 89-97
as blowup, 89-90
fixed points, 92-95
moduli space, 90
tangent weights, 93-94
complex analytic space, 397
quotient by complex group, 27
cone
Spec of graded algebra, 333
convex, 121
dual, 121
normal, 335
tangent, 337
convolution, 322-327
and divided difference operators, 323
of Schubert classes, 325
coroot, 282
cup product, 393
$D_{w}\left(F_{\bullet} \cap E^{\bullet}\right), 211$
$D_{w}^{\infty}\left(F_{\bullet} \cap E^{\bullet}\right), 232$
$D_{r}, 196$
$D_{r}(\varphi), 206$
$D_{w}\left(F_{\bullet} \rightarrow E_{\bullet}\right), 211$
$\mathrm{D}_{\mathrm{J}}, 307$
$\mathrm{D}_{\alpha}, 308$
$\mathrm{D}_{v}, 308$
$\mathbb{D}_{w}^{\infty}, 232$
$\mathbb{D}_{r}, 206$
$\mathbb{D}_{r}^{G}, 209$
$\partial_{\alpha}, 317$
$\Delta_{P}, 290$
$\Delta_{\lambda}(c), 45$
deformed group ring, 131, 132
degeneracy locus, 7, 193-218
Cohen-Macaulay, 202, 208, 218
equivariant class, 136, 200-204, 209
for symmetric map, 241-242, 268-270
for vector bundle map, 206
irreducibility, 197-200
Lagrangian, 269, 275
universal, 208
degeneration, 386-388
Dehn-Sommerville relations, 130
Demazure product, 349
desingularization, 348-352
determinantal ideal, 205, 206
diagonal embedding
and Poincaré duality, 41, 389
diagonal trick, 234, 236, 275
diagonalizable group, 72
fixed points of, 72, 83, 99, 111
diagram
of permutation, 204-205, 218, 228
of signed permutation, 279
dimension function, 161, 260
divided difference operator, 174-178, 189, 233, 271-272, 307-328
action on Schubert classes, 307-308, 322
compatible with localization, 311-316
independent of reduced word, 175, 309, 318
left- and right-handed, 321, 323
Leibniz formula, 175, 312, 314, 317
via Bott-Samelson variety, 351
via correspondence, 309-310
dual curve, 89
duality
between Schur determinants, 45
Grassmann, 48, 149-152, 214-216
of Schubert classes in $G / B$, 362-364, 366, 376
of Schubert polynomials, 204, 212-216, 237, 280
$\mathbb{E} G, 1$
$\varepsilon_{p}^{T}(X), 340$
effective
class, $379,380,383$
invariant cycle, 386-388
equivariant cohomology, ix
definition, 14
for free action, 35-36
for trivial action, 35
functoriality, 16, 30-32
homotopy invariance, 32-34
equivariant formality, ix, 80-83, 117
equivariant Hilbert polynomial, 343
equivariant line bundle, 29, 302, 316-318
and divided difference operator, 317
and Schubert divisor in $G / B, 374$
equivariant map, 31
equivariant multiplicity, 338-342
of Schubert variety, 364-367
properties, 340-341
equivariant vector bundle, 18-19
essential set, 204-205, 218, 228, 279
excision, 394
$F(W, Q), 311$
$F(W, \Lambda), 311$

Fl(d, V), 49
$F l^{\infty}, 226$
$\operatorname{Fr}(E), 11$
$\mathbf{F l}_{\omega}(V), 245$
$F l_{\omega}(V), 245$
$F l_{\omega}^{\infty}, 253$
fan, 121
normal to polytope, 122
simplicial, 132
fiber bundle, 2, 401-403, 441
in Borel construction, 2-5
in localization, 5
Poincaré duality, 40-41
finite cover, 38
finite group
cohomology of, 25
five conics, 85
fixed point
attractive, 102-104
isolated, 69, 102, 106
nondegenerate, 337
restriction to, $4,5,67$
singular, 106
flag bundle, 12, 47-50, 210
as tower of Grassmann bundles, 49, 245
complete, 49
constructed from frame bundle, 12
isotropic, 245-247
partial, 49
flag variety, 7, 161-190
as approximation space, 24
cell decomposition, 163
cohomology of, 51
fixed points, 163-165
generalized, 287
tangent weights, 164
tautological bundle, 49
forgetful homomorphism, 3
four lines, 78-80
frame bundle, 11
free action, 35
fundamental class, 18, 395, 397-401
equivariant, 18-20, 331
for limit of subvarieties, 409
in Borel-Moore homology, 331
properties of, 19
pullback, 399
pushforward, 406
fundamental weight, 283, 315

Г, 248, 421
$\Gamma^{(n)}, 248,421$
$\mathfrak{g}_{\beta}, 283$
$\mathbf{G r}(d, V), 47$
$G r^{\infty}, 224$
$G / B, 287-290$
cohomology of, 302-304
fixed points, 287
G/P, 290-296
fixed points, 291
general linear group
cohomology of, 21-22
Giambelli formula, 136, 158, 174, 193-195, 218, 242, 253
GKM theorem, 99
GKM variety, 114
graded-commutative ring, 393, 441
graph, 194, 201, 212, 242, 249, 269
graph Schubert variety, 236
Grassmann bundle, 12, 47-49
constructed from frame bundle, 12
tautological quotient bundle on, 13
tautological subbundle on, 13
Grassmann duality, 48
Grassmannian, 133-159
as approximation space, 22
cell decomposition, 133-134
cohomology of, 21, 53-57
fixed points, 71-72, 74
tangent bundle, 48
tangent weights, 72
tautological bundles, 48
group cohomology, 26
Gysin homomorphism, 405-406
equivariant, 37-40
for Borel-Moore homology, 330
in localization theorem, 71, 75-76, 83

Gysin sequence, 28, 101
$H_{G}^{*}(X), 1$
$H_{G}^{*}(X, Y), 37$
$\eta_{p} X, 338$
$h_{p}(x \mid y), 141$
Hilbert series, 129
Hom bundle, 207
homogeneous space, 6, 281-305, 378, 379
cohomology of, 35
homology, 393-396
Borel-Moore, 396-397
equivariant, xii, 329-333
Hurewicz isomorphism, 407
infinite flag variety, 221-239
cohomology of, 223, 227
infinite Grassmannian, 224-239
cohomology of, 225-226
infinite isotropic flag variety, 253
infinite Lagrangian Grassmannian, 253
integration formula, 5, 74-80, 83
computes divided difference operator, 312
computes structure constants, 373
divisibility condition, 77, 115
for Bott-Samelson varieties, 355
in enumerative geometry, 96-97
interpolation
characterizing double Schur polynomial, 141, 158
characterizing Schubert polynomials, 236-237
determining cohomology class, 139, 158
intersection multiplicity, 378, 399
invariant curve, 104-107
character of, 104, 114
criterion for finitely many, 106
in $G / P, 296-297,312$
in Bott-Samelson variety, 350
in flag variety, 166-167
in Schubert variety, 297, 364
inversion, 168, 284
irreducible factor, 109-111
isotropic flag, 243
isotropic flag variety, 245-247
as flag bundle over Lagrangian Grassmannian, 249
cohomology of, 246-247, 251-253
fixed points, 260
tangent weights, 260
tautological bundle, 246
isotropic subspace, 242-245

Jacobi-Trudi determinant, 44-45, 141, 142
Joseph polynomial, 343
Jouanolou's trick, 443
$\boldsymbol{k}_{w}, 161$
Kempf-Laksov formula, 136-138, 142, 144, 158, 195, 233
dual, 150
Kleiman-Bertini transversality, 6, 378-379, 390

Kronecker isomorphism, 396
Künneth theorem, 35, 394, 401
decomposition of the diagonal, 41-42, 59, 217
$L G(V), 245$
$L G^{\infty}, 253$
$\Lambda_{G}, 1$
$\Lambda_{\mathrm{rt}}, 377$
$\mathcal{L}_{\lambda}, 302$
$\ell(w), 168,256,284$
Lagrangian Grassmannian, 245, 248-251
cohomology of, 249-253
fixed points, 257-259
tangent weights, 259
Lagrangian subspace, 243
Lefschetz trace formula, 83
Leibniz formula, 175, 272, 312, 314, 317
length
of partial permutation, 198
of permutation, 168
of signed permutation, 256
of strict partition, 255
of Weyl group element, 284
Leray-Hirsch theorem, 401-403
for comparing approximation spaces, 15
for equivariantly formal spaces, 81
linear algebraic group, 281-286, 304
semisimple, 281
Littlewood-Richardson coefficient, 145, 152
Littlewood-Richardson rule, 152-157
equivariant, 153-157, 159
local class, 338
localization, 4-5, 67-84, 99-118
Chang-Skjelbred theorem, 109-110
divisibility condition, 107-109, 115, 117, 139
for Borel-Moore homology, 336-338
for Bott-Samelson variety, 352-356
for nonsingular varieties, 70-71, 73-74
for Schubert variety, 359-362
general theorem, 99-102, 109, 116
GKM theorem, 112, 116, 121
image theorem, 107-117
integration formula, 5, 74-80
long exact sequence, $37,331,394,397$
longest element, 168, 256, 284, 291
$M_{\mathrm{rt}}, 282$
$M_{\mathrm{wt}}, 283$
matching, 417
maximal coset representative, 181, 291
Mayer-Vietoris sequence, 36, 394
Milnor construction, 25, 28
minimal coset representative, 181, 184, 291
Molev-Sagan theorem, 148
moment graph, 77, 97, 114
convexity, 117
moment map, 117
Monk formula, 180, 190
multidegree, 343
multiplicative group cohomology of, 2, 17
$n_{\beta}^{\alpha}, 285$
Nägelsbach-Kostka formula, 44
nil-Coxeter algebra, 326
nil-Hecke algebra, 309, 325, 326
normal cone, 335
deformation to, 339, 413
specialization to, 336,414
$\Omega_{I}, 135$
$\Omega_{I}^{\circ}, 133$
$\Omega_{\lambda}, 134$
$\Omega_{\lambda}^{\circ}, 133$
$\widetilde{\Omega}_{\lambda}, 143$
$\widetilde{\Omega}_{\lambda}^{\circ}, 143$
$\Omega_{w}^{\infty}, 227$
$\Omega_{w}, 162$
$\Omega_{w}^{\circ}, 162$
$\Omega_{[w]}, 181$
one-line notation, 161, 256
opposite Borel subgroup, 282
opposite flag, 142, 244
orientation class, 395, 415
orthogonal group, 25, 27
orthogonal space, 243
$P P^{*}(\Sigma), 130$
$\Phi^{w}, 319$
$\varphi_{v}, 360$
$\psi_{v}, 314$
$p_{I}, 134$
$p_{\lambda}, 134$
$p_{w}, 163,287$
$p_{[w]}, 291$
$p_{\underline{v}}, 346$
$p_{v}^{w}, 319$
parabolic subgroup, 290-296
cohomology of, 34
maximal, 290, 295
minimal, 290, 295, 308
stabilizer of point in
Grassmannian, 56
partial flag variety, 181-183, 290-296
partition, 43
complementary, 58
conjugate, 44, 195, 215
dual, 143, 257
strict, 247, 248, 255-257, 421, 425
permutation, 161
Grassmannian, 188, 215, 295
matrix, 161, 198
partial, 197-200
signed, 256-257
vexillary, 236
Pfaffian, 248, 253, 417-418
formula for degeneracy locus, 269-270
Laplace expansion, 418, 419
multi-linearity, 418, 427
multi-Schur, 266-267
Schur's identity, 418
piecewise polynomial function, 130-131
in equivariant Chow cohomology, 132
Pieri rule, 64, 146-147
Plücker embedding, 48
Poincaré dual basis, 40, 41, 396
for $G / B, 290$
for $G / P, 294$
for Bott-Samelson variety, 352-355
for flag variety, 171-172
for Grassmannian, 58-60, 142-144
for isotropic flag variety, 263
from transverse subvarieties, 61
Poincaré duality, 40-42, 395
in Schubert basis, 142-144, 172, 263, 290, 294
toric varieties, 129
Poincaré isomorphism, 395
polytope, 122
f-numbers, 130
$h$-numbers, 130
simple, 122
positivity
in cohomology of Grassmannian, 153
in Schubert calculus, 6, 63, 179, 359, 377-390
in Schur expansion, 47, 64
of polynomial in Chern classes, 46
principal bundle, 11-14
associated to vector bundle, 12
locally trivial, 13, 305
universal, 14, 442
projection formula, $38,327,358$
projective bundle, 12
cohomology of, 4, 26
constructed from frame bundle, 12
projective line
as $T$-curve, 104
cohomology of, 39
localization, 107
projective space
as homogeneous space, 36
cohomology of, 36, 50-51
equivariant cohomology of, 26
fixed points, 67
localization, 67, 107-109
T-curves, 105
proper intersection, 378, 399
pullback, 31
$Q_{\lambda}(c), 248,419$
$Q_{\lambda}(q \mid y), 424$
Q-polynomial, 247-248, 418-430
and cohomology of Lagrangian
Grassmannian, 250
basis for $\Gamma, 421$
double, 266-268, 278, 423-430
interpolation property, 267, 425-428
Pfaffian formula, 419
raising operator formula, 420
represents Schubert class, 267-268, 429
tableau formula, 422-423
quaternionic Grassmannian, 299
Quillen-Suslin theorem, 127
$R^{+}, 282$
$R_{P}^{+}, 290$
$\boldsymbol{r}_{w}, 161$
raising operator, 420-421
rank condition, $7,162,196,204-205$, 211
rank function, 161, 196-200, 202, 206
reduced expression, 170, 284
reduced word, 284, 348, 349, 358
reductive group, 68, 281
reflection, 282
simple, 284
representation, 20
dual, 215
of $G L_{n}, 46$
of torus, 20
standard, 20
restriction, see localization
Richardson variety, 172-174, 190
root, 282
root lattice, 282-284, 315
root subgroup, 283
$S_{m}^{(n)}, 184$
$\varsigma_{w}(x ; y), 7$
$\operatorname{Symm}(x), 226$
$\sigma_{\lambda}, 144$
$\sigma_{w}, 172$
$\tilde{\sigma}_{\lambda}, 144$
$\widetilde{\sigma}_{w}, 172$
$s_{\beta}, 282$
$s_{\lambda}(x \mid y), 140$
$s_{\lambda}(x), 43$
$\mathrm{S}_{w}(c ; x ; y), 229$
$S_{w}^{C}(c ; x ; y), 272$
Schubert basis, 63
for $G / B, 289$
for $G / P, 293$
for flag variety, 163, 182
for Grassmannian, 135
for isotropic flag variety, 263
for projective space, 63
Schubert calculus, 6, 133-159
equivariant, 63, 145-149, 152-157
Schubert cell
in $G / B, 287$
in $G / P, 292$
in flag variety, 162-165
in Grassmannian, 133-135
in isotropic flag variety, 260-262
in partial flag variety, 181
opposite, 143, 171, 261
Schubert class, 6
interpolation property, 139, 265, 277
restriction to fixed point, 138-139, 165, 277, 314-316, 359-362
stable, 184-185, 223-224, 227-229, 263-265
Schubert divisor, 361, 374
restriction to fixed point, 179, 315
Schubert polynomial, 6-8, 174-179, 189, 271-278
back-stable, 236
basis for polynomial ring, 186-187, 231, 276
characterized by interpolation, 188, 236-237, 276-277
duality property, 204, 210
for infinite flag variety, 229, 280
for isotropic flag variety, 271-275
represents degeneracy locus, 8 , 202, 207, 232-235
represents Schubert class, 7, 176, 182, 185, 273
stability, 183-186, 231, 235, 271, 279
structure constants, 187, 217-218
universal property, 211-212
Schubert variety
as degeneracy locus, 194, 202
in $G / B, 287-288$
in $G / P, 293$
in flag bundle, 163
in flag variety, 162-165
in Grassmannian, 134-135
in infinite flag variety, 227-232
in isotropic flag variety, 260-262
in Lagrangian Grassmannian, 265
in partial flag variety, 181
is closure of Schubert cell, 169-170
is Cohen-Macaulay, 190
matrix, 218
nonsingular in codimension one, 367, 372
nonsingularity criterion, 364-368
opposite, 143, 171, 261
Schur Q-function, 247, 253, 270, 419-423
Schur determinant, 45, 194, 254
basis for cohomology of flag variety, 58
basis for cohomology of Grassmannian, 54
basis for polynomial ring, 56
multi-, 136, 150
Schur function, 43-47
as sum over tableaux, 44
basis for symmetric functions, 45, 56
double, 140-142, 158
represents Schubert class, 142
Schur module, 46
Segre class, 333-335
Segre variety, 195
self-intersection formula, $38,73,138$, 339
semisimple group, 281
adjoint, 284
simply connected, 284
shelling, 123
signed permutation, 255-257
Grassmannian, 257, 278
simple transposition, 170
simply connected group, 284
slice theorem, 68-69, 82, 106
smooth morphism, 399

Index
special group, 27, 305
special linear group, 22, 70
specialization homomorphism, 413-416
spherical variety, 97
split Grassmannian, 23
splitting principle, 23, 404
stack, 8
standard flag, 162, 244
Stanley-Reisner ring, 125-130, 132
Steiner's problem, 85, 97
Stiefel manifold, 11
structure constant, 6
for $G / P, 371-390$
for flag variety, 179-182
for Grassmannian, 145-149
for projective space, 63, 64
inductive characterization,
148-149, 158, 180, 374-377
submersion, 399
subword, 170
Sumihiro's theorem, 100, 117
support
of cohomology class, 206
Sylvester identity, 77, 83
symmetric function
complete homogeneous, 44, 141
elementary, 44
ring of, 45, 226
Stanley, 237, 280
super-, 225-226, 232
symmetric group, 285
symmetric map, 241, 249
symplectic form, 242
symplectic group, 244
cohomology of, 24, 299-300
$\tau_{w}, 320$
$T$-curve, 104
tangent cone, 337
to Schubert variety, 369
tangent weight
relatively prime, 112
to $G / B, 289$
to $G / P, 291$
to Bott-Samelson variety, 347
to flag variety, 164
to Grassmannian, 138
to invariant curve, 312
to isotropic flag variety, 260
to Lagrangian Grassmannian, 259
to Schubert variety, 138, 165, 262, 289, 293
Thom class, 402
Thom isomorphism, 402
toric variety, 121-132, 350
cohomology of, 123-125
invariant divisors, 124
torus, 29-30
cohomology of, 2
maximal, 281
transversality
for flag bundles, 380-383
Kleiman-Bertini, 6, 378-383
of opposite Schubert varieties, 144, 262
Poincaré dual bases, 61
trivial action, 35
tubular neighborhood, 69
$U_{P}, 291$
$U_{\beta}, 283$
$U_{\sigma}, 121$
$U^{-}(w), 165$
U(w), 286
unipotent group, 34, 281
unipotent radical, 34, 282, 291
universal coefficient theorem, 394
universal principal bundle, 14
$V(\tau), 122$
$V_{\lambda}, 46$

```
Veronese surface, }8
    in space of conics, 89
    tangent weights,91
WP,291
w,}28
\widehat{w},197
w(\alpha),348
w max},181,29
w min},181,29
wo,168
wo
weight diagram, }9
weight lattice, 282-284
Weyl group, 284-286, 291
    action on cohomology of G/B,
        313,318-320
    dot and star actions, 327
    invariants, 300-304
    left- and right-handed actions,
        320,323,327
    right action on G/B, 298-299,
        318-320,356
Whitney formula, 19,403
    for relations in cohomology, 50,
        52, 250,251
X(\Sigma),121
X(\underline{\alpha}),346
X(w)}\mp@subsup{)}{}{\circ},28
X[w]}\mp@subsup{]}{}{\circ},29
x(I),347
x(w),289
Y(w) o, 287
Y[w] ', 292
y(I),352
y(w),289
Yamanouchi word, 153
Young diagram,43
        shifted, 255, 265,422
```

