RECENT DEVELOPMENTS IN THE THEORY OF HAMILTONIAN SYSTEMS*
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Abstract. Area-preserving mappings of an annulus occur as Poincaré mappings of Hamiltonian systems; they were studied extensively by G. D. Birkhoff. Recently Aubry and Mather investigated the subclass of so-called monotone twist mappings for which they constructed independently closed invariant Cantor sets. Their work led to important new results. Their theory is discussed and related to Hamiltonian systems satisfying a Legendre condition. The connection of this theory with the stability problem, KAM theory, and in particular, the disintegration of invariant tori is discussed. Various constructions of Mather sets are explained, in which minimal solutions of variational problems play a central role. This theory has a close relation to the differential geometric investigations by Morse and Hedlund on geodesics on two-dimensional surfaces.
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1. Introduction. In the last twenty years one of the most fascinating developments in the theory of Hamiltonian systems is connected with the discovery of the new integrable systems, like the Toda lattice, the Korteweg–de Vries equations and various other systems of infinite degrees of freedom. This subject grew very rapidly. Although it originated from applied problems, it has in the meantime spread to a variety of other more abstract fields such as Lie algebras and algebraic geometry. The topic of integrable systems has already been described by many authors and will not be discussed here. Moreover, integrable systems are highly exceptional among all Hamiltonian systems and therefore are less relevant for applications, where perturbations of integrable systems are more frequently encountered.

In this lecture, however, I should like to draw attention to a different interesting new development in this field which is connected with the phenomenon of “breakdown of stability.” I am referring to the works by S. Aubry and J. Mather which were begun independently and with different motivations but led to similar results by different methods. While Aubry investigated certain models of solid state physics related to dislocations in one-dimensional crystals Mather studied area-preserving annulus mappings, as they occur as section mappings for Hamiltonian systems of two degrees of freedom. Such annulus mappings play a role in the stability theory. They occurred already in Poincaré’s work on the restricted three body problem.

Before delving into the subject let me try to sketch the larger picture of the stability problem for Hamiltonian systems. Speaking quite intuitively, we are familiar with systems with very unstable, even ergodic, behavior, as it is demanded by statistical mechanics. Orbits may come arbitrarily close to any state on a given energy surface for these unstable systems (e.g. Anosov systems). In fact, it has been the common belief that these unstable systems constitute the “general case.” On the other hand, there are other systems exhibiting clearly stable behavior, as, for example, the planetary motion of the solar system. The problem is to decide which systems have stable and which unstable behavior.

At this stage of the knowledge one can establish stability of a Hamiltonian system only if a system is sufficiently close to so-called integrable systems—these are systems
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for which so many integrals are known that stability is evident. Moreover small perturbations of such systems do not affect the stability behavior too much. This is the meaning of the KAM theory, which by now is over 20 years old. But as the system recedes further from the exceptional integrable system stability will deteriorate and ultimately get lost. This is the expected phenomenon which one would like to understand. For example, the planetary system has the special feature that the masses of the planets are small compared to that of the sun, so that the forces between the planets are much smaller than those between the planets to the sun. If one neglects the former, one has the Kepler approximation, in which all planets move on ellipses. This is the integrable approximation which is evidently stable, and this system will retain its stability for small masses of the planets. If we enlarge the masses of the planets sufficiently, we would expect the system to become unstable.

More generally one studies small perturbations $H = H_0 + \epsilon P$ of an integrable Hamiltonian $H_0$. For such an integrable system of $n$ degrees of freedom one has $n$ independent integrals in involution whose level sets are $n$-dimensional tori. In this case stability is obvious. After small perturbation of such a system, i.e., for small $\epsilon$, the system corresponding to the Hamiltonian $H = H_0 + \epsilon P$ still possesses a large set of invariant tori. This is the content of the so-called KAM theory. In other words, for most initial points in phase space the orbits lie on such tori and exhibit stable behavior. For $n \geq 3$ the exceptional orbits not lying on such tori may leak out and escape slowly. For $n = 2$ such slow escape is not possible since the exceptional orbits on a three-dimensional energy surface are trapped between the two-dimensional tori. Nevertheless, the set of these tori generally forms a rather complicated Cantor set, even for simple and smooth Hamiltonians.

We will restrict attention to the case of two degrees of freedom since the theory to be discussed is applicable only if $n = 2$. Although for small $\epsilon$ we have stable behavior one knows from numerical experiments and from experience that the system will, in general, become unstable as the perturbation gets large. This phenomenon leads to many difficult and important questions. How does this breakdown occur? How do the invariant curves disintegrate? Can one give realistic quantitative estimates for the size of the perturbation still giving rise to stability?

To understand this phenomenon of "breakdown of stability," one turns to simpler models. In fact, the simplest systems are area-preserving mappings which have been studied thoroughly over the years. After Poincaré it was mainly G. D. Birkhoff who, around 1920 [3], studied periodic orbits of these mappings and also so-called discontinuous invariant sets. In recent years there has been a renewed interest in iteration of mappings, partly because these problems lend themselves to numerical experiments. Many studies deal with iteration of conformal mappings, such as iteration of rational functions on the complex sphere. In this theory one has many tools available from complex analysis lacking in the theory of area-preserving mappings. But the latter have more importance for a variety of applications, and they will be the subject of this paper.

We begin with a simple nonlinear area-preserving map $\varphi_0$ of the $u$-$v$-plane taking $(u, v)$ into $(u_1, v_1)$ where

$$u_1 = u \cos \psi - v \sin \psi, \quad v_1 = u \sin \psi + v \cos \psi$$

where $\psi = \psi(u^2 + v^2)$, e.g., $\psi = \alpha + \beta(u^2 + v^2)$. This mapping with the fixed point $(u, v) = (0, 0)$ preserves concentric circles and rotates them by an angle which depends on the radius. This "twist mapping" corresponds to the integrable case. It occurs in the
stability theory of elliptic periodic orbits of Hamiltonian systems. More precisely, one is led to consider area-preserving mappings \( \varphi \), close to \( \varphi_0 \), and one asks for the stability of its fixed point, which can be taken at the origin again. It turns out that under the twist condition \( \psi(0) \neq 0 \) or \( \beta \neq 0 \) one can establish the existence of a sequence of invariant curves surrounding the fixed point and converging to it, which implies its stability [34].

In this situation our questions amount to finding an estimate for the region of stability and to a description of how invariant curves can disintegrate when the parameter \( \varepsilon \) increases beyond a critical value.

In the following I shall try to give a rough description of the results of Aubry and Mather which throw some light on the above questions, even though they do not solve them. It is not the purpose of this lecture to give a complete exposition or even proofs; such expository accounts are going to appear soon (see [2], [20]). Instead we will try to show the results in their different guises, their connection with mechanics, calculus of variations and differential geometry. In particular, we wish to emphasize some of the underlying principles of this theory which allow to single out a subset of solutions by a variational principle (and not by initial conditions). The set of these solutions constitutes a closed invariant set, including the set of invariant curves as well as the so-called "Mather sets." In §§2 and 3 we will introduce the monotone twist mappings and describe the invariant Mather sets and in §4 interpret them as "generalized" invariant curves. In §§5–6 we show their relations to variational problems on a two-dimensional torus and to mechanics. It turns out that the monotone twist property is related to the Legendre condition of calculus of variations, and the invariant curves to extremal fields on the torus. In §7 we show how such extremal fields, or Mather sets, can be obtained from minimal solutions, following and generalizing the ideas of Aubry and Le Daeron [1]. Actually the proof of the results of this section have not yet appeared in the form given, but they are contained in [29] where a much more general problem concerning elliptic partial differential equation is treated. Finally, in §8 we recall some earlier results of G. Hedlund [16] who studied geodesics of class A on a two-dimensional torus. His work was based on a paper by M. Morse [27] on such geodesics on two-dimensional manifolds of genus \( g \geq 2 \).

2. Monotone twist mappings and stability.

2.1. Area-preserving annulus mapping. We begin with an area-preserving mapping \( \varphi \) of an annulus

\[
A' : a' \leq u^2 + v^2 \leq a''
\]
on to itself. Analytically it is given by the formulae \( \varphi : (u, v) \rightarrow (u_1, v_1) = (F(u, v), G(u, v)) \) with Jacobian equal to 1:

\[
\frac{\partial (F, G)}{\partial (u, v)} = 1.
\]

We will always assume that \( F, G \) are smooth functions although this is not necessary for most of the following. Moreover, \( \varphi \) should be invertible and preserve the boundaries. We will allow the case \( a' = 0 \) as well as \( a'' = \infty \).

We mentioned already that such mappings occur in celestial mechanics as Poincaré maps (Fig. 1). However, they also are familiar to physicists studying orbits in accelerator theory. They are also basics for Aubry's work on simplified models describing one-dimensional crystals. In fact, it is amazing how frequently such mappings occur, and that very simple mappings can give rise to complicated behavior of points under iteration of \( \varphi \).
Using “polar coordinates” $x$, $y$, defined by
\[ u = \sqrt{y} \cos 2\pi x, \quad v = \sqrt{y} \sin 2\pi x, \]
the annulus $A'$ is taken into the strip
\[ A : a' \leq y \leq a'' \]
where $x$ is an angular variable mod 1. Since
\[ du \wedge dv = -\pi dx \wedge dy \]
the transformed mapping, denoted by $\varphi$ again, is again area-preserving. We write it in the form
\[ x_1 = f(x,y), \quad y_1 = g(x,y) \]
where
\[ f(x+1,y) = f(x,y) + 1, \quad g(x+1,y) = g(x,y), \]
\[ g(x,y) - y = 0 \quad \text{for} \quad y = a', a''. \]
In this formulation we will also allow $a' = -\infty$ or $a'' = +\infty$ or both.

For such a mapping $\varphi$ we can define the iterates $\varphi^j$ for $j=1,2,\cdots$, and since $\varphi$ is invertible with inverse $\varphi^{-1}$, also for $j=-1,-2,\cdots$, $\varphi^0$ is defined as the identity. A sequence of points $P_j = \varphi^j(P)$ for $P \in A$ is called an orbit, where $j$ plays the role of the discrete time.

2.2. Stability. We will call $\varphi$ stable in $A$ if the two boundaries of $A$ have neighborhoods such that no orbit starting in one neighborhood reaches the other (Fig. 2). In the other case, when $\varphi$ is not stable in $A$, one sometimes calls the annulus $A$, following G. D. Birkhoff, a “ring of instability.” This concept is inspired by the stability of a fixed point, which would constitute one boundary of the annulus $0 = a' \leq y \leq a''$. Of course, if there exists an invariant closed curve
\[ \Gamma : y = w(x) = w(x+1) \]
encircling the inner boundary such that \( \varphi \) maps \( \Gamma \) into itself, then \( \varphi \) is obviously stable. The converse of this statement holds for a special class of mappings which we discuss now.

2.3. Monotone twist mappings. An area preserving mapping (2.1) is called a monotone twist mapping if

\[
\frac{\partial f}{\partial y} \neq 0
\]

in \( A \). We may assume that

(2.5) \[
\frac{\partial f}{\partial y} > 0
\]

since in the other case we consider \( \varphi^{-1} \). Geometrically this means that a radial vector is turned to the right under the mapping (Fig. 3).

It is this class of mappings to which the theory to be discussed applies. For example the twist mapping of the introduction takes the form

\[
(x, y) \rightarrow \left( x + \frac{1}{2\pi} \psi'(y), y \right)
\]

and the condition (2.5) amounts to \( \psi'(y) > 0 \). The mapping twists the annulus the more to the right the bigger the radius.

For monotone twist mappings one has the following interesting theorem.

Theorem (G. D. Birkhoff [3]). \(^1\) If \( \varphi \) is a monotone twist mapping which is stable in \( A \) then there exists a closed invariant curve of the form (2.4) separating the boundary components. Moreover, the function \( w(x) \) is Lipschitz continuous.

This shows the close relation between stability and invariant curves. We mention a recent sharper result by J. Mather [20]: He showed that in a ring of instability \( A \) there exists an orbit \( \varphi^j(P) \) which for \( j \to +\infty \) approaches one boundary component and for \( j \to -\infty \) the other.

\(^{1}\)See also reference [35].
2.4. Rotation number. At this point we recall some well-known results by Denjoy [8] about homeomorphisms of a circle into itself. If $\Gamma$ is a closed curve invariant under $\varphi$, then the restricted map $\varphi|_{\Gamma}$ is an invertible circle mapping. With such a mapping one can associate a rotation number

$$\lim_{j \to \infty} \frac{x_j}{j} = \alpha = \alpha(\Gamma)$$

where $\varphi^j(x,y) = (x_j, y_j)$. This limit is independent of the initial point $(x, y)$ on $\Gamma$ and represents an average rotation angle. In particular, the boundary circles $y = a', a''$ are such invariant curves and we will denote their rotation number by $\alpha', \alpha''$, respectively. For any invariant curve $\Gamma$ in $A$ one has

$$\alpha' \leq \alpha(\Gamma) \leq \alpha''.$$  

In the next section we will consider the question whether for any $\alpha \in (\alpha', \alpha'')$ one can find an invariant curve $\Gamma$ for which $\alpha(\Gamma) = \alpha$.

Denjoy proved the remarkable fact that if $\varphi|_{\Gamma}$ is twice continuously differentiable and $\alpha$ irrational then every orbit is dense on $\Gamma$. On the other hand he constructed once continuously differentiable circle maps with irrational $\alpha$ for which none of its orbits are dense on $\Gamma$ but whose limit set $L$ is a Cantor set which is independent of the choice of the orbit. One sometimes speaks of a “Denjoy minimal set” in this case. This fact will be of great importance for the following; it may be surprising that such subtleties are significant. Since we assume $\varphi$ to be smooth, we will have dense orbits in $\Gamma$ if $\Gamma$ is in $C^2$ and the limit set $L$ can be different from $\Gamma$ only if $\Gamma$ loses smoothness! This fact is important for understanding how an invariant curve can disintegrate.

2.5. Generating functions. A monotone twist mapping can be represented in terms of a Legendre generating function. Since $f_x > 0$ one can in (2.2) express $y$ and $y_1$ as functions of $x$ and $x_1$. On account of the area-preserving character there exists a function $h = h(x_0, x_1)$ such that

$$(2.6) \quad y_0 = -\frac{\partial h}{\partial x_0}, \quad y_1 = \frac{\partial h}{\partial x_1}$$
where we replaced \( x, y \) by \( x_0, y_0 \). Here \( h(x_0 + s, x_1 + s) \) has period 1 in \( s \) and the twist condition (2.5) translates into

\[
\frac{\partial^2 h}{\partial x_0 \partial x_1} < 0.
\]

The domain of definition of \( h \) has the more complicated form

\[
f(x_0, a') \leq x_1 \leq f(x_0, a''),
\]

which by the periodicity of \( f(x, y) - x \) corresponds to an annulus again.

### 2.6. Examples

We look at some examples which have been studied numerically. For any two functions \( f, g \) where \( f(y) - y, g(x) \) have period 1, the mapping

\[
(2.7) \quad x_1 = x + f(y_1), \quad y_1 = y + g(x),
\]

is area-perserving. These mappings can be viewed on the torus since, also, \( y \) can be identified mod 1. They are monotone twist mappings if \( f'(y) > 0 \). The so-called standard mapping (Chirikov, Greene) is given by

\[
(2.8) \quad f(y) = y, \quad g(x) = \frac{\lambda}{2\pi} \sin 2\pi x.
\]

An example studied by F. Rannou [33] numerically is given by

\[
(2.9) \quad f(y) = y + \frac{1}{2\pi} (1 - \cos 2\pi y), \quad g(x) = \frac{\lambda}{2\pi} (1 + \sin 2\pi x - \cos 2\pi x).
\]

The twist condition holds only in the weak sense \( f' \geq 0 \) here.

These mappings are obtained by composing the "shear" mappings

\[
\psi_1 : (x, y) \rightarrow (x + f(y), y), \quad \psi_2 : (x, y) \rightarrow (x, y + g(x)).
\]

Actually Rannou's example is given by \( \psi_2 \circ \psi_1 \) while (2.7) is of the form \( \psi_1 \circ \psi_2 \), but both mappings are equivalent.

These mappings (2.8), (2.9) have for \( \lambda = 0 \) all circles \( y = \text{const} \) invariant. Also for small values of \( |\lambda| \) these mappings possess many invariant curves (2.4). However, if \( \lambda \) is sufficiently large, no such curve exists. For example (2.8) Mather showed that this certainly holds for \( \lambda > \frac{\alpha}{\beta} \); hence for \( \lambda > \frac{\alpha}{\beta} \) there are orbits for which the \( y \) are unbounded. These estimates were improved by Percival and MacKay. Thus for small \( \lambda > 0 \) one has boundedness of the \( y \) for all orbits and for \( \lambda > \lambda^* \) the \( y \) are unbounded for some orbits. This illustrates the breakdown of stability. Of course, the precise ranges of the \( \lambda \) in the two cases are not known.

Greene investigated invariant curves for a rotation number \( \alpha = \frac{1}{2}(\sqrt{5} + 1) \), which is very badly approximable by rationals. Therefore the corresponding curves are expected to survive for larger values of \( \lambda \) than those with other rotation numbers. He gave numerical evidence for such curves to exist for

\[
0 \leq \lambda < \lambda^* = 0.971635 \cdots
\]

but finds breakup for \( \lambda > \lambda^* \) [13] (Fig. 4).

The pictures of Rannou's calculation for (2.9) are particularly striking. They illustrate the breakdown of stability in a most dramatic way (Figs. 5–7).
Finally we mention that the billiard problem gives rise to a monotone twist map (Fig. 8). One considers the motion of a masspoint in a plane region bounded by a smooth closed curve of positive curvature. The point moves at unit velocity along a straight line and gets reflected at the boundary so that the angle of incidence equals the angle of reflection. This problem gives rise to a monotone twist mapping by going from one collision with the boundary to the next. We normalize the length of the boundary curve to 1. To describe a point \( P \) on the boundary we measure the arc length from a fixed point \( P_0 \) on the boundary to \( P \) and call it \( x \). If we denote the angle of incidence of a shot through \( P \) with the oriented boundary tangent by \( \theta \), \( 0 \leq \theta \leq \pi \) and set \( y = -\cos \theta \), then the mapping \( (x,y) \rightarrow (x_1,y_1) \) is a monotone twist mapping of the annulus \( -1 \leq y \leq +1 \) into itself. The generating function \( h \) is the negative of the Euclidean distance between \( P_0 \) and \( P_1 \).

Also for this example the question of stability can be asked. If the boundary is close to a circle or an ellipse one has stability, but J. Mather [22] showed that for a boundary curve with one flat point, where the curvature vanishes, one has instability. That means, in this case there exists a billiard shot which for \( t \rightarrow +\infty \) skims along the boundary in one direction and for \( t \rightarrow -\infty \) in the opposite direction. This corresponds to an orbit for which \( y_j \rightarrow +1 \) for \( j \rightarrow +\infty \) and \( y_j \rightarrow -1 \) for \( j \rightarrow -\infty \).

3. Mather sets.

3.1. Parametrized invariant curves. We turn to the question raised in the last section: If \( \alpha \) is a given number in \( \alpha' < \alpha < \alpha'' \) does there exist an invariant curve of rotation number \( \alpha \)? The answer to this question is negative, in general. For rational values of \( \alpha \) one finds, by a fixed point theorem of Birkhoff, periodic orbits of this rotation number, but generally they are isolated and a curve with this rotation number
does not exist. However, if the concept of the invariant curve is appropriately generalized the answer to our question is positive. This leads to the concept of Mather sets which are closed invariant sets whose orbits have a rotation number. The precise definition will be given below.

We begin with a different description of an invariant curve $\Gamma$. Instead of writing $\Gamma$ in the form $y = w(x)$ we ask for a parametric representation

$$
(3.1) \quad x = u(\theta), \quad y = v(\theta)
$$

where $u(\theta)$ is monotone increasing and $u(\theta) - \theta$, $v(\theta)$ are continuous functions of period 1. We require that the parameter is introduced in such a way that the mapping $\varphi|_\Gamma$ corresponds to a rotation $\theta \to \theta_1 = \theta + \alpha$, i.e.

$$
(3.2) \quad x_1 = u(\theta + \alpha), \quad y_1 = v(\theta + \alpha).
$$

In order to determine such $u$, $v$ we have to solve the difference equation

$$
(3.3) \quad u(\theta + \alpha) = f(u, v), \quad v(\theta + \alpha) = g(u, v),
$$
with the above qualifications for \( u, v \). Observe that it suffices to determine the function \( u \); indeed if \( u \) is known we can determine \( v \) from the first equation of (3.3), since \( f_\gamma > 0 \). Therefore it is useful to eliminate \( v \) from the equations (3.3). This can be done most effectively by using equations (2.6) with which (3.3) takes the form

\[
\begin{align*}
v(\theta) &= -\frac{\partial h}{\partial x_0}(u(\theta), u(\theta + \alpha)), \\
v(\theta + \alpha) &= +\frac{\partial h}{\partial x_1}(u(\theta), u(\theta + \alpha));
\end{align*}
\]

hence

\[
\frac{\partial h}{\partial x_0}(u(\theta), u(\theta + \alpha)) + \frac{\partial h}{\partial x_1}(u(\theta - \alpha), u(\theta)) = 0
\]

is the desired nonlinear difference equation for \( u \). We require again that \( u(\theta) - \theta \) has period 1 and is monotone increasing but will now drop the requirement for \( u \) to be continuous. If \( u \) is a continuous solution, then \( v \) will, by (3.4), also be continuous and
(3.1) represents an invariant curve. If, however, \( u \) is merely monotone, hence has at most countably many discontinuities, then also \( v \) will have discontinuities and (3.1) does not represent a curve anymore.

3.2. Mather sets. Now we define Mather sets of rotation number \( \alpha \) as the closed invariant sets given by (3.1) where \( u \) is a monotone function of \( \theta \), \( u - \theta \), \( v \) have period 1 and equations (3.3) hold (but \( u, v \) need not be continuous).

**Theorem 3.1** (J. Mather [21], Aubry and Le Daeron [1]). If \( \varphi \) is a monotone twist mapping and \( \alpha \) a given number in \( (\alpha', \alpha'') \) then there exists an invariant Mather set \( \Gamma_\alpha \) with rotation number \( \alpha \). Moreover, \( \Gamma_\alpha \) is a subset of a closed curve

\[
y = w(x)
\]

where \( w(x) \) has period 1 and is Lipschitz continuous, i.e. \( v(\theta) = w(u(\theta)) \).

For rational \( \alpha = p/q \) this theorem provides periodic orbits \( x_j, y_j \) satisfying

\[
x_{j+q} = x_j + p, \quad y_{j+q} = y_1 \quad \text{for } j \in \mathbb{Z}.
\]
If these are isolated, the functions \( u, v \) are piecewise constant taking on just the discrete values \((u, v) = (x_j, y_j)\) of the periodic orbits. But it is worth mentioning that the periodic orbits on \( \Gamma_a \) have a special property: Since \( u \) is monotone increasing the mapping

\[
ja - k \to u(ja - k) = x_j - k
\]

is monotone for all integers \( j, k \). It is easy to see that in general there may be, for example, elliptic periodic orbits lacking this monotonicity property.

More interesting is the case of irrational \( \alpha \). Also in this case one has the monotonicity property (3.7) and since the set \( \{ja - k; j, k \in \mathbb{Z}\} \) is dense one can define \( u = u(\theta) \) from the knowledge of one orbit \( \{x_j\} \). The set \( \Gamma_a \) is the limit set of any orbit on it.

We have to distinguish two cases: A) \( u, v \) are continuous functions, i.e., \( \Gamma_a \) defines an invariant curve which, in fact, is Lipschitz continuous. Moreover every orbit on \( \Gamma_a \) is dense on \( \Gamma_a \). B) \( u, v \) have countably many discontinuities. In this case, \( \Gamma_a \) can be viewed as a Cantor set on the curve (3.6) and the gaps of this Cantor set correspond to the discontinuities of \( u, v \). Of course, the curve (3.6) has no invariant meaning but it can be obtained from \( \Gamma_a \) by first defining \( w(x) \) on the projection of \( \Gamma_a \) on the \( x \)-axis and extrapolating it linearly in the gaps. By the theorem this gives a Lipschitz continuous function.

This case distinction corresponds to that in Denjoy’s theory: In case A) every orbit on the invariant curve is dense while case B) corresponds to a Denjoy minimal set. Of course, one has to keep in mind that \( \varphi \) does not leave the curve (3.6) invariant, but by projecting the mapping \( \varphi \) on the \( x \)-axis such a homeomorphism of the circle can be obtained and the above comparison becomes relevant.

Of course, Cantor sets are complicated objects which frequently come up as limit sets of orbits. But one has to keep in mind that the limit sets \( \Gamma_a \) have several simple properties, special to Mather sets: They are subsets of one-dimensional closed Lipschitz continuous curves (3.6), hence their orbits cannot wander all over. Secondly, the “ordering” of an orbit \( \{x_j\} \) on \( \Gamma_a \) is by (3.7) the same as for the rotation of a circle by the angle \( \alpha \). These are the significant properties of Mather sets.
We have to add that Mather proved his theorem in greater generality than we indicated. He does not require any smoothness of \( \varphi \) but assumes that \( \varphi \) is an area-preserving homeomorphism for which \( f(x,y) \) is strictly monotone in \( y \).

### 3.3. Variational problem.

Mather based his proof on the variational problem

\[
\int_0^1 h(u(\theta), u(\theta + \alpha)) \, d\theta,
\]

which had been used before by Percival [31], [32] for numerical purposes. Similar variational problems for invariant tori had been mentioned even earlier (see [19]) as I learned from Percival. But in these references the variational problems were used formally while Mather based his existence proof on (3.8).

Mather minimizes the above functional in the class of weakly monotone functions \( u = u(\theta) \) for which \( u(\theta) - \theta \) had period 1 and for which \( f(u(\theta), a') \leq u(\theta + \alpha) \leq f(u(\theta), a'') \) holds. Moreover, he imposes the normalization that \( u(\theta) \) is continuous from the left and \( u(\theta) \leq 0 \) for \( \theta \leq 0 \), \( u(\theta) \geq 0 \) for \( \theta \geq 0 \). The latter normalization is compatible with the problem since with \( u(\theta) \) also \( u(\theta + c) \) is a solution. Incidentally, in Mather's paper the functional is maximized, which is due to the fact that we replaced \( h \) by \(-h\).

It is quite easy to show that the function (3.8) has a minimum in this class. But the difficulty is to verify that such a minimal satisfies the corresponding Euler equation which corresponds precisely to the difference equation (3.5) to be solved. The problem is that the set of admissible functions has boundary points, e.g. functions which are constant on an interval, or have discontinuities. Therefore one would expect just an inequality instead of the equation (3.5), but Mather shows by use of appropriate variations that (3.5) is actually satisfied for a minimal of (3.8).

We suggest an alternate approach which avoids the above problems and uses the familiar technique of regularization. We replace the functional (3.8) by the regularized functional

\[
\int_0^1 \varepsilon \left( \frac{\partial u}{\partial \theta} \right)^2 + h(u(\theta), u(\theta + \alpha)) \, d\theta
\]

for \( \varepsilon > 0 \). We minimize this functional over all functions \( u(\theta) = \theta + \hat{u}(\theta) \) where \( \hat{u} \in H^1_{\text{per}}[0,1] \) belongs to the Sobolev space of periodic functions for which \( \hat{u}'/d\theta \in L^2[0,1] \).

It is standard to show that for \( \varepsilon > 0 \) a minimal \( u = u(\varepsilon, \theta) \) exists, is smooth and satisfies the Euler equation

\[
-\varepsilon \left( \frac{d}{d\theta} \right)^2 u + \frac{\partial h}{\partial x_0}(u, u^+) + \frac{\partial h}{\partial x_1}(u^-, u) = 0, \quad u^\pm = u(\theta \pm \alpha)
\]

which is a difference-differential equation. The crucial point is that on account of the maximum principle for the linearized Euler equation one proves

\[
\frac{d u(t)}{d\theta} > 0 \quad \text{for all } \theta \quad \text{if } \varepsilon > 0;
\]

that is, the monotonicity is forced by our regularization.

Now using Helly's theorem it is easy to find a sequence \( \varepsilon = \varepsilon_n \to 0 \) for which \( u(\varepsilon) \) converges almost everywhere to the desired solution of (3.5).
By this procedure one obtains the discontinuous solution $u$ as the limit of the smooth solutions $u_\epsilon$ of (3.9). This is reminiscent of the smoothing of shock-solutions in fluid mechanics by adding dissipation. The variational problem (3.8) thus appears as a degenerate problem. The complicated feature of this functional can be gleaned from the fact that near such a minimal representing a Cantor set $\Gamma$, there exist uncountably many local minima of (3.8). This was shown recently by J. Mather [23]. In the proof of this result the so-called "Peierls energy barrier," inspired by the physical model, plays a central role.

4. Relation to KAM theory. These results are, of course, closely related to the existence theory of invariant curves obtained via KAM theory. In that theory one considers a family of area-preserving maps $q_\epsilon$ close to a simple mapping

$$q_\epsilon : (x, y) \to (x + \psi(y), y), \quad \psi'(y) \neq 0,$$

preserving the circles $y = \text{const}$. This is the integrable mapping discussed in the introduction. The theory guarantees the existence of smooth closed curves invariant under $q_\epsilon$ with rotation number $\alpha$ provided

$$|q\alpha - p| \geq \gamma |q|^{-\nu} \quad \text{for all integer pairs } (q, p) \neq (0, 0),$$

(4.1)

$$|\epsilon| \leq \epsilon_0(\alpha).$$

(4.2)

In contrast to Theorem 3.1 this theory assures us that the curves are smooth and certainly not Cantor sets. But the prices are: very restrictive number theoretical conditions and a severe smallness condition. One may say that Mather's theory provides, without such restrictions, a generalized or weak solution of the difference equation while the KAM theory yields classical solutions under the above restrictions. Thus it appears that KAM theory provides the regularity of the weak solutions whose existence in ensured quite generally.

On the other hand one has to observe that KAM theory is applicable for systems of more than two degrees of freedom for which the theory of Aubry and Mather breaks down.

For two-dimensional mappings the invariant curves enclose invariant sets and therefore are useful for stability theory—which was the original motivation for their discovery. For the Mather sets this cannot be said, and orbits can leak out through the gaps of the Cantor sets. But since we are interested in the breakdown of stability and the disintegration of invariant curves this theory provides the appropriate framework.

We describe the picture provided by this theory. Fixing a rotation number $\alpha$ satisfying (4.1) we ask for the corresponding invariant sets $\Gamma_\alpha(\epsilon)$. For sufficiently small $\epsilon$ these are invariant curves provided by the KAM theory, but for larger values of $\epsilon$ they may become Cantor sets. Let $\epsilon^*$ be the largest value for which $\Gamma_\alpha(\epsilon)$ are curves for all $\epsilon$ in $0 < \epsilon \leq \epsilon^*$. Then we have in $\Gamma_\alpha(\epsilon^*)$ an invariant curve which under arbitrarily small increase of $\epsilon$ disintegrates to a Cantor set. From this we conclude that $\Gamma_\alpha(\epsilon^*)$ cannot be very smooth, since otherwise one could prove with the help of KAM theory that $\Gamma_\alpha(\epsilon)$ would remain a curve for sufficiently small $|\epsilon - \epsilon^*|$. Thus $\Gamma_\alpha(\epsilon)$ breaks up through loss of smoothness.

One has to keep in mind that the smallness condition (4.2) depends on the choice of $\alpha$ satisfying (4.1) and $\epsilon_0$ will become zero for several $\alpha$ violating (4.1). These $\alpha$ form an exceptional set of small measure if $\gamma$ is small and $\nu > 2$. This means that for such exceptional values of $\alpha$ the invariant circle may disintegrate for any $\epsilon > 0$. 
We summarize: For a family of monotone twist maps \( \varphi_\epsilon \) as above one obtains for sufficiently small \( \epsilon \), say \( 0 \leq \epsilon \leq \epsilon_0 \), a set of invariant curves forming, in general, a Cantor set, i.e., if we intersect this set of invariant curves with the \( y \)-axis we obtain a Cantor set. We refer to this as a Cantor set “in the radial direction,” since \( y \) corresponds to the radial variable. Following such an invariant curve \( \Gamma_\epsilon(\epsilon) \) to a larger value of \( \epsilon \) it will, in general, disintegrate to a Cantor set on a Lipschitz curve, i.e., loosely speaking it forms a Cantor set in the horizontal direction (Fig. 9). This can go so far that ultimately no invariant curve of the form (3.6) is left and all Mather sets are Cantor sets. (Of course, other invariant curves surrounding elliptic fixed points may still exist.) In this case we have lost stability and the annulus represents a ring of instability.

![Fig. 9. Invariant curves and Mather sets.](image)

This latter possibility can certainly occur as we have discussed at the end of §2. Other examples can be found in [30] and another will be discussed in §8. The underlying principle, which allows one to prove the absence of invariant curves, is related to Aubry’s construction. He characterizes the orbits \( \{ x_j, y_j \} \) lying on a Mather set by another variational principle. He calls an orbit \( \{ x_j, y_j \} \) a “minimal energy orbit” if

\[
\sum_{j=\infty}^{+\infty} \left( h(x_j + \xi_j, x_{j+1} + \xi_{j+1}) - h(x_j, x_{j+1}) \right) \geq 0
\]

holds for all sequences \( \xi_j \) vanishing for sufficiently large \( |j| \). The corresponding \( y_j \) are determined by the relations (2.6).

Aubry and Le Daeron [1] construct the Mather sets out of such minimal orbits. We will describe this procedure in §7 in an analogous problem. Since the orbits on an invariant curve are minimal energy orbits we can conclude: If there exist points through which passes no minimal energy orbit then there exists no invariant curve. It is often easy to verify that minimal energy orbits have to avoid certain regions where \( h \) is too large. On this basis mappings without invariant curves can be found. The same argument is used in [22].

5. Connection with mechanics. The above mentioned theory is closely related to variational problems of the form

\[
(5.1) \quad \int_{t_1}^{t_2} F(t, x, \dot{x}) \, dt
\]
where \( F = F(t, x, \dot{x}) \) satisfies the Legendre condition
\[
F_{xx} > 0
\]
and has period 1 in \( t \) and \( x \). One can view (5.1) as a variational problem on the two-dimensional torus \( T^2 = \mathbb{R}^2 / \mathbb{Z}^2 \). For example, if \( V = V(t, x) \) is a potential having period 1 in \( t, x \) then
\[
F = \frac{1}{2} \dot{x}^2 - V(t, x)
\]
is an admissible integrand for (5.1) and the corresponding Euler equations are
\[
\ddot{x} + V_x(t, x) = 0.
\]
This can be considered as the equation of motion of a mechanical problem, and (5.1) the corresponding Hamilton principle of mechanics.

In the special case where \( V = V(x) = V(x + 1) \) is independent of \( t \) the system (5.4) is integrable and most solutions are periodic. We may assume that
\[
\max_x V(x) = 0.
\]
The solution of (5.4) for the time independent case is obtained from the energy relation
\[
\frac{1}{2} \dot{x}^2 + V(x) = E, \quad E \equiv \min_x V(x).
\]
For \( E > 0 \) we obtain
\[
\int_0^x \frac{dy}{\sqrt{2(E - V(y))}} = t - t_0
\]
and the left-hand side is a monotone function of the form
\[
\gamma x + q(x), \quad q(x + 1) = q(x)
\]
where \( \gamma > 0 \) is the above integral taken over \( 0 \leq x \leq 1 \). Inverting this relation we obtain
\[
x = \theta + p(\theta), \quad \theta = \alpha t + \beta
\]
where \( p \) has period 1 and
\[
\alpha = \gamma^{-1}, \quad \beta = -\alpha t_0.
\]

This trivial observation is to be extended to the nonautonomous case (5.4). As a consequence of the above theory by Aubry and Mather we can assert that for every real number \( \alpha \) there exists a function \( p(t, \theta) \) of period 1 in \( t \) and \( \theta \) such that
\[
U(t, \theta) = \theta + p(t, \theta)
\]
is strictly monotone in \( \theta \) and such that
\[
(5.5) \quad x(t) = U(t, \alpha t + \beta)
\]
is a solution of (5.4). Of course, the functions \( p \) and \( U \) depend also on \( \alpha \).

If \( p(t, \theta) \), hence also \( U \), is a continuous function one calls the corresponding solutions quasi-periodic of frequencies 1 and \( \alpha \). However, in general, \( U \) will have discontinuities; since \( U \) is monotone in \( \theta \) one has for every fixed \( x \) only denumerably many such discontinuities. On the other hand, since the solutions \( x(t) \) are smooth, we see from (5.5) that \( U(t, \alpha t + \beta) \) is a smooth function of \( t \), if \( \beta \) is fixed.
Thus the solutions (5.5) can be viewed as generalized quasi-periodic functions. Representing $p$ as a Fourier series
\[ p(t, \theta) = \sum_{k,l} c_{k,l} e^{i(kt + l\theta)} \]
the formula (5.5) takes the form
\[ x(t) = \alpha t + \beta + \sum_{k,l} c_{k,l} e^{i(k + l\alpha)t} . \]
For rational $\alpha$ these represent periodic solutions, but for irrational $\alpha$ we shall call them generalized quasi-periodic solutions.

If we view (5.4) as a system with periodic forcing of frequency 1 then our statement asserts the existence of generalized quasi-periodic responses of frequencies 1, $\alpha$, where $\alpha$ is any prescribed number!

A similar result holds for the Euler equation of a more general variational problem (5.1). We will assume that the integrand $F \in C^2$ satisfies
\begin{align*}
\text{i)} & \quad F(t,x,\dot{x}) \text{ has period 1 in } t, x, \\
\text{ii)} & \quad \delta^{-1} \geq F_{\dot{x}x}(t,x,\dot{x}) \geq \delta > 0, \\
\text{iii)} & \quad |F_{\dot{x}x}| + |F_{\dot{x}t}| = \theta(|\dot{x}|), \quad F_x = \theta(\dot{x}^2). 
\end{align*}

**Theorem 5.1.** If $F$ satisfies the above conditions (5.6) and $\alpha$ is a given real number, then there exists a function $U(t, \theta)$ such that $U - \theta$ has period 1 in $t, \theta, U$ is strictly monotone increasing in $\theta$, and such that for any $\beta$

\[ x(t) = U(t, \alpha t + \beta) \]

is a solution of the Euler equation
\[ \frac{\partial}{\partial t} F_x = F_x. \]

The family of solutions (5.7) can be described more geometrically, at least if the function $U = U(t, \theta)$ is continuous. Indeed, in this case these solutions cover the plane simply, i.e., through every point $(t, x) \in \mathbb{R}^2$ goes exactly one curve. They form the solutions of a vector field
\[ \dot{x} = \psi(t, x) \]
where $\psi$ has period 1 in $t$ and $x$. This function is determined by the equation
\[ \psi(t, x) = \left( \frac{\partial}{\partial t} + \alpha \frac{\partial}{\partial \theta} \right) U(t, \theta), \quad x = U(t, \theta); \]
since $U$ is strictly monotone in $\theta$ the variable $\theta$ is uniquely determined by the last equation.

Thus in case $U$ is a continuous function, the family (5.7) can be viewed as a set of solutions of a vector field (5.8) which, of course, still depends on $\alpha$, and whose solutions are also solutions of the Euler equation. One observes, by the way, that for irrational $\alpha$ the function $U$ is continuous in $t, \theta$ if and only if each orbit (5.7) is dense on the torus.

In case $U(t, \theta)$ is not continuous, it has for each fixed $t$ a denumerable number of discontinuities. If $\alpha$ is irrational the range of $U(t, \theta)$ for fixed $t$ and variable $\theta$ forms a Cantor set and the family of solutions (5.7) constitutes a Cantor set $\mathcal{L}$ on which one
can define again a vector field (5.8). This Cantor set is invariant under the translations $(t, x) \rightarrow (t + j, x + k)$, for integer $j, k$, and therefore can be viewed as a Cantor set on the torus $T^2$.

This Cantor set with its vector field corresponds to the Mather set of §3 while the vector field (5.8) in the case of a continuous $U$ corresponds to an invariant curve. Indeed, for $t = 0$ one has $\dot{x} = \psi(0, x)$ or

$$y = F(x, 0, \psi(0, x)) = w(x),$$

which defines a continuous curve (of period 1) invariant under the map, since for $t = 1, x_1 = x(1)$

$$y_1 = F(x, 1, \psi(1, x)) = w(x_1).$$

We summarize: For the variational problem (5.1) an invariant curve of rotation number $\alpha$ corresponds to a vector field (5.8) on the torus whose solutions are extremals $x(t)$ satisfying $t \rightarrow x(t) \rightarrow \alpha$ for $t \rightarrow \pm \infty$. For $\alpha$ irrational these solutions are dense on the torus if the curve is smooth. The Mather sets of rotation number $\alpha$ correspond to such vector fields on a Cantor set and the corresponding orbits are not dense on the torus.

For a variational problem with $F = F^0(\dot{x})$ independent of $t$ and $x$ the extremals are linear functions of $t$ and therefore the solutions (5.7) are of the form

$$x = \alpha t + \beta,$$

i.e., $U(\theta) = \theta$. The corresponding vector fields (5.8) are given by

$$\dot{x} = \alpha.$$

(5.9)

This represents the integrable case, with the integral $\dot{x}$, and the vector fields correspond to the invariant curves. As a consequence of KAM theory, for any $\alpha$ that satisfies

$$\left| \alpha - \frac{p}{q} \right| \geq cq^{-r} \quad \text{for all integer } p, q; \quad q > 0$$

(5.10)

and any $F(t, x, \dot{x})$ sufficiently close to $F^0$, one can find again a vector field on the torus with solutions (5.7) represented by a continuous function $U$. If $F \sim F^0$ gets larger the torus will develop gaps and the vector field is defined only on a Cantor set on $T^2$. In particular, the equation

$$\dot{x} + \lambda V(x, t, x) = 0$$

will possess a vector field corresponding to $\alpha$ satisfying (5.10) if $\lambda > 0$ is sufficiently small, but for larger $\lambda$ the torus generally breaks up into a Cantor set. If $V$ is real analytic also the function $U = U(t, \theta; \lambda, \alpha)$ will be analytic for small values of $\lambda$ but become discontinuous in $\theta$, in general, if $\lambda$ gets larger. The phenomenon of loss of analyticity, or “phase transition,” will be illustrated in a geometrical example in §8.

6. The relation between discrete and continuous systems. There is a close relation between monotone twist maps on a cylinder and the variational problems (5.1). For example, the twist map given by the generating function

$$h(x_0, x_1) = \frac{1}{2} (x_1 - x_0)^2 - g(x_0)$$

(6.1)
corresponds to a variational problem (5.1) with

\[ F(t, x, p) = \frac{1}{2} p^2 - \delta_{\text{per}}(t) g(x) \]

where

\[ \delta_{\text{per}}(t) = \sum_{j=-\infty}^{+\infty} \delta(t-j) \]

is the periodic Dirac-\(\delta\)-function. The Poincaré mapping taking the initial values \(x(0) = x_0, \dot{x}(0) = y_0\) into \(x(1) = x_1, \dot{x}(1) = y_1\) clearly agrees with the given monotone twist map.

In this example the integrand (6.2) is singular, but this drawback can be avoided. As a matter of fact any monotone twist mapping can be obtained as a Poincaré mapping for the Euler equation of such a variational problem on a torus.

We want to formulate this statement more precisely, since it reveals the important fact that the \textit{monotone character} of a twist map corresponds to the \textit{Legendre condition} of the variational problem.

We consider a monotone twist mapping \(\varphi\) of an annulus \(A = \{x, y \mid a' \leq y \leq a'', x \mod 1\}\) as described in §2 and ask whether we can find a family of area-preserving mappings \(\varphi^t, 0 \leq t \leq 1\), of \(A\) into itself such that

\[ \varphi^0 = \text{id}, \quad \varphi^1 = \varphi \]

and, moreover, such that also

\[ \varphi^{t+\epsilon_0}(\varphi^t)^{-1} \quad \text{for all } t \in [0, 1] \]

is a monotone twist mapping if \(\epsilon > 0\) is small enough. Clearly any such family of area-preserving mappings is generated by a nonautonomous Hamiltonian system

\[ \dot{x} = H_y(t, x, y), \quad \dot{y} = -H_x(t, x, y) \]

by taking the initial values \((x(0), y(0))\) into \((x(t), y(t)) = \varphi^t(x(0), y(0))\). The condition (6.3) amounts to

\[ H_{yy} > 0 \]

since the “twist” can be calculated from

\[ x(t + \epsilon) = x(t) + \epsilon H_y + O(\epsilon^2) \]

to be \(\epsilon H_y\). Therefore we will look for a smooth Hamiltonian \(H = H(t, x, y)\) defined for \(a' \leq y \leq a''\) and all \(t, x\) with the properties

i) \[ H(t+1, x, y) = H(t, x, y) = H(t, x+1, y), \]

ii) \[ H_x(t, x, y) = 0 \quad \text{for } y = a', a'', \]

iii) \[ H_{yy} > 0. \]

**Theorem 6.1 [28].** Given a smooth monotone twist mapping \(\varphi\) of the annulus \(A\) into itself then there exists a smooth Hamiltonian \(H = H(t, x, y)\) defined for \(a' \leq y \leq a''\) and all real \(t, x\) satisfying (6.4) such that the Poincaré mapping \((x(0), y(0)) \rightarrow (x(1), y(1))\) agrees with the given mapping \(\varphi\).

The mapping \(\varphi^t : (x(0), y(0)) \rightarrow (x(t), y(t))\) gives rise to the desired interpolation of \(\varphi = \varphi^1\) and the identity \(\text{id} = \varphi^0\), which satisfies the condition (6.3).
On the other hand, it is standard that such a Hamiltonian system corresponds to the Euler equation of a variational problem (5.1). Here \( F = F(t, x, p) \) is defined via the invertible Legendre transformation

\[ p = H_y(t, x, y) \]

by the formula

\[ F(t, x, p) = yp - H(t, x, y) \]

and the condition \( H_{yy} > 0 \) translates into the Legendre condition

\[ F_{pp}(t, x, p) > 0. \]

In other words, any monotone twist mapping is the Poincaré mapping corresponding to a variational problem (5.1) satisfying the Legendre condition (6.5). Moreover, \( F(t, x, p) \) has period 1 in \( t, x \). However, the domain of definition becomes more complicated in the \( t, x, p \) variables, and we avoid this difficulty by assuming \( a' = -\infty, a'' = +\infty \), i.e. that \( A \) is a cylinder. Then \( H(t, x, y), F(t, x, p) \) are defined for all real arguments.

We ask whether conversely every mapping \( \varphi \) generated in this way by a variational problem is a monotone twist mapping. This is definitely not so; one has to require, in addition, that the solutions \( x = x(t) \) of the Euler equation for (5.1) have no conjugate points for \( 0 \leq t \leq 1 \). This means, if \( x = x(t, \lambda) \) is a family of solutions of the Euler equation satisfying

\[ x(0, \lambda) = x_0 \] independent of \( \lambda \),

\[ \dot{x}(0, \lambda) = \lambda \]

then

\[ \frac{\partial x}{\partial \lambda} > 0 \quad \text{for} \quad 0 < t \leq 1 \]

for any choice of \( x_0, \lambda \).

Thus this family \( x(t, \lambda) \) depends monotonically on \( \lambda \) if \( t \in (0, 1] \) and does not focus on any point. In this case the generating function \( h(x_0, x_1) \) of the mapping \( \varphi^1 \) is obtained by

\[ h(x_0, x_1) = \int_0^1 F(t, x(t), \dot{x}(t)) \, dt \]

where \( x = x(t) \) is the solution of the Euler equation satisfying

\[ x(0) = x_0, \quad x(1) = x_1. \]

This formula is well known from calculus of variations, or, say, in geometrical optics where \( h \) plays the role of the characteristic function of Hamilton.

**7. Minimal solutions.** We indicate the ideas on which the proof of the results mentioned in §5 is founded. For this we need

**Definition 7.1.** A function \( x \in C^1(\mathbb{R}) \) is called a *minimal solution* of the variational problem (5.1) if

\[ \int_{-\infty}^{+\infty} \left( F(t, x + \xi, \dot{x} + \dot{\xi}) - F(t, x, \dot{x}) \right) \, dt \geq 0 \]

for all functions \( \xi \in C^1_{\text{comp}}(\mathbb{R}) \) vanishing for large values of \( |t| \).
It is clear that any minimal solution is a solution of the Euler equation, but not every solution of the Euler equation is a minimal solution. For example, a periodic solution of the Euler equation, satisfying

\[ x(t + q) = x(t) + p \quad \text{for all } t \]

and some integers \( p, q \), is minimal only if its Floquet multiplier \( \lambda \) is real. In other words a stable periodic solution \((|\lambda| = 1, \lambda \neq \pm 1)\) is never a minimal solution [7]. Moreover, minimal solutions do not possess conjugate points by a well-known criterion due to Jacobi. Thus by the quest for minimal solutions we select a special class of solutions. It is important to observe that solutions (5.7) corresponding to a vector field (5.8), in the case that \( U \) is continuous, are always minimal. This is a standard fact of calculus of variations where one shows that an extremal that can be embedded in an extremal field is minimal (see e.g. [9]). In our case the solutions (5.7) form, for fixed \( \alpha \) and variable \( \beta \), such an extremal field covering \( \mathbb{R}^2 \) simply. One can express this fact also as follows: A field of extremals, covering \( \mathbb{R}^2 \) simply, is in fact a field of minimals in the sense of Definition 7.1.

Therefore in the search for invariant curves of twist mappings or for the corresponding extremal fields (5.7) we can restrict ourselves to the class of minimal solutions. Of course, at first it is not at all clear whether such minimal solutions exist. We list some properties of these minimal solutions.

**Theorem 7.2.** If \( F \) satisfies the conditions (5.6) and \( x \) is a minimal solution for (5.1) then there exists a real number \( \alpha \) such that

\[ \sup_{-\infty < t < +\infty} |x(t) - \alpha t| < \infty. \]

Moreover, there exists a constant \( c \) depending on \( F \) only and not the specific minimal \( x(t) \) such that for all real \( s, t \)

\[ |x(t + s) - x(t) - \alpha \cdot s| \leq c(1 + |\alpha|) \]

holds. Moreover there exist constants \( \gamma_1, \gamma_2 \) depending on \( F \) and monotonically increasing on \( |\alpha| \) such that

\[ |\dot{x}(t)| \leq \gamma_1, \quad |\ddot{x}(t)| \leq \gamma_2 \quad \text{for all } t. \]

The number \( \alpha \) is uniquely determined by the minimal \( x = x(t) \). It represents an average slope of \( x = x(t) \) and clearly corresponds to the rotation number of §2. We will denote the set of minimal solutions by \( \mathcal{M} \), and those with rotation number \( \alpha \) by \( \mathcal{M}(\alpha) \).

**Theorem 7.3.** Given any real \( \alpha \) there exists a minimal solution with rotation number \( \alpha \), i.e. \( \mathcal{M}(\alpha) \neq \varnothing \).

In other words, for any straight line \( x = \alpha t + \beta \) there is a minimal solution \( x = x(t) \) that has a distance

\[ 1 + \frac{1 + |\alpha|}{\sqrt{1 + \alpha^2}} c \leq 1 + \sqrt{2} c = D \]

from the straight line; here \( D \) is independent of the particular solution, and just depends on the integrand \( F \).

The inequalities of Theorem 7.2 provide for a compactness theorem on which the proof of the existence Theorem 7.3 is based. We consider the set of minimal solutions

\[ \mathcal{M}_\alpha = \bigcup_{|\alpha| \leq A} \mathcal{M}(\alpha) \]
and notice that by (7.2) $|\dot{x}| + |\ddot{x}|$ is uniformly bounded on $\mathcal{M}_\alpha$. Moreover, we can replace $x(t)$ by $x(t) + \text{integer}$ to achieve

$$0 \leq x(0) < 1$$

so that $|x(t)|$ is uniformly bounded in an interval $|t| \leq T$ for all such $x \in \mathcal{M}_\alpha$. By the theorem of Ascoli–Arzela one sees that any sequence of this type has a subsequence converging in $C^1[-T, T]$. From this one can extract a subsequence converging in $C^1[-T, + T]$ for every interval $|t| \leq T$. It turns out, and this is easy to prove, that the limit is in $\mathcal{M}_\alpha$ again. Thus we have

**Theorem 7.4.** The set $\mathcal{M}_\alpha / \mathbb{Z}$ is compact with respect to the topology given by $C^1$-convergence on every compact interval.

For rational $\alpha$ one readily establishes the existence of periodic minimal solutions in $\mathcal{M}(\alpha)$ by direct methods of calculus of variations. For an irrational $\alpha$ one constructs $x \in \mathcal{M}(\alpha)$ by approximating $\alpha$ by rationals $\alpha_r$ and $x$ as limit of a subsequence of $x_r \in \mathcal{M}(\alpha_r)$, using Theorem 7.4. One can view Theorems 7.2 and 7.3 as a comparison statement between the minimal solutions of (5.1) and the trivial variational problem

$$\int \dot{x}^2 \, dt, \quad F^0 = \dot{x}^2,$$

whose minimal solutions are straight lines $x = \alpha t + \beta$. According to Theorem 7.2 every minimal lies in a strip of width 2D from such a line and conversely every such strip contains such a minimal.

There is another close relation between the variational problems with the integrands $F$ and $F^0$. For this purpose we note that the translations

$$(t, x) \rightarrow (t+j, x+k)$$

with integers $j, k$ leave the variational problem invariant. Therefore, if $x(t)$ is a minimal solution so is

$$x(t+j) - k.$$

On the torus this represents, of course, the same curve. We will say that $x$ has a selfintersection on the torus if

$$x(t+j) - k - x(t)$$

changes sign for some choice of integers $j, k$.

**Theorem 7.5.** The minimal solutions of (5.1) have no selfintersections on the torus, i.e. for every pair of integers $j, k$ the function

$$(7.3) \quad x(t+j) - k - x(t)$$

is for all real $t$ either positive or negative or identically zero.

The last case corresponds to periodic minimal solutions with $\alpha = k/j$ being rational. If $\alpha$ is irrational the function (7.3) is never zero if $(j, k) \neq (0, 0)$ and therefore for irrational $\alpha$ Theorem 7.3 provides an ordering of the lattice $\mathbb{Z}^2$: We set $(j, k) < (j', k')$ if

$$x(t+j) - k < x(t+j') - k'.$$

The remarkable fact is that this ordering is "universal," i.e., independent of the choice of the integrand $F$. In particular, this ordering agrees with that for the parallel straight lines $x = \alpha t + \beta$ of fixed slope $\alpha$. 
Theorem 7.6. If $\alpha$ is irrational and $x \in \mathcal{M} (\alpha)$ then

$$x(t+j) - k - x(t) > 0 \quad \text{iff} \quad \alpha j - k > 0.$$ 

This fact can be expressed in a different way: If we define a function $U(t, \theta)$ for $\theta = \alpha t + \alpha j - k$ by

$$U(t, \alpha t + \alpha j - k) = x(t+j) - k$$

then the function $U(t, \theta)$ is strictly monotone in $\theta$, at least on the dense set on which it is defined. One can extend $U$ to functions $U^+, U^-$ by

$$U^+(x, \theta) = \lim_{\theta' \to \theta} U(x, \theta'), \quad U^-(x, \theta) = \lim_{\theta'' \to \theta} U(x, \theta'')$$

where $\theta', \theta''$ are decreasing, resp. increasing, sequences taken from the dense set on which $U$ is defined. Thus $U^+ = U^-$ except on a denumerable set of lines $x = \alpha t + \beta$. These functions $U^\pm (t, \theta) - \theta$ have period 1 in $t, \theta$, as is clear from the definition. Moreover, using the compactness theorem, one obtains that

$$U^\pm (t, \alpha t + \beta) \in \mathcal{M} (\alpha)$$

for every choice of $\beta$. This gives an outline of the ideas entering the proof of Theorem 5.1, at least for irrational $\alpha$. This general approach is due to S. Aubry and Le Daeron [1] who developed it for the discrete systems, namely the monotone twist maps. For the continuous case one has to supply some additional estimates which have been carried out in greater generality for multiple integrals [29].

There are many important consequences which we cannot describe here. We mention that $U^+, U^-$ are actually independent of the choice of $x \in \mathcal{M} (\alpha)$, if $\alpha$ is irrational. Moreover, again for irrational $\alpha$, the image of the mapping

$$(t, \theta) \rightarrow (t, U^\pm (t, \theta))$$

is $\mathbb{R}^2$ if and only if $U^+ = U^-$ is continuous; otherwise it defines the Cantor set $\mathcal{L} (\alpha)$ mentioned in §5, and the gaps of the Cantor set correspond to the sets

$$U^- (t, \theta) < x < U^+ (t, \theta)$$

at the discontinuities. In this case the orbits in $\mathcal{M} (\alpha)$ are clearly not dense on the torus, while in the first case, when $U^+ = U^-$ is continuous, every orbit in $\mathcal{M} (\alpha)$ is dense on the torus.

We mention that for rational $\alpha = p/q$, $\mathcal{M} (\alpha)$, in general, does not only contain periodic minimal satisfying $x(t+q) = x(t) + p$, but also homoclinic orbits connecting neighboring periodic minimal solutions. This remark can be used for the construction of homoclinic orbits [18], [1].

Finally we mention that the function $U = U(t, \theta)$ can also be obtained from a regularized variational principle

$$\int_0^1 \int_0^1 \left[ \varepsilon \left( \frac{\partial U}{\partial \theta} \right)^2 + F(t, U, DU) \right] dx d\theta$$
where

\[ D = \frac{\partial}{\partial t} + \alpha \frac{\partial}{\partial \theta}, \]

and where the admissible functions \( U \) are such that

\[ U - \theta \in H^1(\mathbb{R}^2/\mathbb{Z}^2). \]

One verifies again that for \( \varepsilon > 0 \) smooth minimal \( U^\varepsilon \) of this functional exist and satisfy the Euler equation

\[ 2\varepsilon \left( \frac{\partial}{\partial \theta} \right)^2 U + DF_p(t, U, DU) = F_x(t, U, DU), \]

which is now an elliptic partial differential equation. Moreover, one concludes from the maximum principle that

\[ \frac{\partial U^\varepsilon}{\partial \theta} > 0 \]

and obtains the desired solution as limit of \( U^\varepsilon \) as \( \varepsilon \to 0 \) through some sequence.

**8. Connection with differential geometry.** The same ideas underlying the minimal solutions of the previous section can be found in a differential geometric context in the paper of G. Hedlund [16] which is based on Morse's earlier work [27]. The complex structure of geodesics on a two-dimensional manifold of negative curvature had been known to J. Hadamard [14] and he already encountered Cantor sets. This work was continued by M. Morse, who inquired what happens if the manifold has curvature of variable sign. This led him to the study of geodesics of class \( A \). For our purposes it suffices to define this concept for the torus, although it is meaningful for other manifolds of higher genus.

We represent the torus \( T^2 \) as usual by identifying points in the \( u-v \)-plane mod 1 and introduce a metric

\[ (8.1) \quad ds^2 = E(du)^2 + 2Fdudv + Gdv^2 \]

where \( E, F, G \) are smooth functions of period 1 in \( u, v \), and \( EG - F^2 > 0 \). It is well known that geodesic arcs minimize the arc length of all curves with the same endpoints, provided the endpoints are sufficiently close. If the endpoints are far apart, this need not be true anymore; for example, if the arc contains conjugate points. Now Morse and Hedlund considered unending geodesics in the plane which minimize the length for any two points on them. They called such geodesics of “class A.” In particular, they do not have conjugate points.

This concept of geodesics of class A is completely analogous to Aubry's minimal energy orbits (end of §4) or the minimal solutions of §7, and they also have similar properties. However, these geodesics of class A are given as parametrized curves \( u = u(s), v = v(s) \) and are, in general, not representable as the graph \( v = f(u) \) of a function, as was required throughout §7. In a geometrical problem such a restriction would be artificial and meaningless. In this respect the results of Hedlund are more general than those of §7, although the functional given by the metric (8.1) is more special. We will point out some of the analogous results which one can find in Hedlund's paper; for more information I refer to the expository paper by Bangert [2] which contains a full discussion of this problem.
Hedlund derives for geodesics of class A a number of properties that show their similarities with straight lines, the class A geodesics of the flat metric, \( E = G = 1, \ F = 0 \).

i) There exists a constant \( D > 0 \) depending just on the metric (8.1) such that any geodesic of class A stays within the distance \( D \) of a straight line.

ii) Conversely, given any straight line

\[
8.2 \quad Au + Bv + C = 0, \quad A^2 + B^2 = 1
\]

there exists a geodesic of class A \( u = u(s), \ v = v(s) \) within the strip \(|Au + Bv + C| < D\).

iii) Any two different geodesics of class A intersect at most once in the plane.

iv) Any geodesic of class A has no self-intersections on the torus.

These properties may suffice to show the similarity. The first two properties show that we can associate with any such geodesic of class A the direction of the line (8.2). If \( B \neq 0 \) we could define the rotation number

\[
\alpha = -\frac{A}{B} = \lim_{s \to \infty} \frac{v(s)}{u(s)}
\]

and if \( B = 0 \) we set \( \alpha = \infty \).

v) Two geodesics of class A with the same irrational \( \alpha \) do not intersect in the plane; hence they form an ordered set.

If \( \alpha \) is rational or \( \infty \) then one has geodesics of class A which are periodic and belong to the same free homotopy class as the corresponding straight line. However, one has also homoclinic orbits connecting neighboring periodic geodesics of class A and of the same \( \alpha \) (see [27]).

What is the analogue of a Mather set or an invariant curve? We begin with the latter and assume that we have a class A geodesic \((u(s), v(s))\) with irrational \( \alpha \) which is dense on the torus, or equivalently the set of translated curves

\[(u(s) + j, v(s) + k) \quad \text{for } j, k \in \mathbb{Z}\]

is dense in the plane. Then their closure defines a field of geodesics covering the torus and hence a vector field on the torus whose solutions are these geodesics.

This is much the same as the picture in \S 7.

If, however, a class A geodesic \((u(s), v(s))\) with irrational \( \alpha \) is not dense on \( T^2 \) then the limit set, i.e. the set of cluster points, of its translates define a Cantor set on the torus which corresponds to a Mather set.

Clearly for the flat metric all geodesics are of class A and those of rotation number \( \alpha \) belong to a vector field, better a “line field”

\[
A \frac{du}{ds} + B \frac{dv}{ds} = 0.
\]

This corresponds to the integrable case in which all Mather sets are curves.

Can one also have a metric in which one has no invariant curves at all? This corresponds to a situation in which no class A geodesic is dense on the torus. Such a case can be illustrated with a simple example which I owe to Banger (see [2]). We consider a torus embedded in \( \mathbb{R}^3 \) that looks like a “tire with a bubble” (Fig. 10). It is geometrically evident that a class A geodesic must avoid running in the bubble, because, if it did, it could be shortened.
One can ask whether there is a metric other than the flat one for which all geodesics are of class A, and therefore free from conjugate points. The answer is negative. It was given by E. Hopf [17], who showed: If all geodesics have no conjugate points then the curvature is identically zero, hence the metric is flat.

With this brief excursion into differential geometry we wanted to illustrate the interaction of mathematical ideas in various specialities and the fruitfulness of looking at a problem from different angles. In conclusion we mention that in our discussion many points had to be left out and several problems are left open. We pointed out already that the results are restricted to Hamiltonian systems of two degrees of freedom. No generalization to more degrees of freedom have been found so far, except for the perturbation theory. On the other hand, there is another generalization of this theory to higher dimensions, where the one dimensional orbits are replaced by hypersurfaces of codimension 1 that satisfy nonlinear elliptic partial differential equations (see [29]).

As far as I am aware one has not been able to describe the process of disintegration of an invariant curve into a Cantor set in detail. Efforts in this direction are made with the attempt to use renormalization methods [12]. Also the recent results of Boyland and Hall [5], [15] were not discussed. They established some of the results about periodic orbits with monotonicity property of two-dimensional mappings without use of the area-preserving property, replacing it by topological properties. But for our exposition the variational problem (which leads to the area-preserving property) is central and the concept of the minimal solution is the decisive one with which a subset of orbits can be singled out.
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