
 Lecture IV Ss 1.3 Consistentsystemsof linear equations

Last time We discussed Gauss Jordan Elimination RowReduction

Algorithm to solve linear systems B mus E B m BE B
t I

BE A lb in REFB Alb
FentyRowOperations

MainResults B is unique we will see later why

The systems associated to B B hare the same solution

but the one in reduced echelon form associated to B is EASIERtosolve

ALGORITHM This isthe
lengthypart

Systemwith Augmented I Reduced

Matrix 7 matrix 7 System Sans

B A lb gypsy

REF

Mitatibles B TEY

1 Some Terminology

Definition We say two linear systems are equivalent if theyhave
the same set of solutions

Definition Two matrices B Ba are said to be now equivalent if

we can go from B to Bz by performing elementary row operations
Recall from Lecture II that elementary row operations are reversible

Thies for example it BE B BE Ba then B and Bz are
now equivalent In fact this is theonly way in which B Ba
can be now equivalent

B I Fw Tparpons BE
Bi BE Ba Be
LATER row operations



Emple B 31 Ba 1 s

B 8 Em I FIL 8 Trial
Bz 93 63 FB o 5 FARRaRatR

Conclusion B Ba are row equivalent

2 Solving systems

Linearsystems are classified into 2 types

Inconsistent no solutions

Test Co o 1 is a row of BE B
Consistent I or a many solus

dependent rariables a starting I's
inME B

independ variables rest

Infinitely many solutions we have at least independentvan
system is consistent

Unique solution ALL variables are dependent system is consistent

Conclusion We can decide how many solutions a system has bylooking
at the matrix of the equivalentreduced system

Examples i Solve
2 X t 3 2 4 3 3
X 2Xz 2 3 2
Xi 16Xz 2 3 16

Set B 2 3 4 3

1 Fel's If FEE



187 Intel T.lt 1 1I1
no o o o i row so

Far 4481 the system is consistent
T T

Xi Xz are dependent variables infinitely many
solutions

Xs is independent

Reduced System X1 22 32 9 my X 2 3
Xz I

X1 at
where t is any real numbert

Later on Lxi Xz Xs 2 t 1 t 0 1,0 t 12 0,1
tentation forthe solutions
2 Solve 2X 3 2 9 3 3

X 2 2 2 3 2 coefficientmatrix is the
X 16Xz t 2 3 0 same as in EX i

son is 1 eel's EE E

187 HEELEY It
Newsystem X 2 2 2 3 2

IREE ÉÉ B

in EchelonForm

Co o o a is a rowof B so the originalsystem is inconsistent

because the reduced one is



Observation We perform the same row operations in bothexamples
because the coefficient matrix is the same

We can solve both systems at the same time by working with

IA lista I sista I I
consistent

3 dependent variables Xz Xy XsI g É independentvariables s

So we have infinitely many solutions
Solution Row 3 X 5 2

Row 2 Xu 3 t s ere realnumbers
arbitraryRow 1 Xz Xz t

Xi is free X s

Vector expression Xi Xz Xz Xy Xs S tit 3,2
S 1 0,0 0,0 t O I 1go t 10,993,2

3 Homogenous systems

Definition A system anX t t 9in Xu b is said tobe

km x t tamu Xn bm
homogeneous if b bat but 0

Observation Homogenous systems are always consistent since

Xi Xe Xu o is certainly a solution We call it the
trivial solution

So homogeneous systems have either I or a many solutions



2X 3 2 4 3 0Example x 2 2 2 3 0
X 16 2 2 3 0

1 2 2 O
B 1 la ki.IlIE

I Z 2

1 817 1 til
no o o o i row so

FAR 4 3 81 the system is consistent
T T a Xi Ye dependent variables

X independent
Solutions

II 283 us xoxo xs Xs 391

9 Consequencesof Gauss Jordan

A linear system has o I or a many solutions

If equations a variables the linear system cannot
has a unique solution

Reason dependent variables s eyas variables so

we will have at least one independentvariable


