



































































































Lecture IX 51.7 Singularmatrices linear independence

Recall Lasttime wedefined invertible matrices showed howto amputee
An n xn matrix A is invertible if there exists another nan matrixB

such that AB In BA when In ofsize nan

Properties The following statement an equivalent
A is invertible

A Now In RECA In

All linear systems A 7 5 as wevary 5 have uniquesolus

Algorithm A 1 In gin
RECA B

It RE A In then Idiot inedible
If RE A In then B satisfies AB In
Claim BA In as well so B A

Idea Since A 1 In Now In B then InNB
and this will say B is invertible
The same row operations will give

B I In In A

ring BA In

immerseorder

51 Algebraic properties of matrix inverses

Theorem Fix A C two nxn invertible matias Then

In In since In In In

A A since A A AA In so A istheincised
A






































































































LAC C A sima AC C AD ALCOA KAALI
C A IAC CLAIII C C C In

LAT s A
T

since LAD ATT LA A
T

Int In
A TAT AA T Int In

a scalar ato then KAJI IA simaLAILA LAA In
TODAY Alternative characterization of invertible matrices

52 2 2 invertible matrices
det A

Theorem A g is invertible it andonly if D ad be 0

Furthermore A at II

Why Assume D 0 check theformula for A works

id s III I a I Is as b

Iz
I It E I Lafaedbjbd I

Conversely assume D ad be o We show that AT 18 doesn't

have a unique solution If A O this is clear so we can assume A 6

i CASE l c d Coo

LEI 1 I 11 1 1 so I 18
not thezero sector

alsosolves the system

2 CASE 2 Sd 0,0 so both c o e d o

Since A O we know a b Coo Then A 13 1
95 1

we include I 41 also solves the system












































































3 Liman dependence independence Fix m n positive integers

Assume we are givena setof n rectors in Rm say 35 Fi
Definition We say this setofvectors is linearly dependent if we
can find n numbers Xi Xz Xn m IR NOT all zero such

that x I xue Xin D 8 1 ink

Otherwise we say É tn are linearly independent This
means that the only solution to x I t txt P is

X Xz Xu D Are l i

Examples l I I g
is linearly dependent

I 5 to Ez x 1 x o is a solution

e I E If is linearly independent

I txt af I EEE
gives the system I Io n augmented matrix 8Xz O

I

Kileal t.li Eil ik HHE
and x so so sit El is l i

X 2 0



Note Wait A ut ji for the mxn matrix with alst v5

a 35 stil li Thesystem Af 5

has unique solution

35 it l d The system A In to has

infinitely many solutions

thirial solu is me theonly one
Exercise Determine whether the following 3 vectors m IR are

linearly independent r dependent

I 111 5 131 I I
Solution Write the system X F Xavi Xs's as

Eg 8 39ns 3 variables

Put A in reduced echelon frm

12 Fa E FEI EEN
R R R

Xi a dependentKEI I Xs independent
echelon T T redneck

Solutions X 3 0

Ya 2 3 0
Sims X t

xe at
Xz t t free



ten gives a nontrivial solution so 35,5 v54 is linearlydep

ADependency relation of 25 Is I m Ms 25 v3 dependent

linearly m E B

Theorem If we are given n vectors in RM n m then

the vectors are linearly dependent

Why We get a homogenous system A 7 5 with A
has size M xn so we have egus s variables so

the solution I cannot be unique This means the rectors

are l d

4 Singular matrices

Definition An n xn matrix A aig is called mangled if

ATIF has only one solution namely the trivial me 7 1
On the otherhand if the solution is notunique we say A isEngulet

ObservationL A is non singular a Columns of A are l I
rectors in R

A is singular ColumnsofA are l dip

Observation If A invertible then A is nonsingular because

the system A 7 5 choose 5 5 has a unique solution

The converse of this statement is also true because A 5 5

has a unique solution if and only if all n variables are dependent

Thesizeof A forces RE A In su A is invertible



Theorem Summary The following statements man one andthe

same thing for any given matrix As laij of size nxn

1 A is invertible

e Rank of A n

3 Reduced echelon form of A es In
4 A is nonsingular
s Columns of A arenlimally independent vectors on B


