

























































































LectureXXXIV 59.7 SimilarityTransformationsIDiagonalization

Recall Last time we defined defective1mn defective matrices by comparing

algebraic geometric multiplicities of eigenvalues rootsofPatti

A n xn matrix Then A eigenvalue of A EatAl WIA Id SEE

Twodifferentmultiplicities to eigenvalues

f alg
multiplicity ofx numberof times d appears as a root ofPait

pometri multiplicity ofd demEnIAI

key inequalities 1 Geom multi e Alf Muttoff A eigenvalue
of A

Def An undefeated it Gemmalt algmelt for all eigenvaluesofa

Ed A fg is non defective Patti Hil'sE IAl R
Algmultof1 gummaltof1 2

A L is defective Patti It it at IA sp It
Algmaltof1 is2 butbeanmalt 1

DefinitionAnisdiagonalizable if R has a basisB consistingof eigenvectorsfor

Equivalently we can find a diagonalmatrix D f g and an

invertiblematrix S with S AS D
In this situation Columns of S are the vectors in B di du

are the eigenvalues for each vector 5 I of B I in the same order asd

Def To nxu matrices A C are called similar if C S AS forsome
This says A C represent thesame linear transf T IR R indifferentbases
C TI s whereB Columnsof S A T EE E AI

TODAY O A non defective withonlyrealeigenvalues is ALWAYS diagonalizable
Symmetricmatriceshaveonly real eigenvalues are diagonalizable
Furthermore eisenspaces are mutually orthogonal
























































1 Linearindependenceofeigenvectors

THEOREM1 Fix A an nxn matrix and a list of k distinct

eigenvalues hi tic f Pick one eigenvector f to foreachj
lie AT djÉ Then 5 35 ties is linearly indeputy

Why by F to so 5 351 is tin indip
Assume he 7 argue by contradiction Suppose 5 35 Fay
is lin dep After reordering the eigenvalues we can find Zemel

with 35 Em E linearly indep Itf
b

BUT
IF tin dep atsomepoint

wegohim litoldWrite the dependency relation for 35 til
I a I t t anti of with am o

Multiply by A n the left on both sidesof
Ala Fit am ti AF
9 Ari t am Arin to

losedistribution

Inf Imre
4 9 d F t t am turn OF

Net ampule e Am 11

a d ti t azdata t t and m ti OF

a dunt t astute t t am but
abstract

9 Hi dm I azlda da É t t I a columnby
column



We set Irritant t

taf.IE
But 35 I'm is li so b bz bm 1 0

Now d dm to x2 dm O n X m dm 0 so

9 92 9m i 0

Looking back at 11 we get It anti Fm to
so am so This contradicts our assumption on an 0

Conclusion S must be linearly independent

Consequence Assume A is non defective al its eigenvalues are
real Then A is diagonalizable

Why Collect all the eigenvalues of A Idi du
write their algebraic multiplicities mi ma

Note m t ma degreeofPA n

Pick B basis for Ex A m elements since m dine IA
Bz Es IA ma dimFacial elements

Be Exa Al Ime dunEx.la

Write B B U Ba U U Bk Indos m R

size of B m t mz t t mu N

Claim B is linearly independent
Conclude B is a basis for R All his elements are eigenvectors



ProofofClaim Write B 3511 I E
Bz 354 FI

B 35 Eli
consider a dependency relation for these n vetoes

of a I t aim th I 192 if't tazm.tt t

pB Ex H mspTBzFxa
fan E t takmith

Tried
so we set I sri t Fa t tie and I I am

eigenvector for different eigenvalues By our Theorem above

The rly way this relation holds is if I I P

But now we get k defendingrelations one for each basisBi Be
I anti t a aim I relation for B

ti aint t t armet Be

Sima Bi Bu are each hi we andude all our coefficients

all i 9 mi 92 i au i army are 0 so B is l i

Example A i Eo Sp ft Ee sp fi Esp ftlasttime
nondefective X O 2,3 eigenvalues

Then B 3 f I is a basis ofeigenvectors for R
wedon't need to check it eg is a determinant amputation



Special case If Patt has distinct roots they are all real

then A is diagonalizable om IR

We'll have a similar result on thecomplexnumbers butthis requires

taking about Math 161 A which will feature in thenextc lectures

2 Real SymmetricMatrices

THEOREM2 Fix a symmetricmatterA AIA of size nxn Then

A hasonly real eigenvalues dis ta Ipossibly repeated

R has an orthonormal basis B of eigenvectors forA that is

B 3 Ii ri s with ri th if i j trill ell rn lol

o QT A Q with a E veDf an I note q
i at because B is orthonormal

19 is calledan orthogonal matrix

Example A At Patti at it it t t
titel

Eo N A Sp i sp 1 1
Ez N IA Ia NII sp 11 SP Er
B 31 E is anathema basis Q 1 1,11 1
Q Why is the TheoremTrue
To discuss we need amflex numbers complexvector spaces A

This willbe the topic of the next z lectures



Nxt discuss

Idea Write the non repeated eigenvalues di u

Claim En IA I Ey A for it IThis is themain thingto show
Then picking orthonormal basis Bi Bu foreach Exit Exala
will produce the basis B for

Proofofclaim
Note AP Y F AF if A is symmetric

CA F F CA ITF ETAT I I LATE I AT
Now kick F in Ex IA I in Ex IA for d de eigenvalues

Wantto show E I 0

4 E E I E I AF at E AT dat
we E e

so

Iga
I.E o torus E t o

Example A
Y Y adjacencymatrix of G É

Isymmetric if 6 is notoriented

Patt detiff f
I tht i it t itilitt

t t at 12 1 3 3 2 t 2 It Hatti it 2 Itt
Eigenvalues ofA z with malt

I z
are real

E N A ZI N Y sp dim i

E
i N Att N Sp I D diner



A is non defective all eigenvalues an real so it's diagonalizable

In particular B 4 1 o I is a basisof eigenvectors

eigenvalues z I I

so 5 AS 1 with s f
NI Ez I E but B is not orthogonal because

I f To get an orthonormal basis we can use Gram Schmid

on our basis If Y 4 M E
it is

Tamia I I WE E III I I f
Orthogonalbasic forE i but at L 2 I

m Our oral basis HRs of eigenvectorsof it is
B
11 11.1 4 EYD

eigenvalues z l l

Now at AQ with Q I I
Imparewith Q Qt comes for free but s needs to be computed

bserrations For each l o i j entryofAl is thenumberof paths
of length l between node i node j

Al is easy to compute becauseA is diagonalizable I Al Q ftp.YDQt


