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1 Introduction

Given a smooth symmetric function $f$ of $n$ ($n \geq 2$) variables and a disjoint collection $\Gamma = \{\Gamma_1, \ldots, \Gamma_m\}$ of closed, smooth, embedded submanifolds of dimension $(n-1)$ in $\mathbb{R}^{n+1}$, it is a fundamental question in classical differential geometry to decide whether there exist (immersed) hypersurfaces $M$ in $\mathbb{R}^{n+1}$ of constant curvature

\begin{equation}
  f(\kappa[M]) = K
\end{equation}

with boundary

\begin{equation}
  \partial M = \Gamma
\end{equation}

where $\kappa[M] = (\kappa_1, \ldots, \kappa_n)$ denotes the principal curvatures of $M$ and $K$ is constant. Important examples include the classical Plateau problem for minimal or constant mean curvature surfaces, as well as the corresponding problem for Gauss curvature, which was treated recently by the authors [11] and independently by Trudinger and Wang [24]. In this paper as in our previous work [11], we are concerned with locally convex hypersurfaces. Accordingly, the function $f$ is assumed to be defined in the convex cone $\Gamma_n^+ \equiv \{\lambda \in \mathbb{R}^n : \text{each component } \lambda_i > 0\}$ in $\mathbb{R}^n$ and satisfy the fundamental structure conditions

\begin{equation}
  f_i(\lambda) \equiv \frac{\partial f(\lambda)}{\partial \lambda_i} > 0 \quad \text{in } \Gamma_n^+, \quad 1 \leq i \leq n,
\end{equation}

and

\begin{equation}
  f \text{ is a concave function.}
\end{equation}

In addition, $f$ will be assumed to satisfy some more technical assumptions. These include

\begin{equation}
  f > 0 \quad \text{in } \Gamma_n^+, \quad f = 0 \quad \text{on } \partial \Gamma_n^+,
\end{equation}

\begin{equation}
  \sum f_i(\lambda)\lambda_i \geq \sigma_0 \quad \text{on } \{\lambda \in \Gamma_n^+ : \psi_0 \leq f(\lambda) \leq \psi_1\},
\end{equation}
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for any $\psi_1 > \psi_0 > 0$, where $\sigma_0$ is a positive constant depending on $\psi_0$ and $\psi_1$, and for every $C > 0$ and every compact set $E$ in $\Gamma_n^+$ there exists $R = R(E, C) > 0$ such that

(1.7) \[ f(\lambda_1, \ldots, \lambda_{n-1}, \lambda_n + R) \geq C \quad \forall \lambda \in E \]

and

(1.8) \[ f(R\lambda) \geq C \quad \forall \lambda \in E. \]

This allows a large family $f = \sum f_i$ where each $f_i$ is of the form

\[ f_i = S_n^{1/2} \prod_{i=1}^{N_i-1} \left( c_i + \sum_{k=1}^{n-1} c_{i,k} S_{n,k}^{1/2} \right)^{1/2} \]

where $c_i, c_{i,k} \geq 0$ are constant, $c_i + \sum_k c_{i,k} > 0$ for each $i$, $S_k$ is the $k$th elementary symmetric function ($S_0 = 1$) and $S_{k,l} = S_k/S_l$ ($0 \leq l < k \leq n$). However, the pure curvature quotient $S_1^{1/(n-k)}$ does not satisfy (1.7).

Our first main result may be stated as follows:

**Theorem 1.1** Assume there exists a connected, locally convex, immersed hypersurface $\Sigma$ with $\partial \Sigma = \Gamma$, and $\Sigma$ is $C^2$ and locally strictly convex along its boundary. Let $\mathcal{A}[\Sigma]$ be the collection of $\Sigma$-admissible (see Section 3) locally convex hypersurfaces.

(i) The number of homeomorphic classes in $\mathcal{A}[\Sigma]$ is finite.

(ii) Let $\mathcal{H}$ be a homeomorphic class in $\mathcal{A}[\Sigma]$ and $\mathcal{H}_K = \{ M \in \mathcal{H} : f(\kappa[M]) \geq K \}$ where $K \leq \min_{\Sigma} f(\kappa[\Sigma])$ is a nonnegative constant. Suppose $f$ satisfies the structure conditions (1.3)–(1.7). Then there exists a hypersurface $M$ in $\mathcal{H}_K$ satisfying (1.1) provided that $\mathcal{H}_K \neq \emptyset$.

(iii) Let $M \in \mathcal{A}[\Sigma]$ satisfy (1.1). Under the conditions (1.3)–(1.8), $M$ is smooth (up to the boundary) and locally strictly convex if $K > 0$. If $K = 0$, $M$ is $C^{1,1}$ up to the boundary.

It is necessary in Theorem 1.1 to assume $\Sigma$ to be locally strictly convex along its boundary. The assumption is natural geometrically in view of the fact that there are topological obstructions to the existence of locally strictly convex hypersurfaces spanning a given $\Gamma$ (see [19]). On the other hand, it is an interesting question whether the number of homeomorphic classes of locally convex hypersurfaces spanning a given $\Gamma$ is always finite.

Since $[\Sigma]_K \neq \emptyset$ (where $[\Sigma]$ denotes the homeomorphic class of $\Sigma$ in $\mathcal{A}[\Sigma]$), we have in particular the following:

**Corollary 1.2** Under the assumptions of Theorem 1.1 there exists a locally convex hypersurface $M$ homeomorphic to $\Sigma$ satisfying (1.1) and (1.2). Moreover, $M$ is smooth and locally strictly convex up to the boundary if $K > 0$, and $M$ is $C^{1,1}$ (up to the boundary) when $K = 0$. 

Theorem 1.1 and Corollary 1.2 extend the results of our paper [11], which considered only the Gauss-Kronecker curvature $f = S_n$. As in [11] we will use the Perron method to prove Theorem 1.1(ii) and Corollary 1.2; the resulting hypersurface will be referred as the Perron solution. This method is based on the solvability of the problem in the nonparametric setting (the Dirichlet problem) and an important uniform local graph representation property of hypersurfaces in $A[\Sigma]$ (Theorem 3.1), which was first proven in [11] and independently in [24] in somewhat less generality.

The second main result of this article introduces a variational type approach to the problem, which has the potential to be extended to more general situations. The critical observation to this approach is that every volume minimizer in $H_K$ in fact satisfies (1.1). The problem is thus reduced to the existence of volume minimizers in $H_K$.

**THEOREM 1.3** Under the assumptions of Theorem 1.1(ii), every volume minimizer $M$ in $H_K$ satisfies (1.1). If in addition $f$ satisfies

$$
\sum f_i(\lambda)\lambda_i^2 \geq \sigma_2 \quad \text{on} \quad \{\lambda \in \Gamma^+_n : \psi_0 \leq f(\lambda) \leq \psi_1\}
$$

for any $\psi_1 > \psi_0 > 0$, where $\sigma_2 = \sigma_2(\psi_0, \psi_1)$ is a positive constant depending on $\psi_0$ and $\psi_1$, then there exists a volume minimizer $M$ in $H_K$, i.e.,

$$
\text{Vol}(M) = \min_{N \in H_K} \text{Vol}(N)
$$

provided that $H_K \neq \emptyset$.

By Theorem 1.1(iii) volume minimizers in $H_K$ are smooth and locally strictly convex for $K > 0$. The first part of Theorem 1.3 actually holds for much more general classes of hypersurfaces (not necessarily locally convex). But to maintain the focus of this article, we will not go into detail about it here. We remark that the volume minimizer in $H_K$ in general can be different from the Perron solution. Whether the volume minimizer in each $H_K$ is unique seems to be an interesting question.

In order to prove Theorems 1.1 and 1.3 we need to study the corresponding Dirichlet problem

$$
f(\kappa[u]) = \psi(x, u) \quad \text{in} \quad \Omega
$$

$$
u = \varphi \quad \text{on} \quad \partial \Omega
$$

where $\kappa[u]$ denotes the principal curvatures of the graph of $u$.

**THEOREM 1.4** Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^n$ and $\psi$ a positive smooth function defined on $\overline{\Omega} \times \mathbb{R}$. Assume there exists a locally convex viscosity subsolution $u \in C^{0,1}(\Omega)$ of (1.11), i.e.,

$$
f(\kappa[u]) \geq \psi(x, u) \quad \text{in} \quad \Omega
$$

$$
u = \varphi \quad \text{on} \quad \partial \Omega,
$$
and \( u \) is \( C^2 \) and locally strictly convex (up to the boundary) in a neighborhood of \( \partial \Omega \). Suppose \( f \) satisfies the structure conditions (1.3)–(1.7). Then there exists a locally strictly convex solution \( u \in C^\infty(\overline{\Omega}) \) of (1.11) satisfying \( u \geq u \) on \( \overline{\Omega} \). Moreover, the solution is unique if \( \psi_u \geq 0 \).

The Dirichlet problem (1.11) was first studied by Caffarelli, Nirenberg, and Spruck [5] under essentially the same assumptions as ours for functions \( f \) defined on larger convex cones in \( \mathbb{R}^n \) (so the solutions are not necessarily locally convex) but only for convex domains and constant boundary data, and by Trudinger [22] for viscosity solutions. Ivochkina, Lin, and Trudinger [13, 14, 15, 18] treated the cases of elementary symmetric functions \( f = S_{1/k} \) and their quotients \( f = S_{1/(k-l)} \) \((1 \leq l < k \leq n)\) for \((k-1)\)-convex domains. Sheng, Urbas, and Wang recently derived a Pogorelov type interior curvature estimate for solutions of (1.11) in [20] where they also proved Corollary 1.2 for \( f = S_{n,k} \) (and \( K > 0 \)), extending a result of Ivochkina and Tomi [16]. As in our earlier work [7, 10], we emphasize in Theorem 1.4 the importance of allowing domains of arbitrary geometry, assuming the existence of a subsolution achieving the boundary data. We hope to extend Theorem 1.4 to larger classes of curvature functions in future work.

This article is organized as follows: In Section 2 where the Dirichlet problem is treated, we derive a priori boundary estimates for second derivatives in order to prove Theorem 1.4. In Section 3 we prove the existence of Perron solutions and volume minimizers in \( \mathcal{H}_K \) when it is nonempty, and complete the proofs of Theorem 1.1, parts (i) and (ii), and Theorem 1.3. Finally, the regularity and local strict convexity of solutions to (1.1) in \( A(\Sigma) \) (Theorem 1.1(iii)) is proven in Section 4.

2 The Dirichlet Problem: Boundary Estimates for Second Derivatives

The primary purpose of this section is to prove Theorem 1.4. This is based on the establishment of the a priori \( C^2 \) estimates for locally convex solutions.

**Theorem 2.1** Let \( u \in C^\infty(\overline{\Omega}) \) be a locally convex solution of (1.11) satisfying \( u \geq u \) in \( \Omega \). Then

\[
|u|_{C^2(\overline{\Omega})} \leq C.
\]

A bound for the \( C^1 \) norm \( |u|_{C^1(\overline{\Omega})} \) follows from the convexity of \( u \) and the inequality \( u \geq u \) in \( \overline{\Omega} \). In [5], it is shown how to derive the global estimates for \( |D^2 u| \) on \( \overline{\Omega} \) from its bound on the boundary \( \partial \Omega \). We therefore only have to establish the boundary estimate

\[
|D^2 u| \leq C \quad \text{on } \partial \Omega.
\]

Before we proceed to proving (2.2), let us recall from [4] a reformulation of equation (1.1) in the form

\[
G(D^2 u, Du) = \psi(x, u).
\]
For the graph of \( u \) the induced metric, its inverse matrix, and its second fundamental form are given, respectively, by
\[
g_{ij} = \delta_{ij} + u_i u_j , \quad g^{ij} = \delta_{ij} - \frac{u_i u_j}{w^2} ,
\]
and
\[
h_{ij} = \frac{u_{ij}}{w} , \quad w = \sqrt{1 + |Du|^2} .
\]

Following [4], the principal curvatures of graph \( u \) are the eigenvalues of the symmetric matrix \( A[u] = [a_{ij}] \):
\[
a_{ij} = \frac{1}{w} \gamma^{ik} u_{kl} \gamma^{lj},
\]
where \( \gamma^{ik} \) and its inverse matrix \( \gamma_{ik} \) are given, respectively, by
\[
\gamma^{ik} = \delta^{ik} - \frac{u_i u_k}{w(1 + w)}
\]
and
\[
\gamma_{ik} = \delta_{ik} + \frac{u_i u_k}{1 + w}.
\]

Geometrically, \( \gamma_{ik} \) is the square root of the metric, i.e., \( \gamma_i \gamma_k = g_{ij} \).

Let \( S \) be the set of \( n \times n \) symmetric matrices and \( S^+ = \{ A \in S : A > 0 \} \), i.e., the set of positive definite symmetric matrices. With the function \( F \) defined by
\[
F(A) = f(\lambda(A)) , \quad A \in S^+ ,
\]
where \( \lambda(A) \) denotes the eigenvalues of \( A \), equation (1.11) thus can be written in the form
\[
(2.5) \quad F(A[u]) = \psi(x, u) .
\]

Therefore, the function \( G \) in (2.3) is defined by
\[
G(r, p) = F(A(r, p)) , \quad r \in S^+ , \quad p \in \mathbb{R}^n ,
\]
where \( A(r, p) \) is obtained from \( A[u] \) with \( (r, p) \) in place of \( (D^2 u, Du) \).

We next recall some properties of the functions \( F \) and \( G \). We will use the notation
\[
F^{ij}(A) = \frac{\partial F}{\partial a_{ij}}(A) , \quad F^{ij,kl}(A) = \frac{\partial^2 F}{\partial a_{ij} \partial a_{kl}}(A) .
\]
The matrix \( [F^{ij}(A)] \) is symmetric and has eigenvalues \( f_1, \ldots, f_n \). By assumption (1.3), \( [F^{ij}(A)] \) is therefore positive definite for \( A \in S^+ \), while (1.4) implies that \( F \) is a concave function of \( A \in S^+ \) (see [3]), that is,
\[
F^{ij,kl}(A) \xi_i \xi_j \xi_k \xi_l \leq 0 , \quad \forall \{ \xi_j \} \in S , \quad A \in S^+ .
\]

If \( P \) is a nondegenerate matrix, by the identity
\[
F(P A P^{-1}) = F(A)
\]
we see that
\[
P[F^{ij}(A)] P^{-1} = [F^{ij}(P A P^{-1})] .
\]
It follows that \([F_{ij}(A)]\) and \(A\) can be diagonalized simultaneously by an orthonormal transformation. Consequently, the eigenvalues of the matrix \([F_{ij}(A)]A\), which is not necessarily symmetric, and those of \(A[F_{ij}(A)]A\) are given by
\[
\lambda([F_{ij}(A)]A) = (f_1\lambda_1, \ldots, f_n\lambda_n)
\]
and, respectively,
\[
\lambda(A[F_{ij}(A)]A) = (f_1\lambda_1^2, \ldots, f_n\lambda_n^2).
\]
In particular,
\[
F_{ij}(A)a = \sum f_i\lambda_i,
\]
(2.6)
\[
F_{ij}(A)a_{ik}a_{jk} = \sum f_i\lambda_i^2.
\]
Equation (2.3) satisfies structure conditions similar to those of (2.5). We have
\[
\frac{\partial G}{\partial r} = \frac{1}{w}F^{kl}\gamma^k_{ij}\gamma^{lj}.
\]
(2.10)
So equation (2.3) is elliptic for locally strictly convex solutions. Moreover, \(G(r, p)\) is a concave function of \(r \in \mathcal{S}^+\) when condition (1.4) holds. We also have
\[
\frac{1}{w^3} \sum F^{ii} \leq \sum G^{ii} \leq \frac{1}{w} \sum F^{ii},
\]
(2.11)
Equation (2.3) satisfies structure conditions similar to those of (2.5). We have
\[
G^i_j = \sum f_i\kappa_i,
\]
(2.12)
and
\[
G^i_j g^{kl}u_{il}u_{kj} = w \sum f_i\kappa_i^2.
\]
(2.13)
It is obvious that under condition (1.8) \(G\) satisfies
\[
\lim_{R \to +\infty} G(Rr, p) = +\infty \quad \forall p, q \in \mathbb{R}^n, \quad \forall r \in \mathcal{S}^+.
\]
(2.14)
Similarly, we have the following:

**Lemma 2.2** If \(f\) satisfies (1.7), then
\[
\lim_{k \to +\infty} G(Rq \otimes q, p) = +\infty \quad \forall p, q \in \mathbb{R}^n, \quad q \neq 0, \quad \forall r \in \mathcal{S}^+.
\]
(2.15)
**Proof:** Without loss of generality we may assume \(q = (0, \ldots, 0, 1)\). Writing \(A(r, p) = [a_{ij}]\) and \(A(r + Rq \otimes q, p) = [\tilde{a}_{ij}]\), we then have
\[
\tilde{a}_{ij} = a_{ij} + R\gamma^{ik}\gamma_{nj}
\]
where
\[
\gamma^{ik} = \gamma^{ik}(p) = \delta_{ik} - \frac{p_ip_k}{\sqrt{1 + |p|^2}(1 + \sqrt{1 + |p|^2})}.
\]
The eigenvalues of \([\gamma^{ik}]\) are 1 of multiplicity \(n - 1\) and \(1/\sqrt{1 + |p|^2}\) of multiplicity 1. Therefore, after an orthonormal transformation we may assume
\[
\tilde{a}_{ij} = a_{ij} + (1 + |p|^2)^{-1/2}R\delta_{in}\delta_{nj}.
\]
By lemma 1.2 of [3] the eigenvalues of \( A(r + Rq \otimes q, p) \) are given by
\[
\lambda_\alpha = \lambda'_\alpha + o(1), \quad \alpha \leq n - 1, \quad \lambda_n = R + O(1)
\]
as \( R \) tends to infinity, where \( \lambda'_\alpha, 1 \leq \alpha < n \), are the eigenvalues of \( \left[a_{\alpha\beta}\right]_{1 \leq \alpha, \beta < n}. \) Since \((\lambda'_1, \ldots, \lambda'_{n-1}, 1) \in \Gamma_n^+, (\lambda_1, \ldots, \lambda_{n-1}, 1) \) belongs to a compact subset of \( \Gamma_n^+ \) for all \( R \) sufficiently large. Consequently, (2.15) follows from (1.7).

\[ \square \]

In order to derive (2.2) we need some special properties of the linearized operator
\[ L = G^{ij} \partial_i \partial_j + G^i \partial_i, \]
where \( G^{ij} = G^{ij}(D^2 u, Du), G^i = \frac{\partial G}{\partial p_i}(D^2 u, Du). \) First, we observe the following:

**Lemma 2.3** For some constant \( C_0 > 0 \)
\[ \sum |G^i| \leq C_0 \sum f_i |\kappa_i|. \]
In particular, \( \sum |G^i| \) is bounded if \( u \) is locally convex.

**Proof:** This follows from some straightforward calculations. For the reader’s convenience we include an outline here. First,
\[ G^i = F^{ij} u_{kl} \frac{\partial}{\partial u_s} \left( \frac{1}{w} y^{ik} y^{lj} \right) = -\frac{u_s}{w^2} F^{ij} a_{ij} - 2 \frac{F^{ij} y^{ik} u_{kl} \frac{\partial y^{lj}}{\partial u_s}}{w}. \]
From (2.4) we have
\[ y^{ik} u_{kl} = w a_{ik} y_{kl}. \]
It follows that
\[ y^{ik} u_{kl} \frac{\partial y^{lj}}{\partial u_s} = w a_{ik} y_{kl} \frac{\partial y^{lj}}{\partial u_s} = -w a_{ik} y^{lj} \frac{\partial y_{kl}}{\partial u_s} \]
since \( y_{kl} y^{lj} = \delta_{kj}. \) Next,
\[ \frac{\partial y_{kl}}{\partial u_s} = \frac{u_k \delta_{ls} + u_l y^{ks}}{1 + w} \]
and
\[ u_l y^{ij} = \frac{u_j}{w}. \]
Thus
\[ y^{ik} u_{kl} \frac{\partial y^{lj}}{\partial u_s} = \frac{a_{ik} (w u_k y^{sj} + u_j y^{ks})}{1 + w}. \]
From (2.18) and (2.6) we obtain
\[ G^i = -\frac{u_s}{w^2} \sum f_i \kappa_i - 2 \frac{F^{ij} a_{ik} (w u_k y^{sj} + u_j y^{ks})}{w(1 + w)} \]
and therefore (2.17). In particular, if \( u \) is locally convex, then \( \kappa_i \geq 0 \) and, consequently,
\[ \sum |G^i| \leq C_0 \sum f_i \kappa_i \leq C_0 f(\kappa[u]) \]
by the concavity of \( f \) and the assumption \( f(0) = 0. \)

It is sometimes convenient to use the following expression for \( G^s \):

\[
G^s = -\frac{u_x}{w^2} \sum f_i k_i - \frac{2}{w(1+w)} G^{ij} u_{ik}(wu_j \gamma^{ks} + u_k \gamma^{js}).
\]

This follows from (2.18) combined with (2.10), (2.19), (2.20), and

\[
\frac{\partial \gamma^{ij}}{\partial u_s} = -\gamma^{ij} \gamma^{lk} \frac{\partial \gamma_{ik}}{\partial u_s}.
\]

By (2.12), (2.23), and (2.20) we obtain

\[
Lu = \frac{1}{w^2} \sum f_i k_i - \frac{2}{w} G^{ij} w_i u_j.
\]

For later reference we also record the identity

\[
Lw = \frac{u_k L u_k}{w} + \sum f_i k_i^2,
\]

which follows from (2.13) and, by a straightforward calculation,

\[
w_i = \frac{u_k u_{ki}}{w}, \quad w_{ij} = \frac{u_k u_{kij}}{w} + \frac{1}{w} g^{kl} u_{ki} u_{lj}.
\]

The following lemma will be the key ingredient in the proof of (2.2). It would be interesting to know if it still holds without assumption (1.7).

**Lemma 2.4** Assume \( f \) satisfies (1.3)–(1.7). For any constant \( C_0 > 0 \), there exist positive constants \( t \) and \( \delta \) sufficiently small and \( N \) sufficiently large such that the function \( v = u - u + td - Nd^2 \) satisfies

\[
\begin{cases}
L v \leq -C_0 - \beta \sum G^{ii} & \text{in } \Omega \cap B_\delta, \\
v \geq 0 & \text{on } \partial(\Omega \cap B_\delta),
\end{cases}
\]

where \( \beta > 0 \) depends only on the convexity of \( u \), \( d \) is the distance function to \( \partial \Omega \), and \( B_\delta \) is a ball of radius \( \delta \) centered at a point on \( \partial \Omega \).

**Proof:** We first note that, since \( u \) is \( C^2 \) and locally strictly convex in a neighborhood of \( \partial \Omega \), we have

\[
D^2 u \geq 4\beta I \quad \text{in } \Omega \cap B_\delta
\]

for some fixed \( \beta > 0 \) when \( \delta \) is small enough. Thus \( \lambda(D^2 u - 3\beta I) \) lies in a compact set of \( \Gamma^+ \). Since \( |Dd| = 1 \) and \( -CI \leq D^2 d \leq CI \) where \( C \) only depends on \( \delta \) and the geometric quantities of \( \partial \Omega \), we have

\[
L d \leq C \sum G^{ii} + \sum |G^i| \quad \text{in } \Omega \cap B_\delta
\]

and

\[
\lambda(D^2(u + Nd^2) - 2\beta I) \geq \lambda(D^2 u - 3\beta I + 2NdDd \otimes Dd) \quad \text{in } \Omega \cap B_\delta
\]

when \( \delta \) is small (so that \( 2N\delta D^2 d \geq -\beta I \)).
Next, it follows from the concavity of $F$ that the function $G(r, p)$ is concave with respect to $r$. Therefore

\[
L(u - u - N d^2) + 2\beta \sum G_{i i}^j = G_{i j}(u - u - N d^2) + 2\beta \sum G_{i i}^j + G^j_i(u - u - N d^2)_i \leq G(D^2 u, Du) - G(D^2(u + N d^2) - 2\beta I, Du) + G^j_i(u - u)_i - 2N dG_i d_i.
\]

By Lemma 2.3 we have

\[
\sum |G_i| \leq C
\]

where $C$ depends on $|u|_{C^0(\Omega)}$. Consequently, by Lemma 2.2 we may choose $N$ sufficiently large (depending on $\beta$) such that

\[
G(D^2(u + N d^2) - 2\beta I, Du) \geq G(D^2 u, Du) + G_i(u - u)_i + \sum |G_i| + C_0
\]
in $\Omega \cap B_3$ when $\delta$ is sufficiently small (depending on $N$). It follows that

\[
Lv \leq -C_0 - (2\beta - Ct) \sum G_{i i}^j - (1 - t - 2N d) \sum |G_i| \leq -C_0 - \beta \sum G_{i i}^j \quad \text{in } \Omega \cap B_3
\]
when $t$ and $\delta$ are sufficiently small. Finally, for fixed $t$ and $N$ we can require $\delta \leq t/N$ to ensure $v \geq 0$ on $\partial(\Omega \cap B_3)$. \hfill \Box

**Lemma 2.5** Let $h \in C^2(\overline{\Omega \cap B_3})$ where $B_3$ is centered at the origin, which is on $\partial \Omega$. Suppose $h$ satisfies $h \leq C_0 |x|^2$ on $(\partial \Omega) \cap B_3$, $h(0) = 0$ and

\[
-Lh \leq C_1 \left( 1 + \sum G_i^j \right) \quad \text{in } \Omega \cap B_3.
\]

Then, under the structure conditions (1.3)–(1.6) and (1.7), $h_n(0) \leq C$, where $C$ depends on $\beta^{-1}$, $C_0$, $C_1$, $|h|_{C^0(\overline{\Omega \cap B_3})}$, and $|u|_{C^{1}(\overline{\Omega})}$.

**Proof:** By Lemma 2.4, $Av + B|x|^2 - h \geq 0$ on $\partial(\Omega \cap B_3)$ and

\[
L(Av + B|x|^2 - h) \leq 0 \quad \text{in } \Omega \cap B_3
\]
when $A \gg B$ are both large. Thus $Av + B|x|^2 - h \geq 0$ in $\Omega \cap B_3$ by the maximum principle. Consequently,

\[
Av_n(0) - h_n(0) = D_n(Av + B|x|^2 - h)(0) \geq 0
\]
since $Av + B|x|^2 - h = 0$ at the origin. \hfill \Box

We are now ready to derive the boundary estimate (2.2).

**Proof of (2.2):** Consider any fixed point on $\partial \Omega$; we may assume it to be the origin of $\mathbb{R}^n$ and choose the coordinates so that the positive $x_n$-axis is the interior normal to $\partial \Omega$ at 0. Near the origin, $\partial \Omega$ can be represented as a graph

\[
x_n = \rho(x') = \frac{1}{2} \sum B_{\alpha \beta} x_\alpha x_\beta + O(|x'|^3), \quad x' = (x_1, \ldots, x_{n-1}).
\]

(2.27)
In this proof we will assume that $\varphi$ has been extended to a harmonic function on the whole $\Omega$. Since $u - \varphi = 0$ on $\partial \Omega$,

$$(2.28) \quad (u - \varphi)_{\alpha\beta}(0) = -(u - \varphi)_n(0)B_{\alpha\beta}, \quad \alpha, \beta < n.$$ 

It follows that

$$(2.29) \quad |u_{\alpha\beta}(0)| \leq C, \quad \alpha, \beta < n.$$ 

Next, for fixed $\alpha < n$ consider the operator

$$T = \partial_\alpha + \sum_{\beta < n} B_{\alpha\beta}(x_\beta \partial_n - x_n \partial_\beta).$$

By [5] we have $L(Tu) = T\psi(x, u)$. It follows that

$$(2.30) \quad |LT(u - \varphi)| \leq C \left(1 + \sum G^{ii}\right).$$

Note that $|T(u - \varphi)| \leq C$ in $\overline{\Omega}$. Moreover, since $u - \varphi = 0$ on $\partial \Omega$, near the origin we have

$$(2.31) \quad |T(u - \varphi)| \leq C|x|^2 \text{ on } \partial \Omega.$$ 

Applying Lemma 2.5 to $h = \pm T(u - \varphi)$, it follows that

$$(2.32) \quad |u_{\alpha n}(0)| \leq C.$$ 

**Remark 2.6.** In [10, p. 611] and subsequent papers by the first author (see [7, 8]) we used $T(u - u)$ instead of $T(u - \varphi)$ in similar calculations. As a result, the constants in the corresponding inequalities to (2.30) will depend on the third derivatives of $u$. To avoid this, we should as in (2.30) replace $T(u - u)$ by $T(u - \varphi)$. The corresponding results in those papers remain valid. In 1999 Pengfei Guan [12] pointed out the error to the first author; recently Z. Blocki raised the same question. To both of them we wish to express our gratitude. Pengfei Guan and the first author also observed that in those papers it was enough to assume the subsolution to be $C^2$ only in a neighborhood of the boundary. This observation has been used in [11] and the current paper.

Let us come back to the proof of (2.2). We have so far proven

$$(2.33) \quad |u_{\xi\eta}(x)| \leq C, \quad |u_{\xi\nu}(x)| \leq C, \quad \forall x \in \partial \Omega,$$

where $\xi$ and $\eta$ denote any unit tangent vectors and $\nu$ the unit interior normal vector to $\partial \Omega$. We have to show

$$(2.34) \quad u_{\nu\nu} \leq C \quad \text{on } \partial \Omega.$$ 

We first prove

$$(2.35) \quad M \equiv \min_{x \in \partial \Omega} \min_{\xi \in T_x(\partial \Omega), |\xi| = 1} u_{ij}(x)\xi_i\xi_j \geq c_0$$

for some $c_0 > 0$, where $T_x(\partial \Omega)$ denotes the tangent space of $\partial \Omega$ at $x \in \partial \Omega$. 
Let $\sigma$ be a smooth defining function of $\Omega$, that is, $\sigma$ is defined in a neighborhood of $\Omega$ satisfying
\[
\Omega = \{ \sigma < 0 \}, \quad \partial \Omega = \{ \sigma = 0 \}, \quad \text{and} \quad |D\sigma| = 1 \quad \text{on} \quad \partial \Omega.
\]
Since $u - u = 0$ on $\partial \Omega$, we see that $u - u = \eta \sigma$ for some function $\eta \leq 0$. Note that $D\sigma = -\nu$ on $\partial \Omega$ where $\nu$ is the interior unit normal to $\partial \Omega$. We have $\eta = -(u - u)_v$ on $\partial \Omega$ and, similarly to (2.28),
\[
u = -\frac{(u - u)_v}{\sigma}
\]
for any tangent vector field $\xi = (\xi, \ldots, \xi_n)$ to $\partial \Omega$.

We may choose coordinates in $\mathbb{R}^n$ such that $M$ is achieved at $0 \in \partial \Omega$ with $\xi = (1, 0, \ldots, 0)$ and $e_n = \nu(0)$. Thus
\[
(u - u)_v(0)\sigma_{11}(0) > \frac{1}{2}u_{11}(0),
\]
for otherwise we are done because of the uniform (local) convexity of $u$ on $\partial \Omega$.

Let $\zeta = (\zeta_1, \ldots, \zeta_n)$ be defined as
\[
\zeta_1 = -\sigma_n(\sigma^2_1 + \sigma^2_n)^{-1/2},
\]
\[
\zeta_j = 0, \quad 2 \leq j \leq n - 1,
\]
\[
\zeta_n = \sigma_1(\sigma^2_1 + \sigma^2_n)^{-1/2}.
\]
Since $\sigma_{ij}\xi_j\xi_j$ is continuous and $0 \leq (u - u)_v \leq C$ on $\partial \Omega$, there exists $c_1 > 0$ and $\delta > 0$ (which may be assumed the same as in Lemma 2.4) such that
\[
\sigma_{ij}\xi_j\xi_j(x) \geq \frac{1}{2}\sigma_{ij}\xi_j\xi_j(0) = \frac{\sigma_{11}(0)}{2} > \frac{u_{11}(0)}{4(u - u)_v(0)} \geq c_1 \quad \text{in} \quad \Omega \cap B_\delta(0).
\]
Thus the function
\[
\Phi = \frac{\varphi_{ij}\xi_j\xi_j - M}{\sigma_{ij}\xi_j\xi_j}
\]
is smooth and bounded in $\Omega \cap B_\delta(0)$. Since $\zeta(x) \in T_\xi(\partial \Omega)$ for $x \in \partial \Omega$ and $|\xi| = 1$ everywhere, we have
\[
\varphi_{ij}\xi_j\xi_j + (D(u - \varphi) \cdot D\sigma)\sigma_{ij}\xi_j\xi_j = u_{ij}\xi_i\xi_j \geq M \quad \text{on} \quad \partial \Omega.
\]
It follows that
\[
\Phi + D(u - \varphi) \cdot D\sigma \geq 0 \quad \text{on} \quad (\partial \Omega) \cap B_\delta(0).
\]
Next, we claim that
\[
L(\Phi + D(u - \varphi) \cdot D\sigma) \leq C(1 + \sum G_{ij}^i) \quad \text{in} \quad \Omega \cap B_\delta(0).
\]
To see this we only need to check
\[ L(Du \cdot D\sigma) = D\sigma \cdot L(Du) + Du \cdot L(D\sigma) + 2G^{ij}u_{si}\sigma_{sj} \]
\[ \leq C \left[ 1 + \sum G^{ii} \right] + 2F^{kl}a_{ki}y_{lj}\sigma_{sj} \]
\[ \leq C \left[ 1 + \sum G^{ii} \right] + C \sum f_i\kappa_i \]
\[ \leq C \left[ 1 + \sum G^{ii} \right]. \]

Here the third step follows from (2.6) while the last comes from the fact that \( \sum f_i\kappa_i \leq f(\kappa) \), which is a consequence of the concavity of \( f \) since \( f(0) = 0 \), as in the proof of Lemma 2.3.

Now we can apply Lemma 2.5 to \( h = \Phi + D(u - \varphi) \cdot D\sigma \) to conclude that
\[ u_{nn}(0) \leq \varphi_{nn}(0) + \Phi_{n}(0) \leq C. \]

We thus have a bound \(|D^2u(0)| \leq C\) and consequently an upper bound for all the principal curvature of the graph of \( u \) at the origin. Since \( f(\kappa(u)) \geq \psi_0 > 0 \) in \( \Omega \) and \( f = 0 \) on \( \partial\Omega^+ \), the principal curvatures at the origin admit a uniform positive lower bound. This in turn yields a positive lower bound for the eigenvalues of \( D^2u(0) \), which implies (2.35).

Finally, by (2.35) and Lemma 1.2 of [3] there exists \( R > 0 \) depending on the bounds in (2.33) such that if \( u_{\nu\nu}(x_0) \geq R \) and \( x_0 \in \partial\Omega \), then the eigenvalues \((\lambda_1, \ldots, \lambda_n)\) of \( D^2u(x_0) \) satisfy
\[ (2.37) \quad \frac{c_0}{2} \leq \lambda_\alpha \leq C, \quad \alpha \leq n - 1, \quad \lambda_n \geq \frac{R}{2}. \]

This implies a bound for \( u_{\nu\nu}(x_0) \) in view of Lemma 2.2. We therefore have established (2.34) and hence (2.2). \( \square \)

**Remark 2.7.** The tangential strict convexity estimate (2.35) on \( \partial\Omega \) holds in more general situations, i.e., when \( f \) only satisfies (1.3) and (1.5). This is a consequence of Proposition 1.1 in [10], which we restate for more general functions \( f \) as follows:

**Lemma 2.8** Suppose \( f \) satisfies conditions (1.3) and (1.5). Let \( v \in C^2(\overline{\Omega}) \) be a locally strictly convex function such that
\[ f(\lambda(D^2v)) \geq \psi_0, \quad v \begin{cases} \geq u & \text{in } \overline{\Omega}, \\ = \varphi & \text{on } \partial\Omega, \end{cases} \]
where \( \psi_0 > 0 \) is a constant and \( u \) is a function that is \( C^2 \) and locally strictly convex (up to the boundary) in a neighborhood of \( \partial\Omega \) (not necessarily a subsolution). Then
\[ v_{ij}(x)\xi_i\xi_j \geq c_0|\xi|^2 \quad \forall x \in \partial\Omega, \quad \forall \xi \in T_x(\partial\Omega), \]
for some uniform constant \( c_0 = c_0(\Omega, u, \psi_0) > 0. \)
This was proven in [10] only for the Monge-Ampère case \((f = S_n)\), but the same proof there works for the general case. So we omit it here and refer the reader to [10].

To see how Lemma 2.8 applies to our situation, we note that, since \(u\) is locally convex,

\[
(2.38) \quad f(\lambda(D^2 u)) \geq f(\kappa[u]).
\]

This inequality, which will also be used in Section 4, can be seen as follows: Let \(\lambda_1 \geq \cdots \geq \lambda_n\) and \(\kappa_1 \geq \cdots \geq \kappa_n\) be the eigenvalues of \(D^2 u\) and \(A[u]\), respectively. For any \(\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n\), we have

\[
\begin{align*}
u_{ij}\xi_i \xi_j &= w a_{kl} \gamma_{i(k} \xi_{l)} = w a_{kl} \xi'_i \xi'_j \\
\text{where} \\n\xi'_i &= \gamma_{ik} \xi_k = \xi_i + \frac{(\xi \cdot Du) u_i}{1 + w}.
\end{align*}
\]

Note that

\[
|\xi|^2 \leq |\xi'|^2 = |\xi|^2 + |\xi \cdot Du|^2 \leq w^2 |\xi|^2
\]

where \(\xi' = (\xi'_1, \ldots, \xi'_n)\). Since both \(D^2 u\) and \(A[u]\) are positive semidefinite, it follows from the minimax characterization of eigenvalues that

\[
(2.39) \quad w \kappa_k \leq \lambda_k \leq w^3 \kappa_k, \quad 1 \leq k \leq n.
\]

This proves (2.38) and therefore (2.35).

From Theorem 2.1 we can apply the \(C^{2,\alpha}\) estimates of Krylov [17] and the classical Schauder theory to derive a priori bounds for higher-order derivatives. The existence of the desired solution in Theorem 1.4 now follows from the standard continuity method and degree arguments as in [2]. The proof of Theorem 1.4 is thus complete.

In the next two sections we will need the following existence and regularity results for Lipschitz domains and boundary data. See also Trudinger [22] and theorem 1.2 in [20].

**Theorem 2.9** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^n\) with \(\partial \Omega \in C^{0,1}\). Suppose there exists a locally convex viscosity subsolution \(u \in C^{0,1}(\Omega)\) of (1.11). Then there exists a locally convex viscosity solution \(u \in C^{0,1}(\bar{\Omega})\) of (1.11) satisfying \(u = u\) on \(\partial \Omega\). If \(u\) is constant on \(\partial \Omega\), then \(u \in C^\infty(\Omega)\).

**Proof:** The existence of viscosity solution \(u \in C^{0,1}(\bar{\Omega})\) follows from Theorem 1.4 by approximation. The interior smoothness for constant boundary data follows from the interior curvature estimates of Sheng, Urbas, and Wang [20], the Evans-Krylov interior \(C^{2,\alpha}\) estimates [6, 17], and the Schauder theory. \(\Box\)
3 The Plateau Problem: Perron Solutions and Volume Minimizers

In this section we will prove Theorem 1.1, parts (i) and (ii), and Theorem 1.3. The proof is based on some important properties of locally convex hypersurfaces that are proven in [11], to which the reader is referred for details. We start with some preparations.

By a hypersurface in $\mathbb{R}^{n+1}$ we mean an immersion $\Phi : \Sigma \to \mathbb{R}^{n+1}$ where $\Sigma$ is a manifold of dimension $n \geq 2$, possibly with boundary $\partial \Sigma$. Similarly, the boundary of the hypersurface means the immersion $\Phi : \partial \Sigma \to \mathbb{R}^{n+1}$. When a point $p$ on the hypersurface is considered, it should be understood as one of its preimages in $\Sigma$. We will often simply call $\Sigma$ a hypersurface in $\mathbb{R}^{n+1}$. For a subset $U$ of $\mathbb{R}^{n+1}$ and a point $p \in \Sigma$, $\Sigma \cap U$ will denote the intrinsic component of $\Sigma \cap U$ that contains $p$, that is, $\Sigma \cap U = \Phi(U_0)$ where $U_0$ is the component of $\Phi^{-1}(\Sigma \cap U)$ that contains the point identified to $p$ in $\Phi^{-1}(p)$. In this paper, all hypersurfaces in $\mathbb{R}^{n+1}$ we consider are assumed to be compact and orientable. If two hypersurfaces have the same boundary, their orientations are assumed to be compatible; i.e., they induce the same orientation on the boundary.

For a hypersurface $\Sigma$, we will use $\text{Vol}(\Sigma)$ to denote the volume of $\Sigma$ and, at a point $p \in \Sigma$ where $\Sigma$ has a tangent hyperplane, $\nu_\Sigma(p)$ to denote the unit normal vector consistent with the orientation of $\Sigma$. The principal curvatures, denoted as $\kappa[\Sigma]$, of $\Sigma$ are the eigenvalues of the second fundamental form with respect to the induced metric. A hypersurface $\Sigma$ is said to be locally convex if for every point on $\Sigma$ there exists a neighborhood that can be written as a convex graph $x_{n+1} = u(x)$, $x \in \mathbb{R}^n$, for a suitable coordinate system in $\mathbb{R}^{n+1}$, and the convexity of $u$ is consistent with the orientation of $\Sigma$. $\Sigma$ is locally strictly convex if it is $C^2$ and its principal curvatures are all positive.

In the rest of this paper, let $\Sigma$ be a connected, locally convex hypersurface in $\mathbb{R}^{n+1}$ and assume $\Sigma$ to be $C^2$ and locally strictly convex along its boundary. We call $\Sigma$-admissible, if $\partial M = \partial \Sigma$ (and its orientation is compatible to that of $\Sigma$) and $M$ locally lies on the same side as $\Sigma$ of the tangent hyperplanes of $\Sigma$ along the boundary. As in Theorem 1.1 we use $\mathcal{A}[\Sigma]$ to denote the collection of $\Sigma$-admissible hypersurfaces.

The following theorem was first proven in [11] and independently in [24] for locally convex hypersurfaces that are locally strictly convex along the boundary. (It is stated in a different but equivalent form in [24].)

**Theorem 3.1** Let $M \in \mathcal{A}[\Sigma]$. Then at every point on $M$, locally $M$ can be represented as the graph of a convex function $u$ defined in a domain $\Omega \subset \mathbb{R}^n$ of a fixed lower bound in size such that

$$|u|_{C^{0,1}(\Omega)} \leq C_1$$

where $C_1$ depends on the second fundamental form of $\partial \Sigma$, the diameter of $M$, and the lower and upper bounds for the principal curvatures of $\Sigma$ near the boundary.
When we say that \( \Omega \) is of a lower bound in size, we mean that there exists some constant \( \delta_0 > 0 \) such that \( \Omega \) contains a ball of radius \( \delta_0 \) or a portion of a ball of radius \( \delta_0 \) separated by a smooth hypersurface (in \( \mathbb{R}^n \)) with controlled geometric quantities, with the center of the ball being in \( \overline{\Omega} \). In [11] Theorem 3.1 was stated for a slightly smaller class of admissible hypersurfaces, but its proof works for the above more general case after some minor modifications. We therefore omit it here.

An important consequence of Theorem 3.1 is the following compactness of \( \mathcal{A}[\Sigma] \):

**Theorem 3.2** Let \( \{\Sigma_k\} \) be a sequence in \( \mathcal{A}[\Sigma] \) of uniformly bounded extrinsic diameters. Then there exists a subsequence \( \{\Sigma_{k_i}\} \) converging in Hausdorff metric to some \( M \in \mathcal{A}[\Sigma] \) that is homeomorphic to each \( \Sigma_{k_i} \) for \( i \) large.

This is a consequence of Theorem 3.1 and a compactness theorem of Alexander and Ghomi [1]; see theorem 3.4 in [11].

**Proof of Theorem 1.1, Parts (i) and (ii):** To prove part (i) we first observe the following fact. Suppose \( M \) is a locally convex hypersurface whose boundary \( \partial M \) lies on one side of a hyperplane \( P \). We may assume \( P = \{x_{n+1} = 0\} \) and \( \partial M \) lies in \( \{x_{n+1} < 0\} \). Then each (intrinsic) component of \( M \cap \{x_{n+1} \geq 0\} \) is a convex disk with boundary lying on \( P \). Replacing each such component \( D \) by the piece of \( P \) bounded by \( P \cap D \), we thus obtain a locally convex hypersurface that is homeomorphic to \( M \) and has the same boundary. Now suppose that \( \partial M \) is contained in the interior of a polyhedron. Repeating the above procedure finitely many times, we will obtain a locally convex hypersurface that is homeomorphic to \( M \), has the same boundary as \( M \), and is contained in the polyhedron. Part (i) of Theorem 1.1 now follows immediately from Theorem 3.2.

We next outline the proof of part (ii) using the Perron method, first employed in [11] and independently in [24] for the Gauss curvature case; for more details, see [11].

Let \( \Sigma_0 \in \mathcal{H}_K \) where \( K \) is a fixed nonnegative constant. Applying Theorem 2.9 we can replace any disk \( D \) on \( \Sigma \) that can be represented as a graph by a uniquely determined disk \( \tilde{D} \) with \( f(\kappa(\tilde{D})) = K \) and \( \partial \tilde{D} = \partial D \). A lifting (or \( K \)-lifting) of \( \Sigma_0 \) is a locally convex hypersurface obtained by repeating this procedure finitely many times. Note that every lifting \( \tilde{\Sigma} \) of \( \Sigma_0 \) still belongs to \( \mathcal{H}_K \), i.e., \( f(\kappa(\tilde{\Sigma})) \geq K \), \( \partial \tilde{\Sigma} = \Gamma \), and \( \tilde{\Sigma} \) is homeomorphic to \( \Sigma_0 \). Moreover, we can introduce a partial order \( \preceq \) between liftings of \( \Sigma_0 \): \( \Sigma_1 \preceq \Sigma_2 \) if and only if \( \Sigma_2 \) is a lifting of \( \Sigma_1 \) or \( \Sigma_2 = \Sigma_1 \).

An important fact is that the volume strictly decreases under lifting (see lemma 4.2 of [11]). This gives us a natural way to choose a suitable sequence of liftings of \( \Sigma \) that converges to a locally convex immersed hypersurface \( M \) with \( f(\kappa[M]) \equiv K \) and \( \partial M = \Gamma \). Let \( \mathcal{L} \) be the collection of liftings of \( \Sigma_0 \) and set

\[
\mu = \inf_{L \in \mathcal{L}} \text{Vol}(L).
\]
We may select a sequence of liftings \( \Sigma_1 \leq \Sigma_2 \leq \cdots \) such that \( \text{Vol}(\Sigma_k) \to \mu \) as \( k \) tends to infinity. Since all liftings of \( \Sigma_0 \) are contained in a bounded region in \( \mathbb{R}^{n+1} \), by Theorem 3.2 \( \{\Sigma_k\} \) has a subsequence (still denoted as \( \{\Sigma_k\} \)) converging in Hausdorff metric to a locally convex hypersurface \( M \) that, in addition, is \( C^{0,1} \) up to boundary and homeomorphic to each \( \Sigma_k \). By Lemma 4.3 of [11] we have \( \text{Vol}(M) = \mu \).

By Theorem 3.1, locally (possibly after passing to a subsequence) each \( \Sigma_k \) and \( M \) can be represented as the graphs of convex functions \( v_k \) and \( v \), respectively, over a fixed domain \( \Omega \) such that \( v_k \) converges to \( v \) in \( C^{0,1}(\Omega) \). We consider in such a setting the Dirichlet problem

\[
(3.2) \quad f(\kappa[u]) = K \quad \text{in} \quad \Omega, \quad u = v_k \quad \text{on} \quad \partial \Omega.
\]

Using \( v_k \) as a subsolution we apply Theorem 2.9 to obtain for each \( k \) a unique convex solution \( u_k \in C^{0,1}(\Omega) \) of (3.2) satisfying \( u_k \geq v_k \) on \( \Omega \) and

\[
|u_k|_{C^{0,1}(\Omega)} \leq C \quad \text{independent of} \quad k.
\]

Passing to a subsequence we see \( u_k \) converges to a convex function \( u \) in \( C^{0,1}(\Omega) \) satisfying \( f(\kappa[u]) = K \) in \( \Omega \) and \( u = v \) on \( \partial \Omega \).

Replacing the graph of \( v_k \) by that of \( u_k \) over \( \Omega \), we obtain a lifting \( M_k \) of \( \Sigma_k \). Since \( \mu \leq \text{Vol}(M_k) \leq \text{Vol}(\Sigma_k) \) for each \( k \), by Lemma 4.3 of [11] we see that the volume of graph(\( u \)) is the same as that of graph(\( v \)). This implies \( u = v \) in \( \Omega \) by Lemma 4.3 of [11] and proves \( f(\kappa(M)) \equiv K \). \( \square \)

Obviously the same idea in the above argument can be used to prove the fact that every volume minimizer \( M \) in \( \mathcal{H}_K \) actually satisfies \( f(\kappa(M)) \equiv K \). But before proceeding to the proof of Theorem 1.3, we first state the following height estimate for hypersurfaces of constant curvature satisfying the structure condition (1.9). For \( f = S_k \) \((1 \leq k \leq n)\), this was proven by Rosenberg [19].

**Lemma 3.3** Let \( M \subset \{x_{n+1} \leq 0\} \) be a smooth hypersurface satisfying \( f(\kappa(M)) \equiv K \), where \( K \) is a constant, with \( \partial M \subset \{x_{n+1} = 0\} \). Suppose \( \kappa[M] \) lies in a set where \( f \) satisfies the structure conditions (1.3), (1.4), and (1.9) as well as \( f(0) = 0 \). Then there exists a positive constant \( H \) depending only on \( \sigma_2(K, K) \) such that \( M \subset \{-H \leq x_{n+1} \leq 0\} \).

**Proof:** Applying the Alexandrov reflection principle, we may assume as in [19] that \( M \) is the graph of a function \( u \leq 0 \) over a domain \( \Omega \subset \mathbb{R}^n \) with \( u = 0 \) on \( \partial \Omega \). Using the notation from Section 2, we have by (2.25) and (2.26)

\[
\mathcal{L}(u + \frac{a}{w}) = \frac{1}{w^2} \sum f_i(\kappa_i - a\kappa_i^2) \leq 0 \quad \text{in} \quad \Omega
\]

for a sufficiently large constant \( a > 0 \), where

\[
\mathcal{L} = L + \frac{2}{w} G^{ij} w_i \partial_j.
\]
Consequently, \( u + a/w \geq 0 \) by the maximum principle, and \( u \geq -a \) on \( \overline{\Omega} \), completing the proof.

Alternatively, one can reach the same conclusion using the linearized operator on the hypersurface and the identities from theorem 3.4 of [21], which are implicit in [9]. The above proof of the height estimate is the only place we need assumption (1.9). In [21] the second author proved that if \( f \) is concave and homogeneous of degree 1 (and normalized so that \( f(1, \ldots, 1) = 1 \)), then

\[
\sum f_i \kappa_i^2 \geq (f(\kappa))^2
\]

holds fairly generally. In particular, see lemma 3.7, lemma 3.8, and proposition 3.9 in [21], which shows that \((S_{k,l})^{1/(k-l)} \), \( 0 \leq l < k \leq n \), satisfies this, and so do their sums and products. Hence for the purposes of the current paper, all the reasonable examples that satisfy (1.1)–(1.6) satisfy a height estimate.

**Proof of Theorem 1.3:** Let \( M \) be a volume minimizer in \( \mathcal{H}_K \). For any point \( p \in M \), let \( N \) be a simple \( K \)-lifting of \( M \) over a disk on \( M \) containing \( p \). Then \( N \in \mathcal{H}_K \) and \( \text{Vol}(N) \leq \text{Vol}(M) \) by lemma 4.2 of [11]. Thus \( \text{Vol}(N) = \text{Vol}(M) \) since \( M \) is a volume minimizer in \( \mathcal{H}_K \). Again by lemma 4.2 of [11] we have \( N = M \). This proves \( f(\kappa[M]) \equiv K \) since \( f(\kappa[N](p)) = K \) and \( p \in M \) is arbitrary. Note that Theorem 3.1 is not needed in this part of the proof.

In order to prove the existence of volume minimizers in \( \mathcal{H}_K \) when it is non-empty, let \( \{\Sigma_k\} \) be a volume-minimizing sequence in \( \mathcal{H}_K \). To apply Theorem 3.2 we need to replace \( \{\Sigma_k\} \) by a sequence that admits a uniform bound for the diameters. As in the proof of Theorem 1.1(i) and with the aid of the height estimate (Lemma 3.3), this can be done in the following way.

Let us first assume \( \Gamma \) lies in the lower half-space \( \{x_{n+1} < 0\} \), and consider an arbitrary \( M \in \mathcal{H}_K \). Then each (intrinsic) component of \( M \cap \{x_{n+1} \geq 0\} \) is a convex disk. Let \( D \) be such a component. By the Perron method described above we obtain a convex disk \( \tilde{D} \subset \{x_{n+1} \geq 0\} \) satisfying \( f(\kappa[\tilde{D}]) = K \), \( \partial \tilde{D} = \partial D \), and, moreover, \( \text{Vol}(\tilde{D}) \leq \text{Vol}(D) \). By Lemma 4.3 in the next section, \( \tilde{D} \) is smooth in interior. Thus we can apply Lemma 3.3 to conclude that \( \tilde{D} \) is contained in \( \{0 \leq x_{n+1} \leq H\} \) for some uniform positive constant \( H \). If we replace each such \( D \) by the corresponding \( \tilde{D} \), we will obtain a hypersurface \( \tilde{M} \in \mathcal{H}_K \) having the properties that \( \text{Vol}(\tilde{M}) \leq \text{Vol}(M) \) and that \( \tilde{M} \) is contained in \( \{x_{n+1} \leq H\} \).

Now we fix a polyhedron such that \( \Gamma \) is contained in its interior. For each \( \Sigma_k \) we may repeat the above procedure (with respect to the faces of the polyhedron) finitely many times to obtain a hypersurface \( \tilde{\Sigma}_k \in \mathcal{H}_K \) contained in a fixed bounded region in \( \mathbb{R}^{n+1} \) with \( \text{Vol}(\tilde{\Sigma}_k) \leq \text{Vol}(\Sigma_k) \).

So we may simply assume all \( \Sigma_k \) to be contained in a fixed bounded region in \( \mathbb{R}^{n+1} \) and apply Theorem 3.2. There thus exists a subsequence, which will still be denoted as \( \Sigma_k \), converging in Hausdorff metric to some \( M \in \mathcal{H} \). By lemma 4.3 of [11], \( M \) satisfies (1.10).
By Theorem 3.1, near a fixed point \( p \in M \) locally (possibly after passing to a subsequence) each \( \Sigma_k \) and \( M \) can be represented as the graphs of convex functions \( v_k \) and \( v \), respectively, over a fixed domain \( \Omega \) such that \( v_k \) converges to \( v \) in \( C^{0,1}(\overline{\Omega}) \). Consequently, \( v \) satisfies
\[
 f(\kappa(v)) \geq K \quad \text{in} \ \overline{\Omega}.
\]
This proves that \( f(\kappa(M)) \geq K \) everywhere, i.e., \( M \in \mathcal{H}_K \) and therefore is a volume minimizer in \( \mathcal{H}_K \).

\[\blacksquare\]

4 Local Strict Convexity and Smoothness

In this section we prove part (iii) of Theorem 1.1. To this end let \( M \in \mathcal{A}[\Sigma] \) satisfy \( f(\kappa(M)) = K \). The case \( K = 0 \) has been proven in [11] since by assumption (1.5) the Gauss curvature of \( M \) vanishes when \( f(\kappa(M)) = 0 \). In the rest of this section we thus assume \( K > 0 \). Note that \( M \) is locally Lipschitz up to boundary, so it has local supporting hyperplanes everywhere.

**Lemma 4.1** Let \( P \) be a supporting hyperplane to \( M \) at an interior point \( q \in M \). Then
\[
 U_t \cap \partial M = \emptyset \quad \text{for all} \ t > 0 \text{ sufficiently small}
\]
where \( U_t = M \cap \{ z \in \mathbb{R}^{n+1} : (z - q) \cdot \nu_p \leq t \} \). Consequently, \( U_t \) is a convex cap for all \( t > 0 \) small.

The following proof is a modification of an argument in [11] for the Gauss curvature case.

**Proof:** Suppose this is not the case. Then we can find two points \( q_1, q_2 \in \partial M \) such that the segment \( \overline{q_1q_2} \subseteq M \cap q \) \( P \) and \( P \) is a local supporting plane of \( M \) at every point on \( \overline{q_1q_2} \). By the proof (step 3) of theorem 3.1 of [11], \( \overline{q_1q_2} \) is transversal to \( \partial M \) at the endpoints. Without loss of generality, we may assume \( P = \{ x_{n+1} = 0 \} \) and
\[
 q_i = (0, \ldots, 0, (-1)^i a, 0), \quad i = 1, 2,
\]
where \( a > 0 \). Consequently, there exists a constant \( \delta > 0 \) such that, in a neighborhood of \( \overline{q_1q_2} \), \( M \) is given as a convex graph \( x_{n+1} = u(x) \geq 0 \) over a domain
\[
 \Omega = \{ x = (x', x_n) \in \mathbb{R}^n : \rho_1(x') < x_n < \rho_2(x') \text{ for } |x'| < \delta \}
\]
with a \( C^{0,1} \) norm bound
\[
 |u|_{C^{0,1}(\overline{\Omega})} \leq C_1,
\]
where \( \rho_1 \) and \( \rho_2 \) are smooth functions since \( \partial M \) is smooth and transversal to \( \overline{q_1q_2} \). Note that \( u \) is a viscosity solution of the equation
\[
 G(D^2u, Du) = K \quad \text{in} \ \overline{\Omega}.
\]

Let \( \phi \) be a smooth function defined on \( \partial B_r \), where \( B_r \subset \Omega_0 \) is the \( n \)-ball of radius \( r \leq \delta \) centered at the origin, satisfying \( \phi(0, \pm r) = 0 \) and
\[
 \phi(x', x_n) \geq \max\{ u(x', \rho_1(x')), u(x', \rho_2(x')) \} \quad \forall (x', x_n) \in \partial B_r.
\]
This is possible since both $u(x', \rho_1(x'))$ and $u(x', \rho_2(x'))$ are smooth in $x'$ as $\partial M$ is smooth and tangential to $x_{n+1} = 0$.

Consider the Dirichlet problem

\begin{equation}
F(D^2v) \equiv G(D^2v, 0) = K \quad \text{in} \quad \overline{B_r}, \quad v = \varphi \quad \text{on} \quad \partial B_r.
\end{equation}

Under assumptions (1.3)–(1.6) and (1.8), it follows from theorem 2' of [3] (see also [23]) that there exists a unique strictly convex solution $v \in C^\infty(\overline{B_r})$ of (4.2); this is the only place we need assumption (1.8).

By the convexity of $u$ we have $F(D^2u) \geq F(A[u]) = K$ in $B_r$ from (2.38) and

$$u(x', x_n) \leq \max\{u(x', \varphi_1(x')), u(x', \varphi_2(x'))\} \quad \forall (x', x_n) \in \Omega_1,$$

which implies $v \geq u$ on $\partial B_r$. Therefore $v \geq u \geq 0$ on $\overline{B_r}$ by the comparison principle. On the other hand, we have $v(0) < 0$ since $v(0, a) = v(0, -a) = 0$ and $v$ is strictly convex. This is a contradiction. \hfill \square

We are now ready to prove the interior smoothness of $M$. Let $q \in M$ be an interior point that we may assume to be the origin of $\mathbb{R}^{n+1}$. Since $M$ is locally Lipschitz, $M$ locally near the origin can be represented as a convex graph $x_{n+1} = u(x) \geq 0$ over a domain $\Omega_1 \subset \mathbb{R}^n \equiv \{x_{n+1} = 0\}$ with a $C^{0,1}$ norm bound

$$|u|_{C^{0,1}(\overline{\Omega_1})} \leq C_1.$$

By Lemma 4.1 we have $\{u \leq t\} \cap \partial \Omega_1 = \emptyset$ for $t > 0$ sufficiently small. It therefore follows from Theorem 2.9 that $u$ is smooth in $\{u < t\}$. Consequently, $M$ is smooth and strictly convex at $q$.

Finally, by an approximation argument the smoothness and strict convexity of $M$ at boundary points follow from the boundary estimates in Section 2, combined with the $C^{2,\alpha}$ boundary estimates of Krylov [17] and the classical Schauder theory.

The proof of Theorem 1.1(iii) is complete.

Remark 4.2. With some slight modifications one can use the above argument to prove the following interior smoothness when the boundary is not necessarily smooth but is contained in a hyperplane, which has been used in the previous section to prove Theorem 1.3.

**Lemma 4.3** Let $M$ be a locally convex hypersurface satisfying $f(\kappa[M]) \equiv K > 0$ with $\partial M$ contained in a hyperplane, where $f$ satisfies the structure conditions (1.3)–(1.6). Then $M$ is smooth and locally strictly convex in interior.
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