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Abstract

This paper provides an iterative procedure for constructing hyperbolic Coxeter groups that
virtually fiber overℤ that is flexible enough to yield infinitely many isomorphism classes in each
virtual cohomological dimension (vcd) 𝑛 ≥ 2. Our procedure combines results of Jankiewicz,
Norin, and Wise with a generalization of a construction due to Osajda involving a new sim-
plicial thickening process. We also give a topological argument showing that the vcd of the
right-angled Coxeter groups produced by our construction increases by exactly one with each
iteration, guaranteeing that our process produces examples of every vcd.

1 Introduction
A group is said to virtually algebraically fiber, or just to virtually fiber, if it has a finite index
subgroup that surjects onto ℤ with finitely generated kernel. In a seminal paper, Bestvina and
Brady developed a combinatorial Morse Theory approach to determining whether certain groups
virtually algebraically fiber [2]. More recently, Jankiewicz, Norin, and Wise gave a combinatorial
criterion, based only on the existence of a certain state on the defining graph of a right-angled
Coxeter group that forms a legal orbit under a certain set of moves, to certify that Bestvina–Brady
Morse Theory applies to provide a virtual fibration [10]. This result motivated a large number of
recent results in geometric group theory and hyperbolic geometry, including examples of higher-
dimensional hyperbolic manifolds whose fundamental groups virtually fiber [1, 8, 6] and the first
hyperbolic 5-manifold known to topologically fiber over the circle [9].

The purpose of this paper is to construct new examples of Gromov hyperbolic right-angled
Coxeter groups that virtually fiber. Other than examples found in the above references, the only
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other infinite family of examples we know are due to Schesler and Zaremsky [14, Thm. 10.2]. As
Schesler and Zaremsky remark after their proof, their examples all have cohomological dimension
two. Our contribution is to construct infinitely many isomorphism classes in every cohomological
dimension.
Main Theorem. For every 𝑛 ≥ 2, there exist infinitely many isomorphism classes of hyperbolic
right-angled Coxeter groups that virtually algebraically fiber and have virtual cohomological di-
mension 𝑛.

We now describe the construction. In [12], Osajda developed a recursive construction that
builds hyperbolic right-angled Coxeter groups with arbitrarily large virtual cohomological dimen-
sion. In general, these Coxeter groups may not satisfy the hypotheses of [10, Thm. 6.14], and
therefore the combinatorial systems of moves approach developed in that paper may not apply to
provide a virtual algebraic fibration. We combine the recursive construction in [12] with a novel
“𝛼-thickening” procedure generalizing the thickening procedure used by Osajda to construct hy-
perbolic right-angled Coxeter groups whose defining graphs admit a state with a legal orbit under
an appropriate system of moves, so [10] then applies to provide a virtual fibration.

Given a finite cube complex 𝑋, our 𝛼-thickening procedure enlarges the vertex set by a surjec-
tion 𝛼 ∶ 𝑌 → 𝑉 (𝑋) from a large finite set 𝑌 , inserts a high-dimensional simplex above each vertex
of the original cube complex, and then applies the standard thickening procedure of [12]. This has
the effect of inserting enough vertices and edges into the 1-skeleton of the complex so that one can
develop a legal system of moves without changing the homotopy type of the resulting simplicial
complex. This process may be of independent interest and is developed in Section 2.2 below.

We now describe the general strategy for producing our virtually fibered hyperbolic right-angled
Coxeter groups in more detail. We work with cube complexes that are 5-large (see Section 2.2) and
satisfy the conditions of having no isolated corners and no disconnecting cubes; see Section 3 for
definitions.

1. Start with a finite 5-large cube complex 𝑋𝑛 that has no isolated corners, no disconnecting
cubes, and has (integral) cohomological dimension 𝑛.

2. Apply a carefully chosen 𝛼-thickening procedure to 𝑋𝑛 to produce the simplicial complex
𝑇𝑛 ∶= Th𝛼(𝑋𝑛). Since Th𝛼(𝑋𝑛) is homotopy equivalent to 𝑋𝑛, the simplicial complex 𝑇𝑛 also
has cohomological dimension 𝑛.

3. Using properties of the 𝛼-thickening, we verify that the 1-skeleton of 𝑇𝑛 is 5-large and admits
a legal system of moves, and therefore the associated right-angled Coxeter group 𝐺𝑛+1 is
Gromov hyperbolic and virtually fibers. Generalizing and refining the Main Theorem in
[12], we show that 𝐺𝑛+1 has cohomological dimension 𝑛 + 1. Let 𝐷𝑛+1 denote the Davis
complex for 𝐺𝑛+1.

4. Take a quotient of 𝐷𝑛+1 by a torsion-free finite index subgroup of 𝐺𝑛+1 of sufficiently high
index, and call the resulting quotient cube complex 𝑋𝑛+1. We verify that 𝑋𝑛+1 is 5-large, has
no disconnecting cubes and no isolated corners, and has cohomological dimension 𝑛 + 1.

5. Return to Step 1, replacing 𝑋𝑛 with 𝑋𝑛+1.
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Remark 1.1. For each 𝑘 ≥ 5, one can start with a 𝑘-cycle for 𝑋1. Since 𝛼-thickening only increases
the number of vertices, the resulting right-angled Coxeter group with vcd 𝑛 has abelianization of
order at least 2𝑘. Letting 𝑘 go to infinity, one obtains examples in each vcd with abelianization of
arbitrarily large order. In particular, one obtains infinitely many isomorphism classes with each
fixed vcd.
Remark 1.2. The reader might naturally wonder whether probabilistic methods could be used to
easily produce random graphs whose associated right-angled Coxeter groups satisfy the conclusions
of our main theorem. The classical edge independent model 𝐺(𝑛, 𝑝) of random graphs considers
graphs on 𝑛 vertices, where each edge has probability 𝑝 of being included. Davis and Kahle [5]
showed that within the parameter range 𝑛−1∕𝑘 ≪ 𝑝 ≪ 𝑛−1∕(𝑘+1) the right-angled Coxeter group
associated to a randomly generated graph will almost surely have cohomological dimension 𝑘 as 𝑛
goes to infinity. However, within the parameter range 1∕𝑛 ≪ 𝑝 ≪ 1 − 1

𝑛2
the random graph will

almost surely have associated right-angled Coxeter group that is not Gromov hyperbolic (see [3, Cor.
2.2]. Thus within the random model 𝐺(𝑛, 𝑝), the random graphs that will almost surely produce
right-angled Coxeter groups of cohomological dimension at least 2 will almost surely correspond
to right-angled Coxeter groups that are not Gromov hyperbolic.
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2 Systems of Moves and Thickenings of Cube Complexes
In what follows we use some of the general theory of CAT(0) cube complexes. See [4, 13] for
standard references.

2.1 Jankiewicz–Norin–Wise States and Moves
The proof that our right-angled Coxeter groups virtually fiber relies on the systems of moves and
legal states defined and developed by Jankiewicz, Norin, and Wise in [10]. Here we quickly discuss
their terminology and the main result that we will use in this paper. In what follows ℤ2 will denote
the cyclic group of order two.

Let Γ = Γ(𝑉 ) be a finite simplicial graph with vertex set 𝑉 . A state of Γ is a function
𝜑 ∶ 𝑉 → ℤ2, which amounts to an assignment of 0 or 1 to every vertex in the graph. A state
is said to be legal if the subgraphs of 𝑉 induced by 𝜑−1(0) and 𝜑−1(1) are both connected and
nonempty. A move at 𝑣 ∈ 𝑉 is a state 𝑚𝑣 with the following properties:

1. 𝑚𝑣(𝑣) = 1
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2. 𝑚𝑣(𝑢) = 0 if 𝑢 and 𝑣 are adjacent in Γ.
A system of moves is a choice 𝑚𝑣 for each 𝑣 ∈ 𝑉 . A move is typically not a legal state, except in the
case where 𝑚−1

𝑣 (1) = {𝑣} and 𝑣 is not a cut point. Notice that it is allowable for two nonadjacent
vertices to be assigned the same move, meaning that 𝑚𝑣 = 𝑚𝑤 as functions from 𝑉 to ℤ2.There is a natural bijection between the collection of states and the group ℤ𝑉

2 . This gives the
collection of states the structure of an abelian group and, in particular, the subgroup 𝑀 ≤ ℤ𝑉

2generated by a system of moves is well-defined. A system of moves is called legal if there exists a
legal state 𝑆 such that every state in the set

𝑀 ⋅ 𝑆 = {𝑚 + 𝑆 ∶ 𝑚 ∈ 𝑀}

is a legal state, and such an orbit 𝑀 ⋅𝑆 is called a legal orbit. Using this setup, Jankiewicz, Norin,
and Wise applied Bestvina–Brady Morse Theory [2] to prove the following result.
Theorem 2.1 (Theorem 4.3 and Corollary 4.4 in [10]). Suppose that Γ is a finite graph on which
there exists a legal system of moves. Then the right-angled Coxeter group 𝐺 with defining graph Γ
virtually algebraically fibers.

2.2 Simplicial Thickenings of Cube Complexes
Let 𝑋 denote a cube complex. Osajda [12] defines the thickening Th(𝑋) of 𝑋 to be the simplicial
complex whose vertices are the same as the vertices of 𝑋, and vertices 𝑣1,… , 𝑣𝑘 of Th(𝑋) span
a simplex if and only if the vertices 𝑣1,… , 𝑣𝑘 are contained in a common cube of 𝑋. Osajda’s
thickening is a special case of our more general 𝛼-thickening discussed below. To distinguish
between the ideas, we refer to Osajda’s thickening using the notation Th1(𝑋).

We recall some terminology related to simplicial complexes. A subcomplex Σ′ ⊂ Σ is full
if every simplex of Σ whose vertices lie in Σ′ is actually contained in Σ′. A simplicial complex
Σ is flag if every (𝑘 + 1)-tuple of pairwise adjacent vertices spans a 𝑘-simplex. Flag simplicial
complexes are completely determined by their 1-skeleton. For 𝑘 ≥ 5, we say a simplicial complex
Σ is 𝑘-large if it is flag, and any embedded cycle of length < 𝑘 fails to be full. Note that, for 𝑘 = 5,
this implies that for any embedded 4-cycle (𝑣1, 𝑣2, 𝑣3, 𝑣4), one of the diagonals must be present, i.e.
either 𝑣1 is joined to 𝑣3 by an edge, or 𝑣2 is joined to 𝑣4. The property of being 5-large is sometimes
also called the “flag-no-square” condition.

A simplicial complex or cube complex is called locally 𝑘-large if the link of every vertex is a
𝑘-large simplicial complex. If 𝑋 is a locally 5-large cubical complex, then Th1(𝑋) is also a locally
𝑘-large simplicial complex [12, Lem. 3.2]. Since we will often have to keep track of whether or not
vertices lie in a common cube, we will make use of the following:
Definition 2.2. Two distinct vertices 𝑣 and 𝑤 in a cube complex 𝑋 have cubical distance 1 if and
only if they are contained in a common cube. More generally, the cubical distance 𝑑cube(𝑣,𝑤) be-
tween distinct vertices 𝑣 and 𝑤 is the minimum length of a sequence of vertices 𝑣 = 𝑣1,… , 𝑣𝑛 = 𝑤
where 𝑑cube(𝑣𝑖, 𝑣𝑖+1) = 1 for each 𝑖.

Given a vertex 𝑣 in a cube complex 𝑋, the cubical 𝑘-neighborhood of 𝑣 is the subcomplex
spanned by all vertices at cubical distance ≤ 𝑘 from 𝑣. It will be convenient for our purposes to
introduce the following terminology:
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𝛼 map

Figure 1: A cube complex 𝑋 on the left and a generic 𝛼-thickening Th𝛼(𝑋)
on the right. The 𝛼-thickenings can become extremely combinatorially com-
plicated.

Definition 2.3. Let 𝑋 be a cube complex. We say 𝑋 is 5-large if it is locally 5-large, and has the
property that the cubical 2-neighborhood of every vertex is contractible.

Note that any locally 5-large cube complex is locally CAT(0) by Gromov’s Lemma (see [4, App.
I]). It follows that a simply connected locally 5-large cube complex is CAT(0). In particular, if 𝑋
is a 5-large cube complex, then the universal cover �̃� is a CAT(0) cube complex. The hypothesis
on cubical 2-neighborhoods allows us to identify such neighborhoods in 𝑋 with corresponding
neighborhoods in the universal cover �̃�.

In order to construct a legal system of moves as defined in Section 2.1, we will need a larger
thickening than the one introduced by Osajda. The definition is as follows.
Definition 2.4. Let 𝑋 be a finite cube complex with vertex set 𝑉 (𝑋). Given a finite set 𝑌 equipped
with a surjective map 𝛼 ∶ 𝑌 → 𝑉 (𝑋), the 𝛼-thickening of 𝑋 is the unique simplicial com-
plex Th𝛼(𝑋) with vertex set 𝑌 so that 𝑦0,… , 𝑦𝑘 ∈ 𝑌 span a 𝑘-simplex of Th𝛼(𝑋) if and only
if 𝛼(𝑦0),… , 𝛼(𝑦𝑘) are contained in a common cube of 𝑋.

Note that the vertex set 𝑌 is implicit in our notation Th𝛼(𝑋) for the 𝛼-thickening. Two special
cases of the thickening are noteworthy:

• If 𝑋 = {𝑥} and 𝑌 = {𝑦0,… , 𝑦𝑛}, then 𝛼 ∶ 𝑌 → 𝑋 is the constant map and Th𝛼(𝑋) is a
single 𝑛-simplex.

• On any cube complex 𝑋, we can recover the thickening Th1(𝑋) defined by Osajda [12], as it
coincides with the 𝛼-thickening associated with the identity map 𝛼 = Id ∶ 𝑉 (𝑋) → 𝑉 (𝑋).

We also note that there is an embedding of the Osajda thickening Th1(𝑋) ↪ Th𝛼(𝑋) into the 𝛼-
thickening associated with any section of the map 𝛼 ∶ 𝑌 → 𝑉 (𝑋). Moreover, Th𝛼(𝑋) deformation
retracts to the image of Th1(𝑋), and hence we have a homotopy equivalence Th𝛼(𝑋) ≃ Th1(𝑋).
Combining this with the homotopy equivalence Th1(𝑋) ≃ 𝑋 (see [12, Lem. 3.5]) we see that
Th𝛼(𝑋) ≃ 𝑋. Next we show that the thickening inherits 5-largeness.
Lemma 2.5. Suppose 𝑋 is a 5-large cubical complex. Then for any surjective 𝛼 ∶ 𝑌 → 𝑉 (𝑋), the
simplicial complex Th𝛼(𝑋) is 5-large.
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Proof. Consider the universal cover �̃� of 𝑋. Since �̃� is a locally 5-large, simply connected cube
complex, we have that Th1(�̃�) is 5-large; see [12, Prop. 3.4]. The covering map �̃� → 𝑋 nat-
urally induces a covering map Th1(�̃�) → Th1(𝑋). Our hypothesis guarantees that cubical 2-
neighborhoods in 𝑋 lift to cubical 2-neighborhoods in �̃�. It follows that the combinatorial 2-
neighborhoods in Th1(𝑋) lift isomorphically to combinatorial 2-neighborhoods in Th1(�̃�). How-
ever, the properties of being flag and 5-large are local: they only involve cycles of length at most 4.
Any such cycle is contained in a combinatorial 2-neighborhood, so Th1(𝑋) is also 5-large. For the
general case where Th𝛼(𝑋) is an arbitrary thickening, it is straightforward to use the embeddings
Th1(𝑋) ↪ Th𝛼(𝑋) to reduce to the Th1(𝑋) case. We leave the details to the reader.

3 Thickenings that produce legal systems of moves
This section contains the construction used to prove the Main Theorem. Throughout this section,
𝑋 will denote a connected finite cube complex.

3.1 Thickening 𝕋 , states, and moves
We begin by defining the thickening 𝕋 (𝑋) of a cube complex 𝑋 (shown in Figure 2) that, when
applied to a cube complex 𝑋 with the appropriate properties, will admit a legal system of moves.
Definition 3.1. The vertices of 𝕋 (𝑋) are defined to be the following subset of 𝑉 (𝑋) × 𝑉 (𝑋):

𝑉 (𝕋 (𝑋)) =
{

(𝑣,𝑤) ∶ 𝑑cube(𝑣,𝑤) ≥ 2 in 𝑋
}

The map 𝛼 ∶ 𝑉 (𝕋 (𝑋)) → 𝑉 (𝑋) is simply projection onto the first factor.
In other words, 𝑉 (𝕋 (𝑋)) consists of ordered pairs of vertices 𝑣,𝑤 of 𝑋 that are not contained in

a common cube. To simplify notation, we will denote the second coordinate as a subscript, so that
the 𝛼-map just forgets the subscript, i.e., for the vertex 𝑣𝑤 ∈ 𝑉 (𝕋 (𝑋)) one has 𝛼(𝑣𝑤) = 𝑣. Also, if
the vertex in the subscript is irrelevant, we will sometimes use the notation 𝑣 to denote a generic
element of 𝛼−1(𝑣).

𝛼 map

𝑣1 𝑣2 𝑣3 𝑣4

𝑣5 𝑣6

⋯

(𝑣1, 𝑣3)
(𝑣1, 𝑣4)

(𝑣1, 𝑣5)
(𝑣1, 𝑣6)

(𝑣6, 𝑣4)

⋯

(𝑣6, 𝑣1)

Figure 2: A cube complex 𝑋 on the left and the thickening 𝕋 (𝑋) on the
right, highlighting the labeling of the preimages 𝛼−1(𝑣1) and 𝛼−1(𝑣6).
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Next we define the initial state on 𝕋 (𝑋). We start by fixing once and for all a reference indexing
𝑉 (𝑋) = {𝑥1,… , 𝑥𝑘} of the vertices of 𝑋. In terms of this reference indexing, we then assign

(𝑣𝑤) = 1 if and only if 𝑣 = 𝑥𝑖, 𝑤 = 𝑥𝑗 and 𝑖 < 𝑗. (1)
Suppose 𝑣,𝑤 ∈ 𝑉 (𝑋) with 𝑑cube(𝑣,𝑤) ≥ 2, so there are associated vertices 𝑣𝑤, 𝑤𝑣 ∈ 𝕋 (𝑋).

The key property of our starting state  is that it assigns opposite values to these two vertices. If
𝑣 = 𝑥𝑖, 𝑤 = 𝑥𝑗 , and 𝑖 < 𝑗, then (𝑣𝑤) = 1 and (𝑤𝑣) = 0.

We now define the system of moves that, when paired with the state  from equation (1), pro-
duce a legal system on 𝕋 (𝑋).
Definition 3.2. Given any pair of vertices 𝑣,𝑤 ∈ 𝑋 at cubical distance ≥ 2, we define the function
𝑚𝑣𝑤 ∶ 𝑉 (𝕋 (𝑋)) → ℤ2 by setting 𝑚𝑣𝑤(𝑣𝑤) = 𝑚𝑣𝑤(𝑤𝑣) = 1 and 𝑚𝑣𝑤 to be identically zero on all
other vertices.

Note that the vertices 𝑣𝑤 and 𝑤𝑣 are not adjacent in 𝕋 (𝑋), since they are at cubical distance
at least 2 in 𝑋. This implies that each function 𝑚𝑣𝑤 is a move at the vertices 𝑣𝑤 and 𝑤𝑣 (and in
fact, 𝑚𝑣𝑤 = 𝑚𝑤𝑣). Informally, the move 𝑚𝑣𝑤 toggles the ℤ2-assignment of both vertices 𝑣 and 𝑤,
and preserves the ℤ2-assignment of all other vertices. Let 𝑀 denote the subgroup generated by the
system of moves.
Remark 3.3. Note that 𝑚(𝑣𝑤) ≠ 𝑚(𝑤𝑣) for any 𝑚 ∈ 𝑀 and vertices 𝑣,𝑤 ∈ 𝑉 (𝑋) with
𝑑cube(𝑣,𝑤) ≥ 2. Indeed, the initial state satisfies (𝑣𝑤) ≠ (𝑤𝑣), and every generator of 𝑀 assigns
the same value to 𝑣𝑤 and 𝑤𝑣, and hence keeps the ℤ2-assignment of 𝑣𝑤 and 𝑤𝑣 different.

3.2 Verifying the system is legal
The thickening 𝕋 (𝑋) can be applied to any finite cube complex 𝑋. We will now find suitable
conditions on 𝑋 to guarantee the initial state and moves on 𝕋 (𝑋) provide a legal system. The
required assumptions on 𝑋 are contained in the next two definitions.
Definition 3.4. A cube complex 𝑋 has no isolated corners if, given any cube □ ⊂ 𝑋 and vertex
𝑣 ∈ □, there exists a vertex 𝑤 adjacent to 𝑣 and satisfying 𝑤 ∉ □. It has no disconnecting cubes
if there is no cube whose removal disconnects 𝑋.

Our goal in this section will be to establish the following
Proposition 3.5. Let𝑋 be a 5-large cube complex. If𝑋 has no disconnecting cubes and no isolated
corners, then the initial state and system of moves {𝑚𝑣𝑤} defined in this section form a legal system
of moves on the 1-skeleton of 𝕋 (𝑋).

The following definition and lemma will be used in the proof of this result.
Definition 3.6. Fix a cube complex 𝑋, a thickening Th𝛼(𝑋), a state 𝑆 on 𝑉 (Th𝛼(𝑋)), and 𝜖 ∈ ℤ2.We define the detection function corresponding to 𝑆 by

𝛿𝜖 ∶ 𝑉 (𝑋) ⟶ {Y,N}

as follows. If there exists 𝑣 ∈ 𝛼−1(𝑣) with 𝑆
(

𝑣
)

= 𝜖, then 𝛿𝜖(𝑣) = Y. Otherwise 𝛿𝜖(𝑣) = N.
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The function 𝛿𝜖 detects whether or not there is a vertex in the 𝛼-preimage of 𝑣 that is assigned a
value of 𝜖 by 𝑆. If such a vertex exists, then 𝛿𝜖 assigns a value of Y for “yes”. Otherwise, it assigns
N for “no”. Also note that, while we suppress this in the notation, the detection function 𝛿𝜖 depends
on the state 𝑆. In what follows the given state will always be clear from context.
Lemma 3.7. Let 𝑋 be a 5-large cube complex with no isolated corners and no disconnecting cubes,
and let 𝕋 (𝑋) be the associated thickening. Fix 𝑚 ∈ 𝑀 and 𝜖 ∈ ℤ2. Let 𝛿𝜖 denote the detection
function corresponding to the state 𝑚 . Then there exists a cube □𝑚 in 𝑋 such that 𝑣 ∉ □𝑚 implies
𝛿𝜖(𝑣) = 𝑌 .

Note that the cube □𝑚 may not be unique. In fact, 𝛿𝜖(𝑣) could be Y for all 𝑣 ∈ 𝑉 (𝑋), in which
case any cube in 𝑋 vacuously satisfies the conclusion of the lemma. Further, it is possible that
𝛿𝜖(𝑣) = Y for some (or even all) of the vertices 𝑣 ∈ □𝑚.
Proof of Lemma 3.7. Suppose 𝑣 ∈ 𝑉 (𝑋) satisfies 𝛿𝜖(𝑣) = N, and let 𝑤 ∈ 𝑉 (𝑋) be any vertex with
𝑑cube(𝑣,𝑤) ≥ 2. Then there are associated vertices 𝑣𝑤 and 𝑤𝑣 in 𝑉 (𝕋 (𝑋)), and Remark 3.3 implies
that 𝑚(𝑣𝑤) ≠ 𝑚(𝑤𝑣). Since 𝛿𝜖(𝑣) = N, this means by definition that 𝑚(𝑣𝑤) ≠ 𝜖, and therefore
𝑚(𝑤𝑣) = 𝜖 and so 𝛿𝜖(𝑤) = Y. This shows that all vertices 𝑥 with 𝛿𝜖(𝑥) = N must be at cubical
distance 1 from each other.

It now remains to argue that all such vertices {𝑣1,… , 𝑣𝑘} lie in a common cube in 𝑋. We know
from Lemma 2.5 that 𝕋 (𝑋) is 5-large, and hence flag. By the above reasoning, the preimages of all
the 𝑣𝑖 form a collection of pairwise adjacent vertices in 𝕋 (𝑋). Since 𝕋 (𝑋) is flag, this collection
of vertices span a simplex in 𝕋 (𝑋). By the definition of a thickening, this implies the vertices
{𝑣1,… , 𝑣𝑘} are all contained in a common cube of 𝑋.

With the Lemma in hand, we can now establish Proposition 3.5.
Proof of Proposition 3.5. Choose 𝑚 ∈ 𝑀 and 𝜖 ∈ ℤ2, and let □𝑚 be the cube provided by
Lemma 3.7. Then fix 𝑥, 𝑦 ∈ 𝑉 (𝕋 (𝑋)) such that 𝑚 (

𝑥
)

= 𝑚
(

𝑦
)

= 𝜖. We must show that 𝑥
and 𝑦 are connected by a path within the subgraph induced by the set of vertices (𝑚)−1 (𝜖).

Set 𝑥 = 𝛼
(

𝑥
) and 𝑦 = 𝛼

(

𝑦
). We first assume that neither 𝑥 nor 𝑦 are contained in □𝑚. Since

𝑋 has no disconnecting cubes, there is a (cubical) path 𝑥 ∗ 𝑣1 ∗ 𝑣2 ∗ … ∗ 𝑣𝑘 ∗ 𝑦 that does not
meet □𝑚. Then 𝛿𝜖(𝑣𝑖) = Y for each 𝑖, since all vertices with an output of N are contained in □𝑚.
Hence, for each 𝑖 there exists 𝑣𝑖 ∈ 𝛼−1(𝑣𝑖) such that 𝑚 (

𝑣𝑖
)

= 𝜖. The path 𝑥 ∗ 𝑣1 ∗ … ∗ 𝑣𝑘 ∗ 𝑦
thus connects 𝑥 to 𝑦 via vertices in (𝑚)−1 (𝜖).

Now, suppose that either 𝑥 or 𝑦 is in □𝑚. If both 𝑥 and 𝑦 are in □𝑚 then the desired conclusion
is clear, since all vertices in 𝛼−1(𝑥) and 𝛼−1(𝑦) are connected by an edge in 𝕋 (𝑋). Without loss of
generality assume 𝑦 is in □𝑚 and 𝑥 is not. Since 𝑋 has no isolated corners, there exists 𝑧 ∈ 𝑉 (𝑋)
connected to 𝑦 by an edge, with 𝑧 ∉ □𝑚. The reasoning in the previous paragraph connects 𝑥 to
some vertex 𝑧 ∈ 𝛼−1(𝑧) with a path contained in (𝑚)−1 (𝜖). We then append 𝑦 to the end of the
path since it is connected by an edge to 𝑧 by assumption.
Remark 3.8. The assumptions that there are no disconnecting cubes and no isolated corners on 𝑋
are not only sufficient for 𝑋 to admit an 𝛼-thickening with a legal system of moves, but they are
also necessary. Suppose 𝑋 does not satisfy the no disconnecting cube condition, and let □ denote
a maximal cube whose removal disconnects 𝑋. Then one can apply a sequence of moves making
every vertex 𝑣 ∈ □ satisfy 𝛿𝜖(𝑣) = N. In this way, □ would serve as an “𝜖-blockade” between
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the two components of 𝑋 ⧵□, and thus the corresponding system of moves would not be legal. If
𝑋 does not satisfy the no isolated corner condition, then any such corner vertex 𝑣 ∈ □ could be
similarly blocked from the rest of the cube complex, by applying a sequence of moves that change
the vertices above all the vertices in □ ⧵ 𝑣.

4 Proof of the Main Theorem
We now prove our main theorem following the inductive scheme outlined in the introduction. We
start with a finite cube complex 𝑋𝑛 having the following four properties:

• 𝑋𝑛 is 5-large;
• 𝑋𝑛 has no disconnecting cubes;
• 𝑋𝑛 has no isolated corners;
• 𝑋𝑛 has cohomological dimension 𝑛.

We start our process at the initial stage 𝑛 = 1, by taking 𝑋1 to be a cycle of length at least five.
Note that all four of the above properties are then immediate.

Now consider the thickening 𝑇𝑛 ∶= 𝕋 (𝑋𝑛) of 𝑋𝑛 defined in the preceding section. The 1-
skeleton of the simplicial complex 𝑇𝑛 defines a right-angled Coxeter group 𝐺𝑛+1. The proof now
has the following three steps.
Step 1: Verify that the 1-skeleton of 𝑇𝑛 has the sufficient graph theoretic properties for 𝐺𝑛+1 to be
Gromov hyperbolic and virtually fiber.
Step 2: Check that 𝐺𝑛+1 has virtual cohomological dimension 𝑛 + 1.
Step 3: If 𝐷𝑛+1 is the Davis complex associated with the Coxeter group 𝐺𝑛+1, then verify that there
is a suitable torsion-free finite index subgroup Λ ≤ 𝐺𝑛+1 so that 𝑋𝑛+1 = 𝐷𝑛+1∕Λ satisfies the four
properties in our inductive scheme.

The first step follows immediately from the arguments in Section 3. Indeed, Lemma 2.5 shows
that the simplicial complex 𝑇𝑛 is 5-large, so the Coxeter group 𝐺𝑛+1 will be Gromov hyperbolic.
Moreover, Proposition 3.5 shows that the 1-skeleton of 𝑇𝑛 has a legal system, so the Coxeter group
𝐺𝑛+1 will virtually fiber by [10, Thm. 6.14]. This completes verification of the first step.

For Step 2, we want to compute the virtual cohomological dimension of the right-angled Coxeter
group 𝐺𝑛+1 associated with the complex 𝑇𝑛. A result of Davis (see [4, Cor. 8.5.5]) allows us to
compute the virtual cohomological dimension from the topology of the simplicial complex 𝑇𝑛:

vcd(𝐺𝑛+1) = max
𝜎⊂𝑇𝑛

{

𝑛 ∶ 𝐻
𝑛−1

(𝑇𝑛 ⧵ 𝜎) ≠ 0
}

. (2)

To calculate the cohomological dimension of spaces of the form 𝑇𝑛 ⧵ 𝜎 where 𝜎 is a simplex of 𝑇𝑛,we will use a Mayer–Vietoris sequence. This will require certain auxiliary subsets of 𝑇𝑛 that we
now introduce.
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Given a simplicial complexΣ, we can metrizeΣ by making each simplex isometric to a spherical
all right simplex of the appropriate dimension. Therefore each edge has length 𝜋∕2, each triangle
is isometric to the portion of the 2-sphere in the positive octant, and so forth. Given a simplex
𝜎 ⊂ Σ, consider the set 𝑆(𝜎,Σ) of points at distance 𝜖 > 0 from 𝜎, thought of as a sphere centered
on 𝜎. Note that the topology of this space is independent of the choice of small positive 𝜖 > 0. For
example, if 𝑣 ∈ Σ is any vertex, then 𝑆(𝑣,Σ) is homeomorphic to the link lk(𝑣,Σ). However, for
higher dimensional simplices, 𝑆(𝜎,Σ) is a more complicated space built up from the links of 𝜎 as
well as the links of the faces of 𝜎. In the next section, we will establish the following:
Proposition 4.1. For every nonempty simplex 𝜎 ⊂ 𝑇𝑛, we have that cd

(

𝑆(𝜎, 𝑇𝑛)
)

≤ 𝑛 − 1.

Here the cohomological dimension cd(𝑍) of a space 𝑍 is the largest integer 𝑘 such that 𝐻𝑘(𝑍)
is nontrivial, which is a slight abuse of terminology1. The proof of Proposition 4.1 will be postponed
until the next section, as it is somewhat involved. Assuming this result, we can now continue our
verification of the second step.
Proposition 4.2. The group 𝐺𝑛+1 has virtual cohomological dimension = 𝑛 + 1.

Proof. Equation (2) implies the virtual cohomological dimension of 𝐺𝑛+1 can be computed from
the complex 𝑇𝑛. In particular, its vcd is one more than the maximal cohomological dimension
cd(𝑇𝑛 ⧵ 𝜎), where 𝜎 ranges over all simplices 𝜎 ⊂ 𝑇𝑛. In the special case where 𝜎 = ∅, we see that
cd(𝑇𝑛) = cd(𝑋𝑛) = 𝑛, establishing the lower bound vcd(𝐺𝑛+1) ≥ 𝑛 + 1.

To show that vcd(𝐺𝑛+1) = 𝑛 + 1 we must verify that cd(𝑇𝑛 ⧵ 𝜎) ≤ 𝑛 for each nonempty sim-
plex 𝜎 ⊂ 𝑇𝑛. Given such a simplex 𝜎, cover 𝑇𝑛 by two open sets 𝑈, 𝑉 , by setting 𝑈 to be an
𝜖-neighborhood of 𝜎, and 𝑉 to be the complement 𝑇𝑛 ⧵ 𝜎. The intersection 𝑈 ∩ 𝑉 is then homo-
topy equivalent to 𝑆(𝜎, 𝑇𝑛). Since 𝑈 is contractible, the Mayer–Vietoris sequence in cohomology
reduces to the long exact sequence:

⋯ ⟶ 𝐻 𝑖(𝑇𝑛) ⟶ 𝐻 𝑖(𝑇𝑛 ⧵ 𝜎) ⟶ 𝐻 𝑖(𝑆(𝜎, 𝑇𝑛)) ⟶ 𝐻 𝑖+1(𝑇𝑛) ⟶ ⋯

Since cd(𝑇𝑛) = 𝑛, the sequence gives us isomorphisms 𝐻 𝑖(𝑇𝑛 ⧵ 𝜎) ≅ 𝐻 𝑖(𝑆(𝜎, 𝑇𝑛)) in all degrees
𝑖 ≥ 𝑛+1. However we know from Proposition 4.1 that cd(𝑆(𝜎, 𝑇𝑛)) ≤ 𝑛−1, so the groups𝐻 𝑖(𝑇𝑛⧵𝜎)then vanish when 𝑖 ≥ 𝑛+1. We conclude that cd(𝑇𝑛 ⧵ 𝜎) ≤ 𝑛, as desired. This completes the proof
of the proposition.

We now proceed to the third step, namely checking that the inductive hypotheses are satisfied
for a suitable quotient 𝑋𝑛+1 of the Davis complex 𝐷𝑛+1. We first prove that the analogous properties
for the associated Davis complex are satisfied, then verify that they descend to a suitably chosen
quotient of the Davis complex.
Lemma 4.3. The Davis complex 𝐷𝑛+1 is 5-large, has no isolated corners, has no disconnecting
cubes, and the group 𝐺𝑛+1 is one-ended.

1This is not the standard definition, as cohomological dimension is usually defined as the largest 𝑘 so that
𝐻𝑘(𝑍,𝐶) ≠ 0 for some closed subset 𝐶 ⊂ 𝑍. Throughout our paper we are working with the special case where
𝐶 = ∅. Nevertheless, it will be convenient to use the notation cd(𝑍), which could be smaller than the classically
defined cohomological dimension of 𝑍. We hope this will not cause confusion for the reader.

10



Proof. Links of the vertices of 𝐷𝑛+1 are copies of the 5-large simplicial complex 𝑇𝑛, so local 5-
largeness is immediate. Moreover, cubical neighborhoods of vertices in CAT(0) cube complexes
(such as 𝐷𝑛+1) are known to be convex (see [7, Lem. 13.15]) hence contractible. This verifies that
𝐷𝑛+1 is 5-large. Recall that the 1-skeleton of the Davis complex is canonically identified with the
Cayley graph of the Coxeter group with respect to its standard generators. To see that 𝐷𝑛+1 has no
isolated corners, just note that at an isolated corner, the link would have to be a single simplex. This
is impossible, since the link is 𝑇𝑛, which is not contractible since cd(𝑇𝑛) ≠ 0. It remains to check
that 𝐷𝑛+1 has no disconnecting cubes, and it is sufficient to argue that 𝐺𝑛+1 is one-ended. This can
be determined from 𝑇𝑛 by verifying that the complement 𝑇𝑛 ⧵ 𝜎 is connected for every simplex
𝜎 ⊂ 𝑇𝑛; see [4, Thm. 8.7.2]. However, this is clear since 𝑇𝑛 is a thickening of 𝑋𝑛 and, by induction,
𝑋𝑛 has no disconnecting cubes and no isolated corners. Noting that the simplex 𝜎 lies above a cube,
the argument in the proof of Proposition 3.5 shows the complement of 𝜎 is connected.
Corollary 4.4. For a suitable finite index torsion-free subgroup Λ ≤ 𝐺𝑛+1, the finite cube com-
plex 𝑋𝑛+1 ∶= 𝐷𝑛+1∕Λ is 5-large, has no disconnecting cubes, has no isolated corners, and has
cohomological dimension = 𝑛 + 1.

Proof. Concerning the cohomological dimension, we have the series of equalities
cd(𝑋𝑛+1) = cd(Λ) = vcd(𝐺𝑛+1) = 𝑛 + 1.

The first equality follows from the fact that the Davis complex 𝐷𝑛+1 is CAT(0) and thus is con-
tractible, hence 𝑋𝑛+1 is an Eilenberg–MacLane space 𝐾(Λ, 1). Since Λ is a finite index torsion-free
subgroup of 𝐺𝑛+1, the second equality is a well-known result of Serre [4, Thm. F.3.4]. The third
equality follows directly from Proposition 4.2. This establishes the statement on the cohomological
dimension.

Next we observe that the properties of being locally 5-large and having no isolated corners are
purely local, in that they can be determined by looking at the cubical 2-neighborhood of vertices.
From Lemma 4.3 we see that the local requirements are verified for cubical 2-neighborhoods of
vertices in the Davis complex𝐷𝑛+1. Therefore, if the 2-cubical neighborhoods in𝑋𝑛+1 lift to cubical
2-neighborhoods in the universal cover, we would obtain the desired properties for 𝑋𝑛+1. It is
now a very standard consequence of residual finiteness of the Coxeter group 𝐺𝑛+1 that there is
a finite index subgroup Λ of 𝐺𝑛+1 with this lifting property. Lastly, we need to verify that 𝑋𝑛+1has no disconnecting cubes. This is again standard, following from Lemma 4.3 since 𝐷𝑛+1 has no
disconnecting cubes and 𝐺𝑛+1 is one-ended.

5 Calculating the virtual cohomological dimension

5.1 Topology of links, spheres, and balls
In this subsection we establish some useful results on links, spheres, and balls in simplicial com-
plexes. The reader who is primarily interested in the proof of Proposition 4.1 can skip over this
subsection, referring back to results as needed. We merely observe that the simplicial complexes
𝑇𝑛 are 5-large (see Lemma 2.5), as are all the links in 𝑇𝑛. Therefore all results in this section apply
to them.
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Recall that lk(𝜎,Σ) is an abstract simplicial complex with vertices corresponding to simplices
containing 𝜎 as a codimension one face, and where a collection of vertices spans a simplex in
lk(𝜎,Σ) if and only if the corresponding simplices in Σ are contained in a common larger simplex
in Σ. This abstract definition holds for general simplicial complexes. In the special case where Σ
is a flag simplicial complex, the link of a simplex 𝜎 ⊂ Σ can be identified with the full subcomplex
lk(𝜎,Σ) of Σ spanned by all vertices at combinatorial distance one from all vertices of 𝜎. Note that
the property of being 5-large and flag is inherited by full subcomplexes, and thus it is inherited by
links.

Similarly, if □ is a cube in the CAT(0) cube complex 𝑋, we can define the abstract combi-
natorial link of the cube. Vertices are the cubes containing □ as a codimension one face, and a
collection of vertices spans a simplex if and only if the corresponding cubes lie in a common larger
cube. There is also an alternative geometric interpretation of the link. We can define the geometric
link of □ by choosing a point 𝑝 in the interior of □, and looking at the space of unit tangent vectors
at 𝑝 that are orthogonal to the cube □. Thus each cube containing □ contributes a single simplex to
the geometric link. The two notions of link are closely related, as they give homeomorphic spaces.
The combinatorial link is purely combinatorial, whereas the geometric link can also be endowed
with a metric structure under which each simplex is isometric to an all right spherical simplex.
We will shift between the geometric link and the combinatorial link as convenient, and denote this
common topological space by lk(□, 𝑋).
Lemma 5.1. Let 𝑋 be an arbitrary cube complex, □ ⊂ 𝑋 be a cube, and 𝑣 ∈ □ be a vertex of
the cube. The cube □ defines a simplex 𝜏 ⊂ lk(𝑣,𝑋), and there is a combinatorial isomorphism
lk(□, 𝑋) ≅ lk(𝜏, lk(𝑣,𝑋)).

lk(□, 𝑋)

□

𝜏
𝑣

lk(𝜏, lk(𝑣,𝑋))

Figure 3: The combinatorial isomorphism in Lemma 5.1.

Proof. Recall that vertices in lk(□, 𝑋) are given by cubes □′ satisfying □ ⊂ □′ for which
dim(□′) = dim(□)+1. Considering the simplex 𝜏 ∈ lk(𝑣,𝑋) corresponding to □, we see that each
such cube □′ gives rise to a simplex 𝜏 ′ ⊂ lk(𝑣,𝑋) containing the simplex 𝜏 as a codimension one
face. In other words, this defines a vertex in lk(𝜏, lk(𝑣,𝑋)). Conversely, a simplex 𝜏 ′ in lk(𝑣,𝑋)
containing 𝜏 as a codimension one face arises from a cube □′ containing □ as a codimension one
face. This establishes a bijection between the vertices of the two simplicial complexes lk(□, 𝑋)
and lk(𝜏, lk(𝑣,𝑋)).

Finally, we check that the actual simplicial complexes coincide. For the simplicial complex
lk(□, 𝑋), the set of vertices {□′

0,… ,□′
𝑘} span a 𝑘-simplex if and only if the cubes {□′

0,… ,□′
𝑘}are all contained in common larger cube □′′. Considering lk(𝑣,𝑋), this collection of cubes cor-

respond to a collection of simplices {𝜏 ′0,… , 𝜏 ′𝑘} in lk(𝑣,𝑋) all containing 𝜏 as a codimension one
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face. The larger cube □′′ leads to a larger simplex 𝜏 ′′ ⊂ lk(𝑣,𝑋) containing all of the 𝜏 ′𝑖 as facets.
Viewing the 𝜏 ′𝑖 as a collection of vertices in lk(𝜏, lk(𝑣,𝑋)), it follows that they span a simplex
in lk(𝜏, lk(𝑣,𝑋)). This shows that simplices in lk(□, 𝑋) give rise to simplices in lk(𝜏, lk(𝑣,𝑋)).
One can reverse this argument to show the converse. Thus the bijection on vertex sets described
above also bijectively identifies simplices of the two complexes, establishing that the two simplicial
complexes are isomorphic.

An identical argument can be used to show the following result.
Lemma 5.2. Let 𝑌 be a simplicial complex, 𝜎 ⊂ 𝑌 be a simplex, and 𝜏 ⊂ 𝜎 be a face of the simplex.
Then 𝜎 defines a simplex �̂� ⊂ lk(𝜏, 𝑌 ), and there is a combinatorial isomorphism between lk(𝜎, 𝑌 )
and lk(�̂�, lk(𝜏, 𝑌 )). In particular, lk(𝜎, 𝑌 ) ≅ lk(�̂�, lk(𝑣, 𝑌 )) for any vertex 𝑣 of 𝜎.

Next we turn our attention to the topology of the spherical sets 𝑆(𝜎,Σ). Recall that this set is
a small 𝜖-sphere centered around the simplex 𝜎, and it inherits a natural polyhedral structure from
the ambient simplicial complex Σ. Indeed, each point 𝑝 ∈ 𝑆(𝜎,Σ) is contained in the interior of
a unique simplex in Σ that splits as a join 𝜎𝑝 ∗ 𝜏𝑝 where 𝜎𝑝 ⊂ 𝜎 is a face of 𝜎 and 𝜏𝑝 is a simplex
disjoint from 𝜎. The intersection of 𝑆(𝜎,Σ) with the simplex 𝜎𝑝 ∗ 𝜏𝑝 is a copy of the polyhedron
𝜎𝑝 × 𝜏𝑝, which we can think of as the “𝜖-slice” 𝜎𝑝 × 𝜏𝑝 × {𝜖} in the join:

𝜎𝑝 ∗ 𝜏𝑝 = (𝜎𝑝 × 𝜏𝑝 × [0, 1])∕ ∼

As we range over all simplices incident to 𝜎, this yields the polyhedral decomposition of 𝑆(𝜎,Σ).
It will be more convenient for our purposes to replace the small 𝜖-sphere centered at 𝜎 by the

combinatorial 1-sphere centered at 𝜎. This is the full subcomplex �̂�(𝜎,Σ) spanned by all vertices
of Σ that are at combinatorial distance one from 𝜎, i.e., that are not in 𝜎 but are connected by an
edge to a vertex in 𝜎.
Lemma 5.3. Assume Σ is 5-large. Then in terms of the description of 𝑆(𝜎,Σ) in terms of joins,
�̂�(𝜎,Σ) is the union of all the simplices 𝜏𝑝.

Proof. Clearly the union of the simplices 𝜏𝑝 is contained in �̂�(𝜎,Σ). To show the converse, we
need to argue that for any simplex 𝜏 ⊂ �̂�(𝜎,Σ), we can find a vertex 𝑤 ∈ 𝜎 with the property that
𝜏 ∗ 𝑤 is a simplex of Σ. This is done via induction on dim(𝜏), with the base case dim(𝜏) = 0 being
immediate.

Now given 𝜏, express it as a join 𝑣 ∗ 𝜏 ′ where 𝑣 ∈ �̂�(𝜎,Σ) is a simplex and 𝜏 ′ ⊂ �̂�(𝜎,Σ) is a
codimension one face. By the inductive hypothesis, there exists a vertex 𝑤′ ⊂ 𝜎 with the property
that 𝑤′ ∗ 𝜏 ′ is a simplex in Σ. If 𝑣 is connected to 𝑤′, then 𝜏 ∗ 𝑤′ is a simplex since Σ is flag, and
we are done. If 𝑣 is not connected to 𝑤′, then 𝑣 is connected to some vertex 𝑣′ ∈ 𝜎, with 𝑣′ ≠ 𝑤′.
For each vertex 𝑤 ∈ 𝜏 ′, consider the ordered 4-tuple {𝑣, 𝑣′, 𝑤′, 𝑤}. This defines a square in Σ, and
we know by construction that 𝑣 is not connected to 𝑤′. Then 5-largeness forces 𝑤 to be connected
to 𝑣′. Since this holds for arbitrary 𝑤 ∈ 𝜏 ′, we conclude that all the vertices of 𝜏 ′ are connected to
𝑣′. Again, the fact that Σ is flag implies that 𝜏 ∗ 𝑣′ is a simplex, thus completing the proof.

We also introduce the notation �̂�(𝜎,Σ), to denote the combinatorial 1-ball centered at 𝜎. This
is the union of all simplices that have nontrivial intersection with 𝜎. Note that, if Σ is 5-large,
Lemma 5.3 implies that �̂�(𝜎,Σ) is a full subcomplex of Σ. The vertices of �̂�(𝜎,Σ) naturally par-
tition into vertices in 𝜎 and vertices in �̂�(𝜎,Σ). Our next lemma describes the topology of the
combinatorial 1-sphere �̂�(𝜎,Σ) and the combinatorial 1-ball �̂�(𝜎,Σ).
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𝜎

�̂�(𝜎,Σ)

𝜎

𝑆(𝜎,Σ)

𝜎

�̂�(𝜎,Σ)

Figure 4: The subsets described in Lemma 5.4.

Lemma 5.4. Assume Σ is 5-large, and let 𝜎 ⊂ Σ be an arbitrary simplex. Then

1. �̂�(𝜎,Σ) and 𝑆(𝜎,Σ) are homotopy equivalent, and

2. �̂�(𝜎,Σ) is contractible.

Proof. We first consider the topology of �̂�(𝜎,Σ). There is a natural map 𝜌 ∶ 𝑆(𝜎,Σ) → �̂�(𝜎,Σ),
given by projecting away from the simplex 𝜎. More explicitly, on each simplex

𝜎𝑝 ∗ 𝜏𝑝 = (𝜎𝑝 × 𝜏𝑝 × [0, 1])∕ ∼

incident to 𝜎, the intersection with𝑆(𝜎,Σ) is the polyhedral slice 𝜎𝑝×𝜏𝑝×{𝜖}, while the intersection
with �̂�(𝜎,Σ) is the top slice 𝜏𝑝 ≅ (𝜎𝑝 × 𝜏𝑝 ×{1})∕ ∼. The map 𝜌 is then just the projection to {1} in
the interval coordinate. In terms of the polyhedral structure on �̂�(𝜎,Σ), 𝜌 collapses the 𝜎𝑝 factor in
each polyhedron 𝜎𝑝 × 𝜏𝑝. Note that 𝜌 is surjective by Lemma 5.3. Thus the subset of the preimage
under 𝜌 of any point in any given polyhedron of 𝑆(𝜎,Σ) is contractible or empty.

Now let 𝑥 ∈ �̂�(𝜎,Σ) be an arbitrary point, and let us consider 𝜌−1(𝑥). There is a unique simplex
𝜏𝑥 ⊂ �̂�(𝜎,Σ) containing 𝑥 in its interior. Lemma 5.3 implies that there is a maximal face 𝜎𝑥 ⊂ 𝜎
associated with 𝜏𝑥 such 𝜎𝑥 ∗ 𝜏𝑥 is a simplex of Σ, and 𝜎𝑥 is unique since Σ is flag. Then from the
discussion in the previous paragraph, 𝜌−1(𝑥) is a copy of 𝜎𝑥×{𝑥} inside the slice 𝜎𝑥×𝜏𝑥, hence it is
contractible. A continuous map with contractible point preimages is a cell-like map, and it is well
known that a cell-like map between compact spaces homeomorphic to retracts of open subsets of
ℝ𝑛 is a homotopy equivalence (see [11, Cor. 1.3]). This proves that 𝜌 is a homotopy equivalence,
as desired.

To verify the corresponding statement for �̂�(𝜎,Σ), we note that �̂�(𝜎,Σ) is the union of simplices
of the form 𝜎𝑝 ∗ 𝜏𝑝, where 𝜏𝑝 is a face in �̂�(𝜎,Σ) and 𝜎𝑝 is a face of 𝜎 by Lemma 5.3. We now
form an auxiliary space 𝐵(𝜎,Σ) and a continuous quotient map 𝜙 ∶ 𝐵(𝜎,Σ) → �̂�(𝜎,Σ). Recall that
the space 𝑆(𝜎,Σ) is the 𝜖-sphere centered at 𝜎, identified with the 𝜖-slice 𝜎𝑝 × 𝜏𝑝 × {𝜖} in the join
description of each simplex incident to 𝜎. We let 𝐵(𝜎,Σ) denote the closed 𝜖-ball centered at 𝜎.
Thus 𝐵(𝜎,Σ) gets identified with (𝜎𝑝×𝜏𝑝×[0, 𝜖])∕ ∼ in the join description of each simplex incident
to 𝜎; recall that at the 0-level we collapse the 𝜏𝑝 coordinates to points. Since we can contract the
interval factors down, we clearly have that𝐵(𝜎,Σ) deformation retracts to 𝜎, hence it is contractible.

The space 𝐵(𝜎,Σ) contains a copy of 𝑆(𝜎,Σ) at level 𝜖, and we now define 𝜙 to be the quotient
map 𝜌 on the subset 𝑆(𝜎,Σ). As we can stretch out the [0, 𝜖] coordinate to [0, 1], we see that
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the quotient can naturally be identified with �̂�(𝜎,Σ). Moreover point preimages under 𝜙 are either
points when 𝑥 ∉ �̂�(𝜎,Σ) or coincide with the point preimage under 𝜌when 𝑥 ∈ �̂�(𝜎,Σ)), and hence
point preimages are always contractible. Thus the map 𝜙 is cell-like, and hence it is a homotopy
equivalence. We conclude that the space �̂�(𝜎,Σ) is contractible, as desired.
Remark 5.5. An alternative proof is possible for the second statement of Lemma 5.4 by noting that
the maximal dimensional faces on �̂�(𝜎,Σ) are free faces in the complex �̂�(𝜎,Σ) by Lemma 5.3.
Thus one can perform simplicial collapses, reducing the maximal dimension of faces in �̂�(𝜎,Σ).
After finitely many steps, this simplicially collapses �̂�(𝜎,Σ) to the complex 𝜎.

5.2 Analysis of combinatorial spheres in thickenings
We now return to analyzing the thickenings 𝑇𝑛 from Section 4 in order to prove Proposition 4.1.
Adopting all notation from that section, recall that the goal is to prove that cd(𝑆(𝜎, 𝑇𝑛)) ≤ 𝑛−1 for
all nonempty simplices 𝜎 of 𝑇𝑛. Equivalently, we want to show that 𝐻 𝑖(𝑆(𝜎, 𝑇𝑛)) = 0 for all 𝑖 ≥ 𝑛
and ∅ ≠ 𝜎 ⊂ 𝑇𝑛.As a first step, let us describe the topology of links in a general thickening. For any simplex
𝜎 ⊂ Th𝛼(𝑋), by definition of the 𝛼-thickening we have that 𝛼(𝑉 (𝜎)) is contained in some cube of
𝑋. Consider a minimal such cube under containment. In a general cube complex 𝑋 this minimal
cube might not be unique. However we have the following:
Lemma 5.6. Let 𝑋 be a 5-large cube complex, Th𝛼(𝑋) an arbitrary thickening, and 𝜎 ⊂ Th𝛼(𝑋)
a nonempty simplex. Then there exists a unique minimal cube □𝜎 ⊂ 𝑋 containing the vertices
𝛼(𝑉 (𝜎)).

Proof. We are given a set 𝛼(𝑉 (𝜎)) of vertices in the cube complex𝑋, which we know is contained in
a cube, and want to argue that there is a unique minimal cube containing 𝛼(𝑉 (𝜎)). This is a purely
local statement, as it only depends on the combinatorial 1-neighborhood of a vertex in 𝛼(𝑉 (𝜎)).
From the 5-large hypothesis, such a neighborhood lifts to �̃�. Therefore it suffices to consider this
question in �̃�, which is a CAT(0) cube complex. However any two cubes in a CAT(0) cube complex
can only intersect in a common subcube. Now assume □ is another minimal cube containing the
set 𝛼(𝑉 (𝜎)). Then the intersection □ ∩ □𝜎 is a subcube of both □𝜎 , and □. Minimality then
implies that □𝜎 = □ ∩□𝜎 = □, which implies the minimal cube is unique.

Notice that in our setting, the cube complexes we are thickening are always 5-large, therefore
Lemma 5.6 applies. We will denote by □𝜎 the unique minimal cube containing the set 𝛼(𝑉 (𝜎)). If
we have a proper containment of simplices 𝜎 ⊊ 𝜏, then clearly □𝜎 ⊆ □𝜏 . Note that the containment
of the corresponding cubes might not be proper, i.e., it could be that □𝜎 = □𝜏 despite the fact that
𝜎 ≠ 𝜏. Our next lemma will exploit this feature and use it to relate the topology of the link of 𝜎
with the topology of the link of □𝜎.
Lemma 5.7. Given any simplex 𝜎 ⊂ Th𝛼(𝑋), the link lk(𝜎,Th𝛼(𝑋)) contains a pair of subcom-
plexes lk′(𝜎,Th𝛼(𝑋)), lk′′(𝜎,Th𝛼(𝑋)) with the following three properties:

1. lk(𝜎,Th𝛼(𝑋)) decomposes as a join lk′(𝜎,Th𝛼(𝑋)) ∗ lk′′(𝜎,Th𝛼(𝑋));

2. if lk′(𝜎,Th𝛼(𝑋)) is nonempty, then it is contractible;
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3. the complex lk′′(𝜎,Th𝛼(𝑋)) is homotopy equivalent to lk(□𝜎 , 𝑋).

Proof. We start by defining the subcomplex lk′(𝜎,Th𝛼(𝑋)) (see Figure 5) and verifying property
(2). Consider the vertices in the set 𝛼−1(𝑉 (□𝜎)). From the definition of the thickening Th𝛼(𝑋),
these span a simplex containing 𝜎. Thus all vertices in this set are either at combinatorial distance
zero or one from 𝜎, according to whether they lie in 𝜎 or not. We let lk′(𝜎,Th𝛼(𝑋)) be spanned by
those vertices at distance one. This subcomplex is either empty or consists of a single simplex, and
hence it is contractible. This establishes property (2).

𝜎

𝛼(𝑉 (𝜎))
□𝜎

𝛼 map

Maximal simplex
in lk′(𝜎,Th𝛼(𝑋))

Figure 5: Given a simplex 𝜎 (red) in Th𝛼(𝑋), let □𝜎 (black) be the min-
imal cube in 𝑋 containing 𝛼(𝑉 (𝜎)). The maximal simplex (green) in
lk′(𝜎,Th𝛼(𝑋)) is spanned by the vertices in 𝛼−1

(

𝑉
(

□𝜎
))

⧵ 𝑉 (𝜎).

Next let us define the complex lk′′(𝜎,Th𝛼(𝑋)) and establish property (1). This is the subcomplex
of lk(𝜎,Th𝛼(𝑋)) spanned by vertices 𝑣 with the property that 𝛼(𝑣) ∉ □𝜎. In particular, the vertices
of lk(𝜎,Th𝛼(𝑋)) are partitioned between lk′(𝜎,Th𝛼(𝑋)) and lk′′(𝜎,Th𝛼(𝑋)) according to whether
𝛼(𝑣) ∈ □𝜎 or 𝛼(𝑣) ∉ □𝜎 . This implies the subcomplexes lk′(𝜎,Th𝛼(𝑋)) and lk′′(𝜎,Th𝛼(𝑋)) are
disjoint subcomplexes inside lk(𝜎,Th𝛼(𝑋)) and gives the containment

lk(𝜎,Th𝛼(𝑋)) ⊆ lk′(𝜎,Th𝛼(𝑋)) ∗ lk′′(𝜎,Th𝛼(𝑋)).

For the reverse containment, given a pair of simplices 𝜏 ′ ⊆ lk′(𝜎,Th𝛼(𝑋)) and 𝜏 ′′ ⊆ lk′′(𝜎,Th𝛼(𝑋))
we have that 𝛼(𝑉 (𝜏 ′)) ⊆ □𝜎 , while 𝛼(𝑉 (𝜏 ′′)) ⊆ □ for some cube □𝜎 ⊊ □. It follows that
𝛼(𝑉 (𝜏 ′) ∪ 𝑉 (𝜏 ′′)) ⊆ □ and hence that 𝜏 ′ ∗ 𝜏 ′′ defines a simplex in lk(𝜎,Th𝛼(𝑋)). This yields the
reverse containment and establishes property (1).

To complete the proof of the lemma, it remains to verify property (3). Let 𝑍 denote the union
of all the cubes containing □𝜎 and �̂� be the cube subcomplex of 𝑍 consisting of all cubes in 𝑍 that
do not intersect □𝜎. There is a natural homeomorphism �̂� ≅ □𝜎 × lk(□𝜎 , 𝑋), so �̂� is homotopy
equivalent to lk(□𝜎, 𝑋). From the definition of lk′′(𝜎,Th𝛼(𝑋)), any simplex 𝜏 ⊂ lk′′(𝜎,Th𝛼(𝑋))
has the property that 𝛼(𝑉 (𝜏)) is disjoint from □𝜎 , and hence it lies in 𝑉 (�̂�). In other words, the
entire complex lk′′(𝜎,Th𝛼(𝑋)) lies “above” the cube complex �̂�.

Now consider the thickening Th𝛼(�̂�) obtained by the restriction 𝛼 ∶ 𝛼−1(𝑉 (�̂�)) → 𝑉 (�̂�). This
is a subcomplex of lk′′(𝜎,Th𝛼(𝑋)) that is homotopy equivalent to �̂�, and hence to lk(□𝜎 , 𝑋). To
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□𝜎

𝜎 𝛼 map

maximal
square □

containing □𝜎

lk′(𝜎,Th𝛼(𝑋)) simplex in
lk′′(𝜎,Th𝛼(𝑋))
lying above □

Figure 6: A general simplex in lk(𝜎,Th𝛼(𝑋)) splits as a join (gray) of sim-
plices in lk′(𝜎,Th𝛼(𝑋)) (green) and lk′′(𝜎,Th𝛼(𝑋)) (blue)

complete the verification of property (3) it therefore suffices to show that lk′′(𝜎,Th𝛼(𝑋)) deforma-
tion retracts to Th𝛼(�̂�).

Recall that �̂� is defined as a subcomplex of the cube complex 𝑍. To construct the deformation
retraction, we proceed by induction on the dimension of the cubes in 𝑍. More precisely, we will
consider a cube □ ⊂ 𝑍 containing □𝜎 and the restriction of the two complexes lk′′(𝜎,Th𝛼(𝑋))
and Th𝛼(�̂�) lying above �̂� ∩ □, i.e., whose vertices 𝛼-project to vertices in �̂� ∩ □. We induct
on dim(□) and show that in each dimension we can choose a deformation retraction compatible
with the previously-constructed deformation retractions. This will allow the deformation retrac-
tions associated with each cube to glue compatibly and yield a global deformation retraction of
lk′′(𝜎,Th𝛼(𝑋)) to Th𝛼(�̂�).

The bottom of the induction is the case of a cube □ ⊂ 𝑍 with dim(□) = dim(□𝜎) + 1. In this
case, □ = □𝜎 × 𝐼 , and �̂� ∩ □ is the face of □ opposite □𝜎 . This forces the two subcomplexes
above �̂� ∩ □ to coincide, and hence we can take the identity map as the deformation retraction.
Now for the inductive step, we assume that we are already provided the deformation retractions for
the portions of the simplex that lies above the relevant lower dimensional faces of the cube �̂� ∩□.
We would like to extend the deformation retraction to the rest of the simplicial complex lying above
�̂� ∩□.

In general, if we have a simplicial complex 𝐴 and a subcomplex 𝐵 ⊆ 𝐴, the obstruction to
deformation retracting 𝐴 to 𝐵 lies in the relative homotopy groups 𝜋∗(𝐴,𝐵). In our setting, we
already have a deformation retraction from some intermediate subspace 𝐵 ⊆ 𝐵′ ⊆ 𝐴, and would
like to extend the deformation retraction to one from 𝐴 to 𝐵. Again, the obstructions are the relative
homotopy groups 𝜋∗(𝐴,𝐵′) ≅ 𝜋∗(𝐴,𝐵). If these vanish, then one can construct the desired defor-
mation retraction by composing a deformation retraction from 𝐴 to 𝐵′ with the given deformation
retraction from 𝐵′ to 𝐵. Thus the problem reduces to understanding the topology of the two sets
we are studying.

To this end, let us identify the topology of the part of lk′′(𝜎,Th𝛼(𝑋)) lying above �̂� ∩□. From
the definition, the vertices of this subcomplex are precisely those whose 𝛼-projection are contained
in 𝑉 (□)⧵𝑉 (□𝜎). Since these vertices have image contained in a single cube, they span a simplex.
Thus the restriction of the complex lk′′(𝜎,Th𝛼(𝑋)) to the preimage under 𝛼 of the cube □ is a single
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𝛼 map

deformation retract

𝛼 map

radial projection
□𝜎

cube □ in 𝑍
portion of

lk(□𝜎 , 𝑋) ×□𝜎in the cube □

𝜎

simplex in lk′′(𝜎,Th(𝑋)
lying above □

𝜎

Th𝛼(�̂� ∩□)

□𝜎

�̂� ∩□

cube □ in 𝑍

Figure 7: Sequence of homotopy equivalences illustrating the argument for
Property (3) in Lemma 5.7

simplex Δ, and thus it is a contractible set.
On the other hand, the subcomplex Th𝛼(�̂�∩□) is the 𝛼-thickening of the cube complex �̂�∩□.

However this cube complex is spanned by the vertices 𝑉 (□)⧵𝑉 (□𝜎), and thus is homotopic to the
contractible set 𝜕□ ⧵□𝜎 . We conclude that Th𝛼(�̂� ∩□) is also a contractible subset of Δ. Since
both spaces are contractible, the relative homotopy groups all vanish and the desired deformation
retraction exists. This completes the inductive step and verifies statement (3), completing the proof
of the lemma.

Informally, Lemma 5.7 shows that, up to homotopy, the links of simplices in a thickening are ei-
ther trivial or coincide with the links in the underlying cube complex. Note the following immediate
consequence of the previous result.
Lemma 5.8. If 𝜎 is an arbitrary nonempty simplex in 𝑇𝑛, then cd(lk(𝜎, 𝑇𝑛)) ≤ 𝑛 − 1.

Proof. Since 𝑇𝑛 is a thickening, we can apply Lemma 5.7 to see that lk(𝜎, 𝑇𝑛) decomposes as a
join lk′(𝜎, 𝑇𝑛) ∗ lk′′(𝜎, 𝑇𝑛). If lk′(𝜎, 𝑇𝑛) ≠ ∅, then lk′(𝜎, 𝑇𝑛) is a nonempty simplex, hence it is
contractible. This forces lk(𝜎, 𝑇𝑛) to likewise be contractible, in which case we are done.

Alternatively, if lk′(𝜎, 𝑇𝑛) = ∅, then Lemma 5.7 tells us that
lk(𝜎, 𝑇𝑛) = lk′′(𝜎, 𝑇𝑛) ≃ lk(□𝜎 , 𝑋𝑛).
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We let 𝑣 ∈ □𝜎 be an arbitrary vertex of the cube□𝜎 , and apply Lemma 5.1 to obtain a combinatorial
isomorphism

lk(□𝜎, 𝑋𝑛) ≅ lk(𝜏, lk(𝑣,𝑋)) ≅ lk(𝜏, 𝑇𝑛−1)

where 𝜏 is the (possibly empty) simplex in lk(𝑣,𝑋) corresponding to □𝜎.
If the simplex 𝜏 is empty, this means □𝜎 coincides with the vertex 𝑣 and lk(𝜏, 𝑇𝑛−1) = 𝑇𝑛−1. In

that case we conclude by induction with respect to proving the Main Theorem that
cd(lk(𝜎, 𝑇𝑛)) = cd(𝑇𝑛−1) = 𝑛 − 1.

On the other hand, if 𝜏 is nonempty then we again obtain
cd(lk(𝜎, 𝑇𝑛)) = cd(lk(𝜏, 𝑇𝑛−1)) ≤ 𝑛 − 2.

by induction with respect to both this lemma and the Main Theorem. Either way we obtain the
desired bound, which concludes the proof of the lemma.

In order to compute the cohomological dimension of the polyhedral complex 𝑆(𝜎, 𝑇𝑛), we will
instead compute the cohomological dimension of the simplicial complex �̂�(𝜎, 𝑇𝑛). Our next step is
to give a partition of vertices in �̂�(𝜎, 𝑇𝑛), according to their closest face of 𝜎.

Note that every vertex 𝑣 in �̂�(𝜎, 𝑇𝑛) is at distance one from some vertex of 𝜎 by definition. For
such a vertex 𝑣, we can look at all the vertices of 𝜎 that are adjacent to 𝑣. This defines a face of
𝜎, and gives us a map 𝜋 ∶ 𝑉 (�̂�(𝜎, 𝑇𝑛)) →  (𝜎) from the set of vertices in �̂�(𝜎, 𝑇𝑛) to the set  (𝜎)
of faces of 𝜎. We think of 𝜋(𝑣) as encoding the face of 𝜎 that is closest to the vertex 𝑣. We can
now partition the vertices of �̂�(𝜎, 𝑇𝑛) according to their image under 𝜋; see Figure 8. Next, use this
partition to form a filtration of �̂�(𝜎, 𝑇𝑛) by subcomplexes. Denote by 𝑆𝑖 the subcomplex of �̂�(𝜎, 𝑇𝑛)spanned by the preimage under 𝜋 of all faces of codimension ≤ 𝑖. We clearly have containments
𝑆0 ⊂ 𝑆1 ⊂ ⋯ ⊂ 𝑆𝑘 = �̂�(𝜎, 𝑇𝑛), where 𝑘 = dim(𝜎). This gives us a filtration of the complex
�̂�(𝜎, 𝑇𝑛) by the subcomplexes 𝑆𝑖; again, see Figure 8.

To compute the cohomological dimension of �̂�(𝜎, 𝑇𝑛), we will analyze how the cohomological
dimension changes as we work our way up this filtration. To do this, we now analyze how each
simplicial complex 𝑆𝑖 in the filtration is obtained from the previous simplicial complex 𝑆𝑖−1. The
vertices of the subcomplex 𝑆𝑖 are obtained from 𝑆𝑖−1 by adding in all vertices 𝑣 ∈ �̂�(𝜎, 𝑇𝑛) with
the property that 𝜋(𝑣) is a codimension 𝑖 face of 𝜎. Take a codimension 𝑖 face 𝜏 ⊂ 𝜎, and consider
the set of vertices 𝐿𝜏 ∶= 𝜋−1(𝜏) ⊂ 𝑆𝑖. As 𝜏 ranges over all the codimension 𝑖 faces, the sets 𝐿𝜏partition the vertices in 𝑆𝑖 ⧵𝑆𝑖−1. This gives us a description of the vertices that are added, as they
are given by the disjoint union ∐

𝐿𝜏 as 𝜏 ranges over the codimension 𝑖 faces. Next we need to
describe the simplices that are added.
Lemma 5.9. If 𝜏, 𝜏 ′ are distinct codimension 𝑖 faces of 𝜎, then there are no edges joining vertices
of 𝐿𝜏 to vertices of 𝐿𝜏′ .

Proof. Consider a pair of vertices 𝑣 ∈ 𝐿𝜏 and 𝑣′ ∈ 𝐿𝜏′ , where 𝜏, 𝜏 ′ are distinct codimension 𝑖
faces. Since 𝜏 ≠ 𝜏 ′ have the same codimension in 𝜎, there is a vertex 𝑤 ∈ 𝜏 ⧵ 𝜏 ′, and a vertex
𝑤′ ∈ 𝜏 ′ ⧵ 𝜏. The vertices 𝑣 ∈ 𝐿𝜏 and 𝑤 ∈ 𝜏 are connected by an edge by the defining property of
𝐿𝜏 . Similarly 𝑣′ and 𝑤′ are connected by an edge. Then 𝑤,𝑤′ are both vertices in the simplex 𝜎,
so they are connected by an edge. For a contradiction, assume that 𝑣, 𝑣′ are connected by an edge.
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𝜎

codim-0 faces of 𝜎

𝜎
𝜋 𝜋

𝜋

codim-1 faces of 𝜎

𝜎

𝜋

𝜋
𝜋

codim-2 faces of 𝜎

𝜎

𝑆0

𝜎

𝑆1

𝜎

𝑆2 = �̂�(𝜎, 𝑇𝑛)

Figure 8: The top row shows 𝜋 ∶ 𝑉 (�̂�(𝜎, 𝑇𝑛)) →  (𝜎) for faces of 𝜎 in each
codimension. The bottom row shows the filtration 𝑆0 ⊂ 𝑆1 ⊂ ⋯ ⊂ �̂�(𝜎, 𝑇𝑛).

Then the ordered set of vertices 𝑣,𝑤,𝑤′, 𝑣′ defines a 4-cycle in 𝑇𝑛, which we know is 5-large, hence
the 4-cycle must contain a diagonal. If 𝑣 is connected by an edge to 𝑤′, we obtain a contradiction
to the fact that 𝜋(𝑣) = 𝜏 and 𝑤′ ∉ 𝜏. A similar contradiction occurs if 𝑣′ is connected by an edge
to 𝑤. We conclude that 𝑣, 𝑣′ cannot be connected by an edge, establishing the lemma.

As a consequence of Lemma 5.9, any of the new simplices that are added to 𝑆𝑖−1 either span
vertices in a single 𝐿𝜏 or connect some vertices in 𝐿𝜏 to vertices in 𝑆𝑖−1. Denote the collection of
vertices in lk(𝜏, 𝑇𝑛) ∩ 𝑆𝑖−1 by 𝜕𝐿𝜏 .
Lemma 5.10. The subcomplex of 𝑆𝑖 spanned by the vertices 𝐿𝜏∪𝜕𝐿𝜏 is naturally isomorphic to the
simplicial complex lk(𝜏, 𝑇𝑛) ⧵ �̂�, where �̂� ⊂ lk(𝜏, 𝑇𝑛) is the simplex in lk(𝜏, 𝑇𝑛) corresponding to 𝜎.
Under this isomorphism, the set of vertices 𝜕𝐿𝜏 corresponds to the vertices in lk(𝜏, 𝑇𝑛) at distance
one from �̂�. Moreover, this subcomplex contains all the simplices in 𝑆𝑖 that contain a vertex of 𝐿𝜏 .

Proof. By construction, the vertices in 𝐿𝜏 can be identified with vertices in lk(𝜏, 𝑇𝑛) by viewing
the link as a subcomplex in the flag complex 𝑇𝑛. We claim that the vertices of lk(𝜏, 𝑇𝑛) ⧵ {𝐿𝜏 ∪ �̂�}
are precisely the vertices of lk(𝜏, 𝑇𝑛) at combinatorial distance one from �̂�. Indeed, if 𝑣 is at com-
binatorial distance one from �̂�, this means there is some vertex 𝑤 ∈ �̂� connected by an edge to
𝑣. In terms of the embedding of lk(𝜏, 𝑇𝑛) into 𝑇𝑛, the simplex �̂� ⊂ lk(𝜏, 𝑇𝑛) corresponds to the
face of 𝜎 opposite 𝜏, so 𝑤 ∈ 𝜎 ⧵ 𝜏. Since 𝑣 ∈ lk(𝜏, 𝑇𝑛) is connected by an edge to 𝑤, we have
that 𝜏 ∪ {𝑤} ⊆ 𝜋(𝑣). This forces the codimension of 𝜋(𝑣) to be at most 𝑖 − 1, which means that
𝑣 ∈ 𝑆𝑖−1. This argument can be reversed to show that the vertices in 𝐿𝜏 are precisely the vertices in
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lk(𝜏, 𝑇𝑛) whose combinatorial distance to �̂� is at least two. Of course, the vertices of �̂� in lk(𝜏, 𝑇𝑛)are precisely those in the face of 𝜎 opposite 𝜏, so they do not lie in 𝑆𝑖−1. We conclude that the set
𝜕𝐿𝜏 consists of precisely the vertices in lk(𝜏, 𝑇𝑛) that are exactly at distance 1 from �̂�.

Thus all the vertices in𝐿𝜏∪𝜕𝐿𝜏 lie in lk(𝜏, 𝑇𝑛), and correspond to those vertices at combinatorial
distance at least one from �̂� ⊂ lk(𝜏, 𝑇𝑛). Since 𝑇𝑛 is flag, the subcomplex they span is naturally
isomorphic to the subcomplex of lk(𝜏, 𝑇𝑛) spanned by all its vertices that are not in �̂�.

To check the last statement, we note that Lemma 5.9 implies that if 𝑤 ∈ 𝑆𝑖 is a vertex connected
to some vertex 𝑣 ∈ 𝐿𝜏 , then 𝑤 ∈ 𝐿𝜏 ∪𝑆𝑖−1. It then suffices to check that any such 𝑤 ∈ 𝑆𝑖−1 in fact
lies in 𝜕𝐿𝜏 = 𝑆𝑖−1 ∩ lk(𝜏, 𝑇𝑛). In other words, it is sufficient to check that such a 𝑤 lies in lk(𝜏, 𝑇𝑛).Since 𝑤 ∈ 𝑆𝑖−1, we know that 𝜋(𝑤) is a face of codimension ≤ 𝑖 − 1. Since 𝜏 has codimension
𝑖, there exists a vertex 𝑤′ ∈ 𝜎 ⧵ 𝜏 connected to 𝑤. We now claim that 𝜏 ⊂ 𝜋(𝑤), and hence
that 𝑤 ∈ lk(𝜏, 𝑇𝑛). Indeed, let 𝑣′ ∈ 𝜏 be an arbitrary vertex, and observe that the ordered 4-tuple
of vertices 𝑣,𝑤,𝑤′, 𝑣′ forms a 4-cycle. Since 𝑣 is not connected to 𝑤′, since 𝑤′ ∉ 𝜏 = 𝜋(𝑣), 5-
largeness of 𝑇𝑛 forces the 𝑤 to be connected to 𝑣′. We conclude that any vertex 𝑤 ∈ 𝑆𝑖−1 connected
to a vertex of 𝐿𝜏 is also in lk(𝜏, 𝑇𝑛), and hence lies in the subset 𝜕𝐿𝜏 = 𝑆𝑖−1∩lk(𝜏, 𝑇𝑛). This checks
the last statement, and completes the proof of the lemma.

Finally, we will require the following technical lemma.
Lemma 5.11. Consider a pair of simplicial complexes 𝑍,𝑍 ′ that can be expressed as gluings
𝑍 = 𝐴 ∪𝐶 𝐵 and 𝑍 ′ = 𝐴 ∪𝐶 𝐵′, where each inclusion of 𝐶 into 𝐴 induces the same maps on
cohomology. Assume 𝐵 is contractible, cd(𝑍) ≤ 𝑛 − 1, and cd(𝐵′) ≤ 𝑛 − 1. Then cd(𝑍 ′) ≤ 𝑛 − 1.

Proof. We first consider the Mayer–Vietoris sequence associated with the gluing 𝑍 = 𝐴 ∪𝐶 𝐵.
Since 𝐵 is contractible by hypothesis, the sequence reduces to

⋯ ⟶ 𝐻 𝑖(𝑍) ⟶ 𝐻 𝑖(𝐴) ⟶ 𝐻 𝑖(𝐶) ⟶ 𝐻 𝑖+1(𝑍) ⟶ ⋯

We also know by hypothesis that cd(𝑍) ≤ 𝑛− 1, so 𝐻 𝑖(𝑍) = 0 for 𝑖 ≥ 𝑛. The long exact sequence
now tells us that the map 𝐻 𝑖(𝐴) → 𝐻 𝑖(𝐶) induced by the inclusion 𝐶 ↪ 𝐴 is an isomorphism
when 𝑖 ≥ 𝑛 and a surjection when 𝑖 = 𝑛 − 1.

Now we turn our attention to 𝑍 ′ = 𝐴 ∪𝐶 𝐵′, obtaining the Mayer–Vietoris sequence:
⋯ ⟶ 𝐻 𝑖−1(𝐶) ⟶ 𝐻 𝑖(𝑍 ′) ⟶ 𝐻 𝑖(𝐴)⊕𝐻 𝑖(𝐵′) ⟶ 𝐻 𝑖(𝐶) ⟶ ⋯

By hypothesis, we have that cd(𝐵′) ≤ 𝑛− 1, so 𝐻 𝑖(𝐵′) = 0 for 𝑖 ≥ 𝑛. In particular, when 𝑖 ≥ 𝑛 the
sequence above reduces to:

⋯ ⟶ 𝐻 𝑖−1(𝐶) ⟶ 𝐻 𝑖(𝑍 ′) ⟶ 𝐻 𝑖(𝐴) ⟶ 𝐻 𝑖(𝐶) ⟶ ⋯

From our earlier analysis, we also know that the map 𝐻 𝑖(𝐴) → 𝐻 𝑖(𝐶) is an isomorphism when
𝑖 ≥ 𝑛, and a surjection when 𝑖 = 𝑛 − 1. This forces 𝐻 𝑖(𝑍 ′) = 0 in the range 𝑖 ≥ 𝑛, which proves
the lemma.

With our preliminaries in place, we can now establish Proposition 4.1, and hence complete the
proof of the Main Theorem.
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Proof of Proposition 4.1. We want to show that cd(𝑆(𝜎, 𝑇𝑛)) ≤ 𝑛 − 1 for every nonempty simplex
𝜎 ⊂ 𝑇𝑛, . From Lemma 5.4, we have a homotopy equivalence 𝑆(𝜎, 𝑇𝑛) ≃ �̂�(𝜎, 𝑇𝑛), so we instead
show that cd(�̂�(𝜎, 𝑇𝑛)) ≤ 𝑛 − 1. As discussed above, the set �̂�(𝜎, 𝑇𝑛) has a filtration

𝑆0 ⊂ 𝑆1 ⊂ ⋯ ⊂ 𝑆𝑘 = �̂�(𝜎, 𝑇𝑛).

We will consider the cohomological dimension of each stage in this filtration, and check that it
always remains less than or equal to 𝑛 − 1.

At the bottom of the filtration we have the space 𝑆0. This is the full subcomplex of �̂�(𝜎, 𝑇𝑛)containing all vertices 𝑣 that satisfy 𝜋(𝑣) = 𝜎. This means that the vertex 𝑣 is adjacent to every
vertex of 𝜎. Since 𝑇𝑛 is a flag complex, we see that the join 𝑣 ∗ 𝜎 is a (𝑘 + 1)-simplex containing
𝜎, and hence 𝑣 can be identified with a vertex in lk(𝜎, 𝑇𝑛). It follows that the subcomplex 𝑆0is precisely the copy of lk(𝜎, 𝑇𝑛) inside the complex �̂�(𝜎, 𝑇𝑛). Applying Lemma 5.8 we see that
cd(𝑆0) = cd(lk(𝜎, 𝑇𝑛)) ≤ 𝑛 − 1. This establishes the base case of the induction. Next we consider
how the cohomological dimension changes when we go from some 𝑆𝑖−1 to 𝑆𝑖.By induction, we may now assume that cd(𝑆𝑖−1) ≤ 𝑛 − 1. From Lemma 5.9 and Lemma 5.10,
we see that 𝑆𝑖 is obtained by gluing on a finite collection of subcomplexes to 𝑆𝑖−1. This collection is
parametrized by the (𝑘+1

𝑖

) codimension 𝑖 faces of 𝜎. Let us now analyze how the topology changes
each time we add one of these subcomplexes. We let 𝐴1, 𝐴2,… denote the collection of spaces we
are adding on to 𝑆𝑖−1 and 𝐵′

𝑗 denote the result of adding 𝐴1,… , 𝐴𝑗 to 𝑆𝑖−1. Note that once we have
reached 𝑗 =

(𝑘+1
𝑖

), we have added on the subsets corresponding to each codimension 𝑖 face, hence
𝐵′

𝑗 = 𝑆𝑖+1. Thus it will be sufficient to argue that each cd(𝐵′
𝑗) ≤ 𝑛 − 1, which we now do by a

second inductive argument.
We will use Lemma 5.11 to see that the cohomological dimension cannot increase as we go

from 𝐵′
𝑗 to 𝐵′

𝑗+1. In the notation of Lemma 5.11, we are setting:
• 𝑍 ∶= lk(𝜏, 𝑇𝑛)where 𝜏 is one of the codimension 𝑖 faces of 𝜎, so cd(𝑍) ≤ 𝑛−1 by Lemma 5.8;
• 𝐴 ∶= 𝐴𝑗+1 is the subcomplex of 𝑍 spanned by all vertices that are not in the subcomplex �̂�

from Lemma 5.10 applied to 𝜏;
• 𝐵 is the subcomplex of 𝑍 consisting of all simplices incident to �̂� (from Lemma 5.10), which

coincides with �̂�(�̂�, 𝑍), and is thus contractible by Lemma 5.4, since 𝑇𝑛, hence 𝑍, is flag and
5-large;

• 𝐵′ ∶= 𝐵′
𝑗 is the union of 𝑆𝑖−1 with finitely many of the subcomplexes 𝐴1,… , 𝐴𝑗 already

added on, so by induction we can assume that cd(𝐵′) ≤ 𝑛 − 1;
• 𝐶 ⊆ 𝑆𝑖−1 from the conclusions about 𝜕𝐿𝜏 in Lemma 5.10, hence 𝐶 is contained in 𝐵 and 𝐵′.

Thus all the hypotheses of Lemma 5.11 are satisfied, which allows us to conclude that the space
𝑍 ′ = 𝐴 ∪𝐶 𝐵′ satisfies cd(𝑍 ′) ≤ 𝑛 − 1. However, observe that 𝑍 ′ is exactly the result of adding
on 𝐴 = 𝐴𝑗+1 to 𝐵′ = 𝐵′

𝑗 , hence it is the space 𝐵′
𝑗+1, thus completing the inductive step. After

performing this step for the finitely many codimension 𝑖 faces, we see that cd(𝑆𝑖) ≤ 𝑛 − 1. This
completes the inductive step, and continuing this procedure up the filtration completes the proof
that cd(𝑆(𝜎, 𝑇𝑛)) = cd(�̂�(𝜎, 𝑇𝑛)) ≤ 𝑛 − 1.
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