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Abstract

A system of semilinear equations with large advection term arising from theoret-

ical ecology is studied. The 2X2 system of equations models two theoretical species

competing for a common resources with density m(x) that is spatially unevenly dis-

tributed. The two species are identical except for their modes of dispersal: one of

them disperses completely randomly, while the other one, in addition to random

diffusion, has a tendency to move up the gradient of the resource m(x). It is proved

in [Cantrell et. al. Proc. R. Soc. Edinb. 137A (2007), pp. 497-518.] that under

mild condition on the resource density m(x), the two species always coexist stably

whenever the strength of the directed movement is large, regardless of initial con-

ditions. In this paper we show that every equilibrium densities of the two species

approaches a common limiting profile exhibiting concentration phenomena. As a

result, the mechanism of coexistence of the two species are better understood and a

recent conjecture of Cantrell, Cosner and Lou is resolved under mild conditions.
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Chapter 1

Introduction

In this paper we study the shape of coexistence states of a reaction-diffusion-advection

system from theoretical ecology. Consider
Ut = ∇ · (d1∇U − αU∇m) + U(m(x)− U − V ) in Ω× (0,∞),

Vt = d2∆V + V (m(x)− U − V ) in Ω× (0,∞),

d1
∂U
∂ν
− αU ∂m

∂ν
= ∂V

∂ν
= 0 on ∂Ω× (0,∞),

U(x, 0) = U0(x) ≥ 0 and V (x, 0) = V0(x) ≥ 0 in Ω

(1.1)

where Ω is a bounded smooth domain in RN with boundary ∂Ω; ∇ is the gradient

operator; ∇· is the divergence operator and ∆ =
∑N

i=1 d
2/dx2

i is the Laplace operator;

U and V representing the population densities of two competing species with random

dispersal rates d1, d2 respectively, are therefore non-negative; m(x) ∈ C2(Ω̄) is a non-

constant function representing the local intrinsic growth rate; α ≥ 0 is a parameter.

The system (1.1) originates from the diffusive Lotka-Voletrra model for two

randomly-moving competitors in a closed, spatially varying environment. (See [Lo2]

and the references therein.) In reality, it is very plausible that besides random disper-

sal, species could track the local resource gradient and move upward along it. (See,

e.g. [BC, BL, CC].) And (1.1) was proposed in [CCL1] to study the joint effects of

random diffusion and directed movement on population dynamics.

More precisely, we view the local intrinsic growth rate m(x) as describing the

quality and quantity of resources available at the point x. The two species which are

competing for a common resource are identical except for their dispersal strategies:

the species with density V disperses only by random diffusion, while the species with

density U disperses by diffusion combined with directed movement up the gradient
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of m. The dispersal of the two competitors can be described in terms of the fluxes

JV = −d2∇V and JU = −d1∇U + α(∇m)U . (See [CCL1] for a derivation of (1.1)

and [Mu] for a discussion of how advection-diffusion equations can be derived in

terms of fluxes.) Also, we assume α ≥ 0 to capture the hypothesis that the first

competitor has a tendency to move up the gradient of m. The no-flux boundary

conditions reflects the assumption that individuals do not cross the boundary ∂Ω.

To assess whether or not directed movement confers an advantage for either

competitor, it suffices to study the existence and stability of steady-states, which

determines a significant amount of the dynamics of the competition system (1.1)

([CC, H]). For instance, see Theorem 1.5.

System (1.1) has attracted considerable attention recently. When α ≥ 0 is small

and the diffusion rate d1 of U is less than the diffusion rate d2 of V , it is proved in

[DHMP, CCL1] that the slower diffuser U always wipes out its faster moving competi-

tor V regardless of initial conditions. In other words, (ũ, 0) is globally asymptotically

stable, where ũ is the unique positive solution to{
∇ · (d1∇ũ− αũ∇m) + ũ(m(x)− ũ) = 0 in Ω,

d1
∂ũ
∂ν
− αũ∂m

∂ν
= 0 on ∂Ω.

(1.2)

As α increases, the species U has a stronger tendency to move towards more

favorable regions and it is expected to continue to win the competition. It is rather

surprising that U and V always coexist for α sufficiently large! More precisely,

for a generic m, (1.1) has a stable coexistence steady-state (Ũ , Ṽ ) (Ũ > 0 and

Ṽ > 0) for all α sufficiently large. This so-called ”Advection-mediated Coexistence”

was discovered in [CCL2] and generalized in [CL]. It was further argued that as

α becomes large, the ”smarter” competitor moves toward and concentrates in places

with the most favorable local environments, leaving room in region with less resources

for the other species to survive. Furthermore, the above formal argument is justified

mathematically in some special cases. For instance, the following is proved:

Theorem 1.1. [CL] Assume
∫

Ω
m > 0. If m has a single critical point x0 which is

a global maximum point, detD2m(x0) 6= 0 and ∂m
∂ν
≤ 0 on ∂Ω, then for any positive

steady-state (Ũ , Ṽ ) of (1.1), as α→∞,

Ṽ (x)→ θd2(x) in C1,β(Ω̄), for any β ∈ (0, 1), and
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Ũ(x)eα[maxΩ̄ m−m(x)]/d1 → 2N/2[m(x0)− θd2(x0)] uniformly in Ω.

where θd is the unique positive solution to{
d∆θ + θ(m− θ) = 0 in Ω,
∂θ
∂ν

= 0 on ∂Ω,
(1.3)

Remark 1.2. Here the factor 2N/2 comes from the profile of Ũ ∼ Ũ(x0)eα[m(x)−maxm]/d1

together with the integral constraint
∫

Ω
Ũ(m(x) − Ũ − Ṽ )dx = 0 obtained by inte-

grating the equation over Ω.

In general, we have the following

Conjecture 1.3. [CCL2, CL] For general m(x) (with multiple local maximum points

in Ω), every positive steady-state (Ũ , Ṽ ) of (1.1) concentrates at every local maximum

point of m as α→∞.

Under mild conditions on m, the above conjecture was resolved in [LN] when

Ω = (−1, 1), and in [L2] for higher dimensions. It turns out that Ũ concentrates

precisely at the local maximum points of m where m − θd2 is positive. In this paper

we are going to resolve the conjecture for all dimensions under mild conditions on m

and determine the limiting profile of (Ũ , Ṽ ). In addition, to better understand the

different roles played by the advection term and the reaction term, we are going to

treat the following more general system
Ut = ∇ · (d1∇U − αU∇m) + U(p(x)− U − V ) in Ω× (0,∞),

Vt = d2∆V + V (p(x)− U − V ) in Ω× (0,∞),

d1
∂U
∂ν
− αU ∂m

∂ν
= ∂V

∂ν
= 0 on ∂Ω× (0,∞),

(1.4)

where m = m(x) is not necessarily equal to p = p(x). Define M to be the set of all

local maximum points of m. First we state the assumptions on m and p.

(H1) All local maximum points of m are non-degenerate and M ⊂ int Ω and ∂m
∂ν
≤ 0

on ∂Ω.

(H2) If x0 6∈M is a critical point of m, then ∆m(x0) > 0.

(H3) p = χ(m) ∈ Cβ(Ω̄) for some β ∈ (0, 1) and χ is strictly increasing and∫
Ω
p dx ≥ 0.
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The following result determines the limiting profile of (Ũ , Ṽ ).

Theorem 1.4. Assume (H1), (H2) and (H3). Then, for all α sufficiently large,

(1.4) has at least one stable coexistence steady-state. Moreover, if (Ũ , Ṽ ) is any

coexistence steady-state of (1.4), then as α→∞,

(i) Ṽ (x)→ θ̄d2(x) in C1,β(Ω̄), for any β ∈ (0, 1);

(ii) for all r > 0, Ũ(x)→ 0 in Ω \ [∪x0∈MBr(x0)] uniformly and exponentially;

(iii) for each x0 ∈M and each r > 0 small,

Ũ(x)− 2N/2 max{p(x0)− θ̄d2(x0), 0}eα[m(x)−m(x0)]/d1 → 0 uniformly in Br(x0).

Here M denotes the set of all local maximum points of m and θ̄d is the unique

positive solution to {
d∆θ̄ + θ̄(p− θ̄) = 0 in Ω,
∂θ̄
∂ν

= 0 on ∂Ω.
(1.5)

Note that when p ≡ m, then θ̄d2 = θd2 and this establishes Conjecture 1.3. More

importantly, by the theory of monotone dynamical system (see, e.g. [H]) we have

Theorem 1.5. Assume (H1), (H2) and (H3). Then for all α sufficiently large,

there exists two coexistence steady-states (Ũi, Ṽi), i = 1, 2 such that U1 ≥ U2 and

V1 ≤ V2, and the set {(U, V ) ∈ X : Ũ1 ≥ U ≥ Ũ2 and Ṽ1 ≤ V ≤ Ṽ2} is globally

attracting among all non-trivial solutions of (1.4).

Therefore Theorem 1.4 actually describes all possible outcomes of the competition

between U and V when α is large, i.e. U and V always coexists with a unique limiting

population density.

Remark 1.6. (i) It is proved in Appendix A of [L1] that if x0 is a local maximum

point of p, when d2 is sufficiently small, p(x0) − θ̄d2(x0) > 0 if and only if

p(x0) > 0. On the other hand, when d2 is large and p has more than one local

maximum points, then p(x0) − θ̄d2(x0) can sometimes be negative, even when

p(x0) > 0. In this case, Theorem 1.4 (iii) says that local maximum points of

m can be a ”trap” for U there. See Figure 1.1 for a one-dimensional picture.

(ii) The existence and stability of (Ũ , Ṽ ) follows from arguments in [CL, CCL2]

and are proved in Section 2.
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Figure 1.1: A trap for U .

By way of proving Theorem 1.4, we consider the following closely related single

equation. {
ut = ∇ · (d∇u− αu∇m) + u(p(x)− u) in Ω× (0,∞),

d∂u
∂ν
− αu∂m

∂ν
= 0 on ∂Ω× (0,∞),

(1.6)

(1.6) was proposed in [BC] (when p ≡ m) to model the population dynamics

of a single species with directed movement in a heterogeneous environment. It was

proved in [BC] that if
∫

Ω
mdx > 0 and p ≡ m, then (1.6) has a unique positive

steady-state ũ for all α ≥ 0. Moreover, ũ is globally asymptotically stable. Similarly,

in [CCL2, Lo1] it was conjectured that if p ≡ m, then as α → ∞, ũ concentrates

precisely on the set of all local maximum points of m. This conjecture was resolved

in [L1] under mild conditions.

We shall determine the limiting profile of ũ when Ω is in any dimensions and p is

not necessarily equal to m. For the single equation (1.6), we can relax the assumption

on p

(H4) p ∈ Cβ(Ω̄) for some β ∈ (0, 1) and {x ∈ Ω̄ : m(x) = supΩ m} ⊆ {x ∈ Ω̄ :

p(x) > 0}.

Now we have

Theorem 1.7. Assume (H1), (H2) and (H4). Then for all α sufficiently large,

(1.6) has a unique positive steady-state ũ which is globally asymptotically stable.

Moreover, for all small r > 0,

ũ(x)→ 0 uniformly and exponentially in Ω \ [∪x0∈MBr(x0)].

And for each x0 ∈M,

ũ(x)− 2N/2 max{p(x0), 0}eα[m(x)−m(x0)]/d → 0 uniformly in Br(x0).

5



Remark 1.8. The existence, uniqueness and stability of ũ follows from arguments

in [BC] and are proved in Section 2.

The main ingredients in the proof of Theorem 7.1 are the L∞ estimate in Section

3, and the following Liouville-type result which seems to be new. It determines the

limiting profile of ũ and Ũ at each x0 ∈M and is proved in the Appendix.

Proposition 1.9. Let B be a symmetric positive definite N × N matrix and 0 <

σ ∈ L∞loc(RN) such that for some R0 > 0,

σ2 = e−x
TBx for all x ∈ RN \BR0(0),

then every nonnegative weak solution w ∈ W 1,2
loc (RN) to

∇ · (σ2∇w) = 0 in RN (1.7)

is a constant.

Remark 1.10. In general, some kind of asymptotic behavior is needed for this kind

of result to hold; e.g. it is proved in [BCN] that for any 0 < σ ∈ L∞loc(R
N), a

non-negative weak solution of (1.7) is a constant if there exists C > 0 such that∫
BR
σ2w2 ≤ CR2 for all large R > 0. (See also [GG].)

In the situation we discussed so far, the directed movement to most favorable

regions has not given U much advantage in its competition with V . A main reason

behind that is that there are not ”a lot” of most favorable regions. Mathematically,

the set of local maximum points of U , which is denoted by M is assumed to be of

measure zero in the results presented above. In all those cases, we can see that U

occupies only the region M, which is of measure zero, and does not really compete

with V for resources.

Consider now the case when m assumes its global maximum on a set of positive

measure (i.e. |M| > 0). Will U , being a resource-specialist of M, consume all the

resources present at M, and be able to drive V to extinction? The following results

says that, in some cases, U can wipe out V .

Proposition 1.11. Let Ω = (−1, 1). If m satisfies

m(x) = 1 in [−1/2, 1/2], m(x) < 1 and m′(x) 6= 0 in (−1,−1/2)∪ (1/2, 1). (1.8)

6



and
∫ 1

−1
m < 1, then there exists d̄2 > 0 such that for any d2 > d̄2, (ũ, 0) is globally

asymptotically stable for all α sufficiently large.

This will be proved in Chapter 5.
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Chapter 2

Existence, Uniqueness and

Stability of ũ

In this chapter, we present the existence and stability results for positive steady-

states of (1.6). The arguments are analogous to those in [BC] where the case p ≡ m

was treated and are presented here for completeness’ sake. For later purposes, we

shall study the positive solutions of the following slightly more general equation
ut = ∇ · (d∇u− αu∇m) + u(pα(x)− u) in Ω× (0,∞),

d∂u
∂ν
− αu∂m

∂ν
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x) in Ω,

(2.1)

where

pα(x) ∈ Cβ(Ω̄) for some β ∈ (0, 1), and lim
α→∞

pα = p in Cβ(Ω̄). (2.2)

In particular, we will state sufficient condition on p to establish existence of ũ.

Theorem 2.1. If (H4) holds, then for α sufficiently large, there exists a unique

positive steady-state ũ ∈ C2(Ω̄) of (2.1) which is globally asymptotically stable.

Proof. By a transformation v = e−αm/du, the steady-state equation of (2.1) is equiv-

alent to the following{
L̃v = ∇ · (deαm/d∇v) + eαm/dv(pα − eαm/dv) = 0 in Ω,
∂v
∂ν

= 0 on ∂Ω.
(2.3)

Fix α ≥ 0 so that
∫

Ω
eαm/dpαdx > 0, which is guaranteed for all large α by (H4).

For each such α, we shall construct a pair of upper and lower solutions to show the

8



existence of at least one positive solution for (2.3) (and hence for (2.1)). (See e.g.

[S].) First, take v̄ = M for some large constant M , then,{
L̃v̄ = eαm/dM(pα − eαm/dM) < 0 in Ω,
∂v̄
∂ν

= 0 on ∂Ω.
(2.4)

That means v̄ is an upper solution of (2.3). For the lower solution, consider the

following eigenvalue problem for λ:{
∇ · (deαm/d∇φ) + λeαm/dpαφ = 0 in Ω,
∂φ
∂ν

= 0 on ∂Ω.
(2.5)

It is well-known that the principal eigenvalue λ1 of (2.5) is negative if and only

if
∫

Ω
eαm/dpα > 0 (See e.g. Lemma 2.16 in [CC]), which is satisfied by our choice of

α. So λ1 < 0. Next, for each λ ∈ R, consider the following eigenvalue problem for

µ = µ(λ): {
∇ · (deαm/d∇ψ) + λeαm/dpαψ + µeαm/dψ = 0 in Ω,
∂φ
∂ν

= 0 on ∂Ω.
(2.6)

Now the principal eigenvalue µ1(λ) of (2.6) is given by

µ1(λ) = inf
ψ∈H1

{∫
Ω
eαm/d(d|∇ψ|2 − λpαψ2) dx∫

Ω
eαm/dψ2 dx

}

Observe that µ1(λ) is a strictly concave function of λ, and µ1(0) = µ1(λ1) = 0

(where λ1 is the principal eigenvalue of (2.5)). Since λ1 < 0, we have µ1(1) < 0.

Denote the eigenfunction corresponding to µ1(1) < 0 by ψ1. We can assume ψ1 > 0

and |ψ1|L∞(Ω) = 1. Then v = εψ1 satisfies, for ε > 0 sufficiently small,{
L̃v = eαm/dεψ1(−µ1(1)− eαm/dεψ1) > 0 in Ω,
∂v̄
∂ν

= 0 on ∂Ω.
(2.7)

Thus v = εψ1 > 0 is a lower solution of (2.3). By the method of upper and lower

solutions, (2.3) has at least one positive solution ṽ.

The uniqueness of ṽ can be proved in a standard fashion and we include the proof

here for the sake of completeness. Suppose that there exist two positive solutions to

(2.3), say v1 and v2. If the sign of v1− v2 does not change, without loss of generality

9



we assume v1 ≥ v2 and v1 6≡ v2, then

0 =

∫
Ω

[∇ · (deαm/d∇v1) + eαm/dv1(pα − eαm/dv1)]v2 dx

=

∫
Ω

[v1∇ · (deαm/d∇v2) + eαm/dv1v2(pα − eαm/dv1)] dx

=

∫
Ω

[−eαm/dv1v2(pα − eαm/dv2) + eαm/dv1v2(pα − eαm/dv1)] dx

=

∫
Ω

e2αm/dv1v2(v2 − v1) < 0

This is a contradiction.

Otherwise we set v1 = max{v1, v2}, then v1 is a weak lower solution of (2.3)

and v1 ≥ v2, v1 6≡ v2. Moreover v̄ ≡ M is an upper solution of (2.3) and v1 ≤ M

provided M large. Then there exists another solution ṽ1 satisfying v1 ≤ ṽ1. Repeat

the previous argument we can derive that

ṽ1 ≡ v2

which is a contradiction. Thus problem (2.3) has a unique positive solution ṽ. It

remains to show that ṽ is globally asymptotically stable. For any positive initial data

v0, choose ε small, M large such that

εψ1 ≤ v0 ≤M,

and v+ ≡M , v− = εψ1 are the upper and lower solutions of (2.3) respectively. Then

on the one hand, it follows that

v(x, t; εψ1) ≤ v(x, t; v0) ≤ v(x, t;M) for any x ∈ Ω and t ∈ (0,∞),

where v(x, t; v0) denotes the unique solution of (2.3) with initial condition v0. On

the other hand, it is easy to see that

v(·, t; εψ1)→ ṽ, v(·, t;M)→ ṽ, as t→∞.

By the parabolic maximum principle, we derive that

v(·, t; v0)→ ṽ.

10



This proves the global asymptotic stability of ṽ with respect to (2.3), which is equiv-

alent to the global asymptotic stability of ũ = eαm/dṽ with respect to (2.1).

Finally, ṽ and hence ũ = eαm/dṽ is in C2(Ω̄) by standard elliptic regularity theory.

This proves Theorem 2.1.

11



Chapter 3

Upper and Lower Estimates of ũ

In this section we derive qualitative properties of the unique steady-state ũ of the

single equation (2.1) which will become useful when we treat the 2× 2 system later.

Hereafter we denote the set of local maximum points of m(x) by M.

3.1 Upper estimates of ũ

In one space dimension, i.e. Ω = (−1, 1), we have the following result

Theorem 3.1. If m(x) ∈ C2([−1, 1]) is nonconstant and xm′(x) ≤ 0 at ±1 then

ũ→ 0 in any compact subset of {x ∈ [−1, 1] : m′(x) 6= 0}.

The result is an improvement of Theorem 1.7(ii) in [CCL2]. Our main contribu-

tion here is to remove the assumption that M has to be finite. This generalization

will become useful as we treat the case when m assumes its global maximum on a

set instead of at a single point in Chapter 5.

If we impose an assumption on ∆m at saddle points, we have a much better

result for general space dimensions. Namely, we can prove that ũ→ 0 exponentially

in compact subsets of Ω \M.

Theorem 3.2. Let {m(x) : x ∈M} be a finite set (M not necessarily has measure

zero.) and suppose (H2). Then given any compact subset K of Ω̄ \M, there exists

γ > 0 such that |ũ|L∞(K) ≤ e−γα for all α large.

The proof of which is contained in [L1] and is omitted. Instead we are going to

present a stronger result (Theorem 3.3 below) which applies to the case when every

12



local maximum points of m is non-degenerate.

The following theorem is first proved in [L1, L2], but the proof we present here

is the result of a discussion with X. Chen which can generalize to the case for any α

large and, d > 0.

Theorem 3.3. Assume (H1) and (H2). Then given a small r > 0, there exists

positive constants C, γ and α such that for any α ≥ α0, and any d > 0

ũ ≤

{
Ceγα[m(x)−m(x0)]/d in ∪x0∈M Br(x0),

e−γα/d in Ω \ ∪x0∈MBr(x0).

In proving Theorem 3.3, we have the following useful

Lemma 3.4. Under the assumptions of Theorem 3.3, |ũ|Lp(Ω) → 0 for any p ≥ 1.

Proof of Theorem 3.1.

Lemma 3.5 (Lemma 3.3 of [CCL2]). Suppose that ∂m
∂ν
≤ 0 on ∂Ω, then

|ũ|L∞(Ω) ≤ |m|L∞(Ω) + α|∆m|L∞(Ω)

Proof. The result follows from a direct application of the maximum principle.

Lemma 3.6 (Lemma 3.4 of [CCL2]). Suppose that ∂m
∂ν
≤ 0 on ∂Ω. There then exists

some constant C, independent of α, such that∫
Ω

ũ|∇m|2 ≤ C

α
.

Proof. Multiply the equation by m and integrating in Ω, we have

−
∫

Ω

∇m · [d∇ũ− αũ∇m] +

∫
Ω

mũ(pα − ũ) = 0

Since ∫
Ω

∇ũ · ∇m = −
∫

Ω

ũ∆m+

∫
∂Ω

ũ
∂m

∂ν
≤ −

∫
Ω

ũ∆m,

we have ∫
Ω

ũ|∇m|2 ≤ 1

α

∫
Ω

[ũ(−d∆m−mpα) +mũ2].

The result follows from the boundedness of ũ in L2(Ω).
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Define Iδ = (−1, 1) \ {x ∈ (−1, 1) : ∃z, m′(z) = 0 and dist(x, z) ≤ δ}.

We can easily see that Iδ consists of finitely many open intervals, as {x ∈ (−1, 1) :

∃z m′(z) = 0 and dist(x, z) < δ} consists of disjoint union of intervals with length

more than δ > 0 and there can only be finitely many of them in (−1, 1).

We also note that for any δ > 0, there exists 0 < δ1 < δ2 such that {x ∈ (−1, 1) :

|m′(x)| > δ2} ⊂ Iδ ⊂ {x ∈ (−1, 1) : |m′(x)| > δ1}. Also δi → 0 for i = 1, 2 as δ → 0.

Taking the above two observations into account, Theorem 3.1 follows from exactly

the same lines as in the proof of [CCL,Thm 1.7 (ii)]. We present them here for

completeness only.

It suffices to prove that for any given δ > 0 small, ũ → 0 uniformly in Iδ. Now

fix δ > 0 small, we observe as above that Iδ = ∪Kk=1(ak, bk) for some K ∈ N. Let

xα ∈ Īδ be such that ũ(xα) = maxĪδ ũ.

As first step, we shall prove that for each δ > 0 small, ũ is bounded in Iδ inde-

pendent of α. Assume to the contrary, assume ũ(xα) → ∞ as α → ∞. Passing to

some subsequence if necessary, we may assume that xα → x∗ and xα, x
∗ ∈ [ai, bi] for

some 1 ≤ i ≤ K.

Set x = xα + y/α, and define

wα(y) =
ũ(xα + y/α)

(̃xα)
.

Hence, wα satisfies wα(0) = 1, 0 < wα(y) ≤ 1, and

d

dy

[
d
dwα
dy
−m′

(
xα +

y

α
)wα

]
+

1

α2
wα

[
pα

(
xα +

y

α

)
− ũ(xα)wα

]
= 0

in Jα := (−α(xα − ai), α(bi − xα)). As α → ∞, passing to a sequence if necessary,

Jα converges to some interval J , where J contains one of the following: (−∞,+∞),

[0,+∞) or (−∞, 0].

Claim 3.7. Given any compact subset K of J , |wα|C2(K) is bounded for sufficiently

large α.

To establish our assertion, we first observe that both wα and ũ(xα)/α (Lemma

3.5) are uniformly bounded for large α. Integrating the equation of ũ from x = −1

14



to x = xα, we have

dũ′(xα)− αm′(xα)ũ(xα) +

∫ xα

−1

ũ(pα − ũ) = 0.

Hence, ũ′(xα)/(αũ(xα)) is uniformly bounded for large α. Note that in this proof

it suffices to assume that ũ(xα) = maxĪδ ũ is uniformly bounded from below by

some positive constant. This implies that w′α(0) is uniformly bounded since w′α(0) =

ũ′(xα)/(αũ(xα)). Now integrating the equation of wα from 0 to y, we find that

dw′α(y)−m′
(
xα +

y

α

)
wα(y)− dw′α(0) +m′(xα)wα(0)

+
1

α2

∫ y

−1

wα

[
pα

(
xα +

y

α

)
− ũ(xα)wα

]
dy = 0

Therefore, |wα|C1(K) is uniformly bounded for large α. By the equation of wα, we

see that |wα|C2(K) is uniformly bounded. This proves our assertion.

By our assertion and a standard diagonal process, passing to a sequence if nec-

essary, we see that wα → w∗ in C1(K), where K is any compact subset of J . By the

equation of wα, wα → w∗ in C2(K). Hence, w∗ satisfies w∗(0) = 1 and 0 ≤ w∗ ≤ 1.

By Lemma 3.6, we have ∫ 1

−1

ũ(x)[m′(x)]2 dx ≤ C

α
.

Since |m′| ≥ δ1 in (ai, bi) ⊂ Iδ, we have∫ bi

ai

ũ(x)dx ≤ C

δ2
1α
.

By the change of variable x = xα + y/α and the definition of wα, we obtain∫
Jα

wα(y) dy ≤ C

δ2
1ũ(xα)

.

In particular, ∫
Jα∩(−1,1)

wα(y) dy ≤ C

δ2
1ũ(xα)

. (3.1)
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Passing to the limit in (3.1), by ũ(xα)→∞ we have∫
J∩(−1,1)

w∗(y) dy ≤ 0.

This implies that w∗ ≡ 0 in J ∩ (−1, 1), which contradicts w∗(0) = 1 since 0 ∈
J ∩ (−1, 1). This proves the fact that for each small δ > 0, |ũ|L∞(Iδ) is bounded

independent of α.

Next we prove that for any δ > 0, u(xα) = |ũ|L∞(Iδ) → 0 as α → ∞. Passing

to a sequence if necessary, we assume that there exists δ > 0 and η > 0 such that

ũ(xα) ≥ η for sufficiently large α. Set x = xα + y/α and define wα = ũ(xα + y/α).

Hence wα(0) ≥ η. Passing to a subsequence if necessary, we may assume that xα →
x∗ ∈ Īδ as α→∞. We may also assume that xα, x

∗ ∈ [ai, bi] for some 1 ≤ i ≤ K. By

assumption, m′(0) ≥ 0 ≥ m′(1), so there are only three possibilities:−1 < ai, bi < 1,

−1 = ai < bi < 1 or −1 < ai < bi = 1.

We first consider the case when −1 < ai < bi < 1. For this case, we can find

some interval (ci, di) ∈ Iδ/2 such that [ai, bi] ⊂ (ci, di). Then wα satisfies

d

dy

[
d
dwα
dy
−m′

(
xα +

y

α

)
wα

]
+

1

α2

[
pα

(
xα +

y

α

)
− wα

]
= 0

in Jα := (−α(xα − ci), α(di − xα)). Since xα ∈ [ai, bi] ⊂ (ci, di), we see that Jα

converges to (−∞,+∞) as α → ∞. By the boundedness of |ũ|L∞(Iδ/2) independent

of α, wα is uniformly bounded in Jα. Analogous to the proof of the boundedness of

|ũ|L∞(Iδ/2), passing to some sequence if necessary, we may assume that wα → w∗ in

C2(K), where K is any compact subset of (−∞,+∞). Hence w∗ satisfies w∗(0) ≥ η,

0 ≤ w∗(y) ≤ C in (−∞,+∞) and

d
d2w∗

dy2
−m′(x∗)dw

∗

dy
= 0 in (−∞,+∞).

Hence, w∗ = c1 + c2e
m′(x∗)y/d for some constants c1 and c2. Since w∗ is bounded

in (−∞,+∞), we see that c2 = 0. This together with w∗(0) ≥ η implies that

w∗ ≡ w∗(0) in (−∞,+∞).

By Lemma 3.6, we have ∫ di

ci

ũ(x)[m′(x)]2 dx ≤ C

α
.
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Since for some δ3 > 0, |m′| ≥ δ3 in (ci, di) ⊆ Iδ/2, by the change of variable x =

xα + y/α and the definition of wα, we obtain∫
Jα

wα(y) dy ≤ 4C

(δ3)2
.

For any L > 0, [−L,L] ⊂ Jα for sufficiently large α. Hence,∫ L

−L
wα(y) dy ≤ 4C

δ2
3

.

Passing to the limit we find that∫ L

−L
w∗(y) dy ≤ 4C

δ2
3

.

i.e. 2Lη ≤ 4C/δ2 since w∗ ≥ η. This is a contradiction, since L > 0 is arbitrary.

Next we consider the case when ai = −1 and bi < 1. For this case, if x∗ > −1,

then we can use the same proof as above to reach a contradiction. (Jα → (−∞,+∞)

and so w∗ is equal to some positive constant.) It remains to consider the case when

x∗ = −1. Since |m′(xα)| ≥ δ1 > 0 and xα → x∗ = −1, we see that |m′(−1)| ≥ δ1.

Since we can assume that m′(−1) ≥ 0, we have m′(−1) > 0. By the same argument

as before, we can assume that wα → w∗ as α→∞, w∗(0) ≥ η, 0 ≤ w∗ ≤ C, and w∗

satisfies

d
d2w∗

dy2
−m′(−1)

dw∗

dy
= 0

in some interval J which contains [0,+∞). Hence, w∗ = c1 + c2 exp{m′(−1)y/d}
in [0,+∞). Since m′(0) > 0, w∗(0) ≥ η, 0 ≤ w∗ ≤ C, the only possibility is that

w∗ ≡ w∗(0) ≥ η in [0,+∞). Then, as in the case when −1 < ai < bi < 1 (with

[−L,L] being replaced by [0, L]) and as in the previous case, we can apply Lemma

3.6 to reach a contradiction.

The case when ai > −1 and bi = 1 can be treated similarly. This completes the

proof.

Proof of Theorem 3.3. It suffices to prove Lemma 3.4 and the following lemma.

Lemma 3.8. Assume (H1) and (H2). Then given a small r > 0, there exists
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positive constants C, γ such that

ũ ≤

{
CMeγα[m(x)−m(x0)]/d in ∪x0∈M Br(x0),

e−γα/d in Ω \ ∪x0∈MBr(x0),

where M = |ũ|L∞(Ω).

By the assumption, all critical points of m are non-degenerate (detD2m 6= 0)

and the set of local maximum points M ⊂ Ω lies in the interior, hence

M = {x ∈ Ω : ∇m(x) = 0, detD2m(x) < 0} ⊂ int Ω (3.2)

Moreover, ∆m > 0 on M0 and that ∂νm ≤ 0 on ∂Ω, where M0 = {x ∈ Ω̄ : |∇m| =
0} \M. Consequently, M is finite. Denote

{m(x) : x ∈M} = {m1,m2, ...,mn}, m1 < ... < mn, Mi = {x ∈M : m(x) = mi}
(3.3)

The non-degeneracy implies that there exists r > 0, K > 0 such that

1

K
|z− x|2 ≤ m(z)−m(x) ≤ K|∇m(x)|2 ≤ K2|z− x|2 ∀x ∈ Br(z), ∀z ∈M. (3.4)

Set

m0 = min
Ω
m, η = min

1≤i≤n
{mi −mi−1, r

2/K}, (3.5)

and fix 0 < δ1 < 1, and define recursively

δi+1 =
δiη

mi+1 −mi + η
, i = 1, 2, ..., n− 1 (3.6)

Then we have

1 > δ1 > δ2 > ... > δn ≡ δ∗ = δ1

n−1∏
i=1

η

mi+1 −mi + η
> 0.

By possibly enlarging K, defined in (7.2), we also can assume

δ∗α

d
|∇m|2 + ∆m > 0 in Ω \D1, D1 = ∪z∈MBK

√
d
α

(z) (3.7)
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Define

Ω1 = Ω, Ωi+1 = {x ∈ Ω : m(x) > mi − η} \ ∪z∈Mi
Br(z)

Note that Ωi+1 ⊂⊂ Ωi from definition of η.

Define

M = sup
Ω
ũ, L =

1

2
|D2m|∞K2, φi = MeLe

αδi
d

(m(x)−mi). (3.8)

Then using (3.7), Ω \D1 for i = 1, ..., n.

N [φ] :=−∇ · (d∇φ− αφ∇m)− φ(p− ũ)

≥−∇ · (d∇φ− αφ∇m)− φp

N [φi] =φi[α(1− δi)(
δiα

d
|∇m|2 + ∆m)− p]

≥φi[α(1− δi)(
δ∗α

d
|∇m|2 + ∆m)− p] ≥ 0

N [φi] ≥ 0 in Ω \D1 and d∂νφi − αφi∂νm ≥ 0 on ∂Ω (3.9)

Whereas when x ∈ D1 = ∪z∈MBK
√

d
α

(z) and by (7.2)

m(x)−mi ≥ −
1

2
|D2m|∞(K

√
d

α
)2

δiα

d
(m(x)−mi) ≥ −

α

d
(
1

2
|D2m|∞K2 d

α
) = −1

2
|D2m|∞K2 = −L

Hence

φi(x) = MeLe
δiα

d
(m(x)−mi) ≥MeLe−L = M ≥ ũ in D1. (3.10)

Hence by (3.9), (3.10) and comparison, ũ(x) ≤ φ1(x) in Ω1 \D1 = Ω \D1. But we

also have ũ(x) ≤M ≤ φ1(x) in D1 by (3.10). Hence,

ũ(x) ≤ φ1(x) = MeLe
δ1α
d

(m(x)−m1) in Ω.

Next we consider φ2 on Ω2. On ∂Ω2 \ ∂Ω, we have m(x) ≥ m1 − η. We either have

x ∈ ∪z∈M1∂Br(z) or (x 6∈ ∪z∈M1∂Br(z) and m(x) = m1 − η)
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Since on ∪z∈M1∂Br(z),

m(x) ≤ m1 −
1

K
|x− z|2 = m1 −

r2

K
< m1 − η,

we must have

x 6∈ ∪z∈M1∂Br(z) and m(x) = m1 − η

Consequently on ∂Ω2 \ ∂Ω, by definition of δi,

φ2

φ1

= exp{δ2α

d
(m(x)−m2)− δ1α

d
(m(x)−m1)} = 1

Hence φ2 = φ1 ≥ ũ on ∂Ω2 \ ∂Ω. By (3.9), (3.10) and comparison, much as before

we can conclude that φ2 ≥ ũ in Ω2.

Suppose φi ≥ ũ on Ωi. Then on ∂Ωi+1 \ ∂Ω, as before, we must have m(x) = mi − η
and x 6∈ ∪z∈Mi

Br(z)

φi+1

φi
= exp{δi+1α

d
(m(x)−mi+1)− δiα

d
(m(x)−mi)} = 1

φi+1 = φi ≥ ũ on ∂Ωi+1 \ ∂Ω.

By(3.9) and (3.10), as before, we conclude that φi+1 ≥ ũ on Ωi+1.

In conclusion, φi ≥ ũ on Ωi, i = 1, ..., n. Hence

ũ ≤MeLe
δ∗α
d

(m(x)−mi) in ∪z∈Mi
Br(z) (3.11)

ũ ≤MeLe−
δ∗α
dK

r2

in Ω \ ∪z∈Mi
Br(z) (3.12)

This proves Lemma 3.8. Next we prove Lemma 3.4.

If α
d

stays bounded, then consider w(x) = e−
αm(x)
d ũ which satisfies{

d∇ · (eαmd ∇w) + e
αm
d w(p(x)− eαmd w) = 0 in Ω,

∂νw = 0 on ∂Ω.

Let x0 ∈ Ω̄ be such that w(x0) = supΩw, then by Hopf boundary lemma and
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maximum principle, e
αm(x0)

d w(x0) ≤ p(x0)

sup
Ω
ũ ≤ (sup

Ω
e
αm
d )(sup

Ω
w) ≤ (sup

Ω
e
αm
d )e−

αm(x0)
d p(x0) <∞.

Now suppose α
d
→∞. By Theorem 3.3, for some z ∈ Σ and R > 0, M = |ũ|L∞(Ω) is

assumed in B
R
√
d/α

(z) for all α large. Rescale x = z + y
√

d
α

,

d(
α

d
∆yũ)− α∇xm(

√
α

d
∇yũ) + ũ(p− ũ− α∆m) = 0

Divide by α,

∆yũ− (

√
α

d
∇xm(z + y

√
d

α
)) · ∇yũ+ (

p− ũ− α∆m

α
)ũ = 0 in BR(0)

Hence for each R > 0 the coefficients are bounded in L∞(BR(0)). (The middle term

tends to D2m(z)y. ) So we apply the Harnack’s inequality to get a constant c > 0

such that

cM2(
d

α
)N/2 ≤

∫
B
R

√
d
α

ũ2 ≤
∫

Ω

ũ2 in BR(0)

On the other hand, ∫
Ω

ũ2 =

∫
Ω

ũm ≤ C

∫
Ω

ũ ≤ CM(
d

α
)N/2,

by (3.11) and (3.12), this means that M has to be bounded uniformly in α
d
→∞.

Finally, the Lp estimates follows directly from (3.11) and (3.12) and the uniform

boundedness of |ũ|L∞(Ω) in α. This proves Lemma 3.4 and concludes the proof of

Theorem 3.3.

3.2 Lower estimates of ũ

Now we prove results indicating that the unique steady-state ũ of (1.6) (resp. (Ũ , Ṽ )

of (1.4)) are nontrivial in the vicinity of M.

Theorem 3.9. Assume that ũ is the unique positive steady-state of (1.6). If there
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exists a closed set Ω0 ⊂⊂ Ω and a positive constant ε0 > 0 such that

m(x) =

{
m0 if x ∈ Ω0,

< m0 if x ∈ Ωε0 \ Ω0.

where Ωε := {x ∈ Ω : dist(x,Ω0) < ε}. Then, for any 0 < ε < ε0

lim inf
α→∞

∫
Ωε

ũ ≥
∫

Ωε

p(x0). (3.13)

In particular, if x0 is a strict maximum point (i.e. Ω0 = {x0}), then we have

Corollary 3.10. If x0 ∈ Ω̄ is a strict local maximum point of p and m, then for any

ball B centered at x0,

lim inf
α→∞

sup
B
u ≥ p(x0). (3.14)

For the system (1.4), we also have the following

Theorem 3.11. Under the same assumption on m(x) as in Theorem 3.9. Let x0 ∈ Ω̄

be a strict local maximum point of p and m (which coincides by (H(3)). Assume

that (Ũ , Ṽ ) is any coexistence state of (1.4).

lim inf
α→∞

sup
Ωε

Ũ ≥ p(x0)− lim sup
α→∞

Ṽ (x0). (3.15)

The next result is first proved in [BL] for the case when M is finite and that D2m

is invertible at each x0 ∈ M. In the following we make the generalization to the

case when M is any higher dimensional set (e.g. a curve). In particular, D2m is not

necessarily invertible at each x0 ∈M.

Theorem 3.12. If m(x) ∈ C2(Ω̄) assumes a local maximum value M in a (closed)

set ΩM ⊂⊂ Ω, i.e. let Ωε
M := {x ∈ Ω : dist(x,ΩM) < ε}, we have

m(x) =

{
M in ΩM

M/2 < < M in Ωε
M \ ΩM

Then for all α large, the unique positive steady-state ũ to (1.6) satisfies

ũ(x) ≥ χ(M)eα[m(x)−M ]/d ∀x ∈ Ω
ε/2
M

where χ is defined in (H(3).
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Proof of Theorem 3.9. Let ũ be the unique solution to (1.6), and Ω0,Ω
ε as defined in

the statement of Theorem 3.9. Then ũ is the principal eigenfunction of the following

eigenvalue problem with principal eigenvalue 0:{
∇ · (d∇φ− αφ∇m) + (p− ũ)φ+ λφ = 0 in Ω,

d∂φ
∂ν
− αφ∂m

∂ν
= 0 on ∂Ω.

(3.16)

Now by the transformation φ = eαm/dψ, (3.16) is equivalent to{
∇ · (deαm∇ψ) + (p− ũ)ψeαm/d + λeαm/dψ = 0 in Ω,
∂ψ
∂ν

= 0 on ∂Ω.
(3.17)

with principal eigenvalue equal to 0. The variational characterization of the principal

eigenvalue of (3.17) implies

0 = λ = inf
ψ∈H1

{∫
eαm/d(d|∇ψ|2 + (u− p)ψ2)∫

eαm/dψ2

}

By assumption, for any small ε > 0, max∂Ωεm < m0. For any δ such that 0 < δ <

min{m0 −max∂Ωεm,χ(m0)−max∂Ωε p}, define

M1 :=m0 −
δ

3
> m0 −

2δ

3
:= M2,

U1 :={x ∈ Ωε0 : m(x) > m0 −
δ

3
}

U2 :={x ∈ Ωε0 : m(x) > m0 −
2δ

3
}

U3 :={x ∈ Ωε0 : m(x) > m0 − δ}.

Note that we have U1 ⊂⊂ U2 ⊂⊂ U3 ⊂⊂ Ωε0 . Now take a smooth test function ψ

such that,

ψ(x) =

{
1 if x ∈ U2

0 if x ∈ Ω \ U3

0 ≤ ψ(x) ≤ 1 |∇ψ| ≤ C(δ)
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Then,

0 ≤
∫
deαm/d|∇ψ|2 +

∫
eαm/d(u− p)ψ2∫

eαm/dψ2

≤
∫
U3
deαM2/dC(δ)2∫
U1
eαM1/d

+

∫
U3
eαm/d(u− p)ψ2∫
U3
eαm/dψ2

≤ C ′(δ)eα(M2−M1) + max
U3

(u− p)

≤ C ′(δ)e−
εα
3 + max

U3

u− χ(m0) + δ.

For α sufficiently large, the first term in the last line will become less than δ, hence

(3.13) follows.

Proof of Theorem 3.11. Follows from exactly the same argument as in the proof of

Theorem 3.9

Proof of Theorem 3.12. Let p(x) = χ(m(x)) and δ̄ > 0 be chosen small such that

M − δ̄ is a regular value of m and satisfies

sup
∂ΩεM

m < M − δ̄ χ(M − δ̄) > 0.

Since M − δ̄ is a regular value of m, consider

O1 = {x ∈ Ωε
M : m(x) > M − δ̄}

then

∇m = ν · ∂m
∂ν

and
∂m

∂ν
< 0 on ∂O1.

Therefore, there exists δ ∈ (0, δ̄) and O2 := {x ∈ O1 : M − δ̄ < m(x) < M − δ} such

that

m′(x) 6= 0 in Ō2.

Define a smooth cut-off ρ : R→ R by

ρ(t) =

{
1 t ≥M − δ
0 t ≤M − δ̄
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such that

ρ, ρ′ > 0 in (M − δ̄,M − δ) and ρ′′ > 0 in

(
M − δ̄, 2M − δ̄ − δ

2

)
.

And define

D(x) :=


1 in O1 \O2

ρ(m(x)) in O2

0 in Ω \O1.

and

u(x) := Meα[m(x)−M ]/dD(x)

Now we calculate

d∇u− αu∇m

=Meα[m(x)−M ]/dα∇mD + dMeα[m(x)−M ]/d∇D − αMeα[m(x)−M ]/dD∇m

=dMeα[m(x)−M ]/d∇D

then,

∇ · (d∇u− αu∇m) + u(χ(m)− u)

=∇ · (dMeα[m(x)−M ]/d∇D) +Meα[m(x)−M ]/dD(χ(m)− u)

=αMeα[m(x)−M ]/d∇D · ∇m+ dMeα[m(x)−M ]/d∆D +Meα[m(x)−M ]/dD(χ(m)− u)

=Meα[m(x)−M ]/d{α∇D · ∇m+ d∆D +D(χ(m)− u)}

In a neighborhood of the boundary ∂Ω, u is identically zero and the boundary con-

dition for lower solution is satisfied automatically. It suffices to show that

α∇D · ∇m+ d∆D +D(χ(m)− u) ≥ 0. (3.18)

First we notice that

g(m) =
eαm/d

χ(m)
with g′(m) = eαm/d

(
α

dχ(m)
− χ′(m)

χ(m)2

)
is increasing in χ− 1{[M − δ̄,M ]} if α > d sup[M−δ̄,M ] χ

′/χ(M − δ̄). Hence if m(x) ∈
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O2, then
eαm(x)/d

χ(m(x))
≤ eαM/d

χ(M)

which implies

p(x) = χ(m(x)) ≥ χ(M)eα[m(x)−M ]/d ≥ χ(M)eα[m(x)−M ]/dD(x) = u

Therefore (7.6) is satisfied automatically when D ≡ 0, 1. It suffices to show (7.6) in

O2. Now,

α∇D · ∇m = αρ′|∇m|2 ≥ 0 ∆D = ρ′′|∇m|2 + ρ′∆m

Choose δ′ ∈ (δ, δ̄) such that infM−δ′≤m≤M−δ ρ > 1/2 and

sup
M−δ′≤m≤M−δ

ρ′|∆m| < χ(M − δ̄)
6d

sup
M−δ′≤m≤M−δ

|ρ′′||∇m| < χ(M − δ̄)
6d

Then in {x ∈ O2 : M − δ′ ≤ m ≤M − δ}, since 0 ≤ 1
2
u ≤ 1

2
Me−αδ/d → 0

α∇D · ∇m+ d∆D +D(χ(m)− u)

≥0 + dρ′′|∇m|2 + dρ′∆m+
1

2
(χ(M − δ̄)− u)

≥
[
χ(M − δ̄)

6
− d|ρ′′||∇m|2

]
+

[
χ(M − δ̄)

6
− dρ′|∆m|

]
+

[
χ(M − δ̄)

6
− 1

2
u

]
≥0

for all α large.

For {x ∈ O2 : M − δ̄ ≤ m ≤M − δ′}, we have

αρ′

2
+ dρ′′ ≥ 0 and

α|∇m|2

2
+ d∆m ≥ 0
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for α large. Then

α∇D · ∇m+ d∆D +D(m− u)

≥αρ′|∇m|2 + dρ′′|∇m|2 + dρ′∆m+ 0

=|∇m|2
(
αρ′

2
+ dρ′′

)
+ ρ′

(α
2
|∇m|2 + d∆m

)
≥0

for α large.
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Chapter 4

Existence and Stability Properties

of Coexistence Steady-State (Ũ , Ṽ )

Consider the steady-state system of (1.4).
∇ · (d1∇U − α∇m) + U(p− U − V ) = 0 in Ω,

d2∆V + V (p− U − V ) = 0 in Ω,

d1
∂U
∂ν
− αU ∂m

∂ν
= ∂V

∂ν
= 0 on ∂Ω.

(4.1)

We call a solution (Ũ , Ṽ ) of (4.1) a coexistence state if Ũ(x) > 0 and Ṽ (x) > 0 in Ω̄.

In this chapter we are going to prove that there exists at least one coexistence state

for (4.1), which follows from the arguments in [CCL2]. We present the proof here

for the sake of completeness. Denote by (U(x, t;U0), V (x, t;V0)) a solution of (4.1)

with initial condition (U0(x), V0(x)).

Theorem 4.1. Assume (H1), (H2) and (H3) are satisfied, then for α sufficiently

large, there exists coexistence states (Ũi, Ṽi), i = 1, 2 of (4.1) such that U1 ≤ U2,

V1 ≥ V2 and the set X0 := {(U, V ) : U1 ≤ U ≤ U2 and V1 ≥ V ≥ V2} is globally

attracting, i.e. given any initial condition (U0(x), V0(x)),

dist
(
(U(x, t;U0), V (x, t;V0)), X0

)
→ 0 as t→∞.

Moreover, there exists at least one stable coexistence state (Ũ , Ṽ ) ∈ X0 of (4.1).

Remark 4.2. (i) Alternatively, the assumptions (H1) and (H2) can be replaced

by ”The set of critical points of m has measure zero”.
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(ii) In Chapter 5 and Chapter 7 we are going to prove that (Ũi, Ṽi), i = 1, 2 have

a common limiting profile as α → ∞. Moreover, in the special case when m

is constant on M, we are going to prove in Chapter 8 that (Ũ1, Ṽ1) = (Ũ2, Ṽ2).

That is, there exists a globally asymptotically stable coexistence steady-state

for (1.4).

Proof of Theorem 4.1. By the transformation W (x) = e−αm(x)/d1U(x), (1.4) becomes
Wt = e−αm(x)/d1∇ · (d1e

αm(x)/d1∇W ) +W (p− eαm(x)/d1W − V ) in Ω× (0,∞),

Vt = d2∆V + V (p− eαm(x)/d1W − V ) in Ω× (0,∞),
∂W
∂ν

= ∂V
∂ν

= 0 on ∂Ω× (0,∞),

(4.2)

which is a monotone dynamical system. By the theory of monotone dynamical system

[H], it suffices to show the instability of the semitrivial steady-states (e−αm(x)/d1ũ, 0)

and (0, θ̄d2) of (4.2) which is equivalent to the instability of (ũ, 0) and (0, θ̄d2) of

(1.4). (Here ũ is the unique positive steady-state of (1.6) whose existence is proved

in Theorem 2.1, and θ̄d2 is the unique positive solution of (1.5).)

First we consider the linear instability of (ũ, 0), determined by the following

eigenvalue problem:
∇ · (d1∇φ− αφ∇m) + (p− 2ũ)φ− ũψ + λφ = 0 in Ω,

d2∆ψ + (p− ũ)ψ + λψ = 0 in Ω,

d1
∂φ
∂ν
− αφ∂m

∂ν
= ∂ψ

∂ν
= 0 on ∂Ω.

(4.3)

Since (4.3) decouples, and ∇ · (d1∇ − α∇m) + (p − 2ũ) is invertible, it suffices to

show that the principal eigenvalue σ1 of the second equation of (4.3){
d2∆ψ1 + (p− ũ)ψ1 + σ1ψ1 = 0 in Ω,
∂ψ1

∂ν
= 0 on ∂Ω,

(4.4)

is negative, where ψ1 is the corresponding eigenfunction. But if we divide the equa-

tion by ψ1 and integrate over Ω, we have

σ1 = −d2

∫
Ω

|ψ1|2

ψ2
dx−

∫
Ω

p− ũ dx < −
∫

Ω

p− ũ dx→ −
∫

Ω

p dx < 0

as α→∞. Since
∫

Ω
ũ dx→ 0 as α→∞ by Lemma 3.4. Therefore (ũ, 0) is unstable

for α large.
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Next we linearize (1.4) at (0, θ̄d2) and consider the following eigenvalue problem:
∇(d1∇φ− αφ∇m) + (p− θ̄d2)φ+ λφ = 0 in Ω,

d2∆ψ − θ̄d2φ+ (p− 2θ̄d2)ψ + λψ = 0 in Ω,

d1
∂φ
∂ν
− αφ∂m

∂ν
= ∂ψ

∂ν
= 0 on ∂Ω.

(4.5)

To show that (0, θ̄d2) is unstable, again since d2∆ + (p− 2θ̄d2) is invertible, it suffices

to show that the principal eigenvalue µ1 of the first equation of (4.5){
∇(d1∇φ− αφ∇m) + (p− θ̄d2)φ+ µφ = 0 in Ω,

d1
∂φ
∂ν
− αφ∂m

∂ν
= 0 on ∂Ω,

(4.6)

is negative. By the transformation ϕ = e−αm/d1φ, (4.6) becomes{
∇(d1e

αm/d1∇ϕ) + eαm/d1(p− θ̄d2)ϕ+ µeαm/d1ϕ = 0 in Ω,
∂ϕ
∂ν

= 0 on ∂Ω,
(4.7)

Therefore by variational characterization,

µ1 = inf
ϕ∈H1(Ω)

{∫
Ω
eαm/d1 [d1|∇ϕ|2 + (θ̄d2 − p)ϕ2] dx∫

Ω
eαm/d1ϕ2 dx

}
.

By the maximum principle, we have |p|L∞(Ω) > |θ̄d2|L∞(Ω) +3δ for some small positive

constants δ. Now take a smooth cut-off function ϕ such that 0 ≤ ϕ ≤ 1 and

ϕ =

{
1 in {x ∈ Ω : m(x) ≥ |m|L∞(Ω) − 2δ and p(x) ≥ |p|L∞(Ω) − 2δ},
0 in {x ∈ Ω : m(x) ≤ |m|L∞(Ω) − 3δ or p(x) ≤ |p|L∞(Ω) − 3δ}.

Then

µ1 ≤
∫

Ω
eαm/d1 [d1|∇ϕ|2 + (θ̄d2 − p)ϕ2] dx∫

Ω
eαm/d1ϕ2 dx

≤ C
eα(m(x0)−2δ)/d1

eα(m(x0)−δ)/d1
+ sup

suppϕ
(θ̄d2 − p)

≤ Ce−δα/d1 + |θ̄d2 |L∞(Ω) − |p|L∞(Ω) + 3δ

→ |θ̄d2|L∞(Ω) − (|p|L∞(Ω) − 3δ) < 0 as α→∞.

Therefore the principal eigenvalue µ1 of (4.7) and hence of (4.6) is negative for all α
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large. Hence (0, θ̄d2) is unstable for α large. This completes the proof.
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Chapter 5

Limiting Profile: One-Dimensional

Case

In this chapter we shall treat (1.1) in one space dimension (i.e. Ω = (−1, 1)):
Ut = (d1U

′ − αUm′)′ + U(m− U − V ) in (−1, 1)× (0,∞),

Vt = d2V
′′ + V (m− U − V ) in (−1, 1)× (0,∞),

d1U
′ − αUm′ = 0 = V ′ on {−1, 1} × (0,∞).

(5.1)

The steady-states of (5.1) satisfies
(d1U

′ − αUm′)′ + U(m− U − V ) = 0 in (−1, 1),

d2V
′′ + V (m− U − V ) = 0 in (−1, 1),

d1U
′ − αUm′ = 0 = V ′ at x = ±1.

(5.2)

This chapter is self-contained and part of it is published in [LN]. In this chapter

we will not only treat the generic case when m has discrete local maximum points,

we are also going to consider the case when m assumes its maximum over an interval.

It is revealed in some cases that U can actually drive V to extinction. The methods

and arguments involved are elementary, but most of them cannot be generalized in

an obvious manner to treat the multi-dimensional case. The rest of the thesis is

independent of this chapter.
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5.1 M+ is discrete

Let M+ = {x ∈ Ω̄ : x is a local maximum point of m and m(x) > 0}. We will

assume throughout the rest of section 5.1 that Ω = (−1, 1) and that m(x) satisfies

the following conditions:

(M1) m(x) ∈ C3([−1, 1]) and xm′(x) ≤ 0 at x = ±1.

(M2) M+ ⊆ (−1, 1) and all critical points of m are nondegenerate.

(M3)
∫

Ω
m > 0.

Note that (M2) implies m(x) has only a finite number of local maximum points.By

Theorem 4.1, (5.2) has at least one coexistence state (Ũ , Ṽ ). Our main result for

(5.2) now reads as follows.

Theorem 5.1. Let (Ũ , Ṽ ) be a positive solution of (5.2). Then, as α→∞, it holds

that

(i) Ṽ → θd2 in C1,β;

(ii) for any x0 ∈M+ and any r > 0 small,

|Ũ(x)−max{
√

2 [m(x0)− θd2(x0)] , 0}eα[m(x)−m(x0)]/d1 |L∞(x0−r,x0+r) → 0;

(iii) for any neighborhood N of M+, Ũ → 0 in (−1, 1)\N uniformly and expo-

nentially.

From Theorem 5.1 we see that not only the peaks of U are located, the profiles

of U for large α near its concentrations are also determined. In particular, we have

proved that |Ũ |L∞ remains uniformly bounded in α. It is noteworthy that the L∞

bound for the higher dimensional case is proved along the same spirit as the one-

dimensional case. However, it is not a direct generalization and several non-trivial

issues has to be taken care of.

By way of proving Theorem 5.1, we first consider the following closely related

single equation which was proposed in [BC] to model the population dynamics of a

single species{
ut = (du′ − αum′)′ + u(m− u) = 0 in (−1, 1)× (0,∞),

du′ − αum′ = 0 on {−1, 1} × (0,∞),
(5.3)
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whose steady-state equation is given by{
(du′ − αum′)′ + u(m− u) = 0 in (−1, 1),

du′ − αum′ = 0 at x = ±1,
(5.4)

By Theorem 2.1, there exists a unique positive steady-state ũ of (5.3). We have the

following limiting profile of ũ.

Theorem 5.2. Let ũ be the unique positive steady-state of (5.4). Then, for any

r > 0 small and any x0 ∈M+, as α→∞,

(i) ũ→ 0 uniformly and exponentially in (−1, 1)\ ∪x0∈M+ (x0 − r, x0 + r),

(ii) |ũ−
√

2m(x0)eα[m(x)−m(x0)]/d|L∞(x0−r,x0+r) → 0.

5.1.1 Proof of Theorem 5.2.

In this section, we will prove Theorem 5.2. First, we recall the following facts about

(5.4).

Theorem 5.3. Suppose that m satisfies (M1),(M2) and (M3). Then the following

statements hold.

(i) ũ→ 0 in L2(−1, 1) as α→∞.

(ii) |ũ|L∞ ≤ |m|L∞ + α|∆m|L∞ .

(iii) For each x0 ∈M+ and any r > 0,

lim inf
α→∞

(
max
Br(x0)

ũ

)
≥ m(x0).

(iv) For each neighborhood N of M+, there exists b > 0 such that 0 ≤ ũ ≤ e−bα in

(−1, 1)\N.

Proof. Parts (i) and (ii) are proved in Theorem 3.5 and Lemma 3.3 of [CCL2]. Parts

(iii) and (iv) are established in Theorems 1.4 and 1.5 of [L1].

To analyze (5.4), we first integrate (5.4) from −1 to x,

dũ′(x)− αũ(x)m′(x) +

∫ x

−1

ũ(m− ũ) = 0,
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i.e.

(d ln ũ)′ = d
ũ′

ũ
= αm′ − 1

ũ

∫ x

−1

ũ(m− ũ). (5.5)

Hence, for any x, xα ∈ (−1, 1) we have

ln ũ(x)− ln ũ(xα) = α[m(x)−m(xα)]/d−
∫ x

xα

1

dũ(z)

(∫ z

−1

ũ(m− ũ)

)
dz,

and we have derived the following basic formula which we will use repeatedly in this

section:

ũ(x)

ũ(xα)
= exp

{
α [m(x)−m(xα)] /d−

∫ x

xα

1

dũ(z)

(∫ z

−1

ũ(m− ũ)

)
dz

}
. (5.6)

We first estimate the integral in (5.6).

Lemma 5.4. There exists a constant C > 0 independent of α, such that∣∣∣∣∫ z

−1

ũ(m− ũ)

∣∣∣∣ ≤ C|ũ|L2(−1,1)

for all z ∈ (−1, 1) whenever ũ exists.

Proof. By integrating (5.4), we have
∫ 1

−1
ũ(m − ũ)dx = 0 and hence |ũ|L2 ≤ |m|L2 .

Now, ∣∣∣∣∫ z

−1

ũ(m− ũ)

∣∣∣∣ ≤ |m|L2 |ũ|L2 + |ũ|2L2 ≤ (2|m|L2)|ũ|L2 .

As m has only a finite number of nondegenerate interior local maximum points,

there exist a small positive constant ε0 and a positive constant C0 such that m′′ <

−C0 and m > 0 on

N ≡ ∪x0∈M+(x0 − ε0, x0 + ε0).

From Part (iv) of Theorem 5.3, we have ũ ≤ e−bα on Ω\N for some constant b > 0.

Hence, if we set δ1 = α−
17
32 and δ2 = α−

1
4 , we have, for i = 1, 2,

I ′δi ≡ {x ∈ Ω | ũ(x) > δi} ⊆ N

for all large α. Note that I ′δ1 ⊇ I ′δ2 .
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Proposition 5.5. For each x0 ∈M+, and i = 1, 2, I ′δi∩(x0−ε0, x0 +ε0) is nonempty

and connected, for α large. In other words, I ′δi consists of exactly #M+ disjoint

intervals for α large.

Proof. To prove the connectedness by contradiction, suppose that there are at least

two connected components of I ′δi ∩ (x0 − ε0, x0 + ε0). Then, there exists a local

minimum point x̄ ∈ (x0 − ε0, x0 + ε0) such that ũ(x̄) ≤ δi, ũ
′(x̄) = 0 and ũ′′(x̄) ≥ 0.

Writing (5.4) as

dũ′′ − αm′ũ′ + ũ(m− ũ− αm′′) = 0,

we see that,

u(x̄) ≥ m(x̄)− αm′′(x̄) ≥ inf
Ω
m+ αC0 ≥ 1 > δi,

for α sufficiently large, a contradiction. I ′δi ∩ (x0 − ε0, x0 + ε0) being nonempty is a

consequence of Theorem 5.3 (iii).

Now fix x0 ∈ C+ and let xα ∈ I ′δi ∩ (x0 − ε0, x0 + ε0) be a maximum point of ũ in

I ′δi(x0) ≡ I ′δi ∩ (x0 − ε0, x0 + ε0); i.e.

ũ(xα) = max{ũ(x) | x ∈ I ′δi ∩ (x0 − ε0, x0 + ε0)} (5.7)

Observe that xα does not depend on i = 1, 2, by Part (iii) of Theorem 5.3. To

estimate the location of xα, we deduce by (5.5) that for α large,

|m′(xα)| = 1

αũ(xα)

∣∣∣∣∫ xα

−1

ũ(m− ũ)

∣∣∣∣
≤ C

α
|ũ|L2

by Lemma 5.4 and Theorem 5.3 (iii). Since

xα ∈ (x0 − ε0, x0 + ε0), m′′(x0) < −C0, m
′(x0) = 0,

Mean Value Theorem implies that

C0|xα − x0| ≤ m′(xα) ≤ C

α
|ũ|L2 = o(

1

α
) (5.8)

by Theorem 5.3 (ii).

Next, we turn to estimating |I ′δ2|.
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Lemma 5.6. For any M > 0 and any x0 ∈ M+, both (x0 − M√
α
, x0 + M√

α
) and

(xα − M√
α
, xα + M√

α
) are contained in I ′δ2 for α large.

Proof. To prove this by contradiction, suppose that there exist M0 > 0 and a se-

quence αj →∞ with zαj ∈ ∂I ′δ2 , such that

|zαj − xαj | ≤
M0√
αj
.

then (5.8) implies that

|zαj − x0| ≤
(1 +M0)
√
αj

.

From (5.6) and (5.8) it follows that

ũ(zαj)

ũ(xαj)
= exp

{
αj[m(zαj)−m(xαj)]/d−

∫ zαj

xαj

1

dũ(z)

(∫ z

−1

ũ(m− ũ)

)
dz

}

≥ exp
{
αj
[
m(zαj)−m(x0) +m(x0)−m(xαj)

]
/d −

∫ zαj

xαj

C

dũ(z)
|ũ|L2

}

≥ exp
{
αj[m(zαj)−m(x0) +O(|xαj − x0|2)]/d − C

dδ2

|zαj − xαj ||ũ|L2

}
= exp

{
αj[

1

2
m′′(x0)|zαj − x0|2 + o(

1

α2
j

)]/d− Cα
1
4d
j

M0

d
√
αj
|ũ|L2

}
≥ exp

{
αj

[
1

2
m′′(x0)

(M0 + 1)

dαj

]
− o(α−

1
4

j )

}
→ exp[

1

2
m′′(x0)(M0 + 1)2/d] > 0

as αj →∞.

On the other hand,
ũ(zαj )

ũ(xαj )
→ 0 as αj → ∞ since ũ(xαj) ≥

m(x0)
2

> 0 for α large

and ũ(zαj) = δ2 → 0, a contradiction. Thus (xα− M√
α
, xα + M√

α
) ⊆ I ′δ2 . The fact that

(x0 − M√
α
, x0 + M√

α
) ⊆ I ′δ2 for α large now follows from (5.8).

Now we come to the upper estimate of |I ′δ2|.

Proposition 5.7. For α large |I ′δ2| = o( 1
αc

) for any 0 < c < 1
2
. In particular,

|I ′δ2| = o( 1
α1/3 ).

Proof. Fix 1
4
< c < 1

2
. Suppose the assertion is false. Then for some x0 ∈ M+

there is a sequence αj → ∞ such that for each j, there exists zαj ∈ I ′δ2(x0) with
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|zαj − x0| = k1

αcj
, for some constant k1 > 0. From (5.6) and (5.8) it follows that (for

simplicity we suppress the subindex j).

ũ(zα)

ũ(xα)
≤ exp{α[m(zα)−m(x0) +m(x0)−m(xα)]/d

+
C

δ2

|zα − xα||ũ|L2/d}

≤ exp[−αk2|zα − x0|2/d+ o(1) + Ck1α
1
4d
−c|ũ|L2 ]

≤ exp(−k3α
1−2c/d)

for α large, where k2, k3 are two positive constants.

On the other hand, from Theorem 5.3 (ii) we have

ũ(zα)

ũ(xα)
≥ δ2

|ũ|L∞
≥ δ2

|m|L∞ + α|∆m|L∞
≥ k4

α5/4

for some constant k4 > 0, a contradiction.

Theorem 5.8.
ũ(x)

ũ(xα)
exp

[
− α

2d
m′′(x0)(x− x0)2

]
→ 1

uniformly in I ′δ2(x0) for each x0 ∈M+ as α→∞. In particular,

1

2
ũ(xα)e

α
2d
m′′(x0)(x−x0)2 ≤ ũ(x) ≤ 2ũ(xα)e

α
2d
m′′(x0)(x−x0)2

in I ′δ2(x0) for all α large.

Proof. By (5.6) again we have, for x ∈ I ′δ2(x0),∣∣∣∣ ũ(x)

ũ(xα)
exp

[
− α

2d
m′′(x0)(x− x0)2

]
− 1

∣∣∣∣
=

∣∣∣∣exp

{
α[m(x)−m(xα)]/d−

∫ x

xα

∫ z
1
ũ(m− ũ)

dũ(z)
dz − α

2d
m′′(x0)(x− x0)2

}
− 1

∣∣∣∣
= |g1(x)− g2(x)| exp ξ(x)

where

g1(x) = α[m(x)−m(xα)]/d− α

2d
m′′(x0)(x− x0)2 (5.9)

g2(x) =

∫ x

xα

1

dũ(z)

(∫ z

−1

ũ(m− ũ)

)
dz (5.10)
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and ξ(x) lies in between 0 and g1(x) − g2(x). Now, our assertion follows from the

following observations:

|g1(x)| ≤ α

d

∣∣∣∣m(x)−m(x0)− 1

2
m′′(x0)(x− x0)2

∣∣∣∣+
α

d
|m(x0)−m(xα)|

≤ α ·O(|x− x0|3) + α ·O(|x0 − xα|2)→ 0.

by (5.8) and Proposition 5.7, and

|g2(x)| ≤ C

δ2

|x− xα||ũ|L2

≤ Cα
1
4 |I ′δ2| · |ũ|L2 → 0.

by Proposition 5.7 and Theorem 5.3 (i).

Eventually we will show that |ũ|L∞ is uniformly bounded for all α large. The

following is the first step.

Lemma 5.9. |ũ|2L∞ ≤ C
√
α
∫

Ω
ũ2 for α large. In particular, |ũ|L∞ = o(α

1
4 ) for α

large.

Proof. ∫
Ω

ũ2 ≥
∫
I′δ2

(x0)

ũ2

≥ 1

4
ũ2(xα)

∫
I′δ2

(x0)

exp[αm′′(x0)(x− x0)2/d]dx

≥ 1

4
ũ2(xα)

∫ M

−M
exp(m′′(x0)y2/d)dy · 1√

α

≥ C√
α
ũ2(xα).

for any M > 0, by Theorem 5.8 and Lemma 5.6, where y =
√
α(x − x0). Our

assertion now follows from Theorem 5.3 (i).

Lemma 5.10.
∫

Ω
ũ2 = O(α−

1
4 ) for α large.
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Proof. From (5.4) and Theorem 5.8 we have∫
Ω

ũ2 =

∫
Ω

mũ ≤ C

∫
Ω

ũ

= C

(∫
[ũ≤δ2]

ũ+

∫
[ũ>δ2]

ũ

)

= C

∫
[ũ≤δ2]

ũ+
∑

x0∈M+

∫
Iδ2(x0)

ũ


≤ C|Ω|δ2 +

∑
x0∈M+

2ũ(xα)

∫
I′δ2

(x0)

exp
[ α

2d
m′′(x0)(x− x0)2

]
≤ Cα−

1
4 + o(α

1
4 )
∑

x0∈M+

1√
α

∫
R

exp

[
1

2d
m′′(x0)y2

]
dy

= O(α−
1
4 ).

To estimate I ′δ1 , we begin with the following counterpart of Proposition 5.7.

Proposition 5.11. For α large, |I ′δ1| = o( 1
αc

) for any 0 < c < 1
2
. In particular,

|I ′δ1| = o( 1
α13/32 ).

Proof. Fix 7
16
< c < 1

2
. Suppose that the assertion is false. Then for some x0 ∈M+

there is a sequence αj → ∞ such that for each j, there exists zαj ∈ I ′δ1(x0), with

|zαj − x0| = k1

αc
, for some constant k1 > 0. From (5.6), (5.8) and Lemma 5.10, it

follows that (again we suppress the subindex j, for simplicity)

ũ(zα)

ũ(xα)
≤ exp

{
α[m(zα)−m(x0)]/d+ α[m(x0)−m(xα)]/d+

1

dδ1

C|zα − xα||ũ|L2

}
≤ exp

[
−αk2|zα − x0|2/d+ o(1) + Cα

17
32
−c|ũ|L2/d

]
≤ exp

[
−k3α

1−2c/d+ o(1) + Cα
17
32
−c− 1

8/d
]

≤ exp
[
−k4α

1−2c/d
]

for α large, where k2, k3, k4 are positive constants. On the other hand, from Theorem

5.3 (ii) we have
ũ(zα)

ũ(xα)
≥ δ1

|ũ|L∞ + α|∆m|L∞
≥ k5

α
49
32

,

a contradiction.
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Now we have the counterpart of Theorem 5.8 for I ′δ1 .

Theorem 5.12.
ũ(x)

ũ(xα)
exp

[
− α

2d
m′′(x0)(x− x0)2

]
→ 1 (5.11)

uniformly in Iδ1(x0) for each x0 ∈ M+ as α → ∞. In particular, we have, for each

ε > 0,

(1− ε)ũ(xα)e
α
2d
m′′(x0)(x−x0)2 ≤ ũ(x) ≤ (1 + ε)ũ(xα)e

α
2d
m′′(x0)(x−x0)2

, (5.12)

and

(1− ε)ũ(xα)eα[m(x)−m(x0)]/d ≤ ũ(x) ≤ (1 + ε)ũ(xα)eα[m(x)−m(x0)]/d (5.13)

uniformly in I ′δ1, for α large.

Proof. As in the proof of Theorem 5.8, we have, for x ∈ I ′δ1(x0),∣∣∣∣ ũ(x)

ũ(xα)
exp

[
− α

2d
m′′(x0)(x− x0)2

]
− 1

∣∣∣∣ = |g1(x)− g2(x)| exp ξ(x)

where g1 and g2 are given in (5.9) and (5.10) respectively, and ξ(x) lies in between

0 and g1(x)− g2(x). g1(x) and g2(x) can be estimated in a similar fashion as in the

proof of Theorem 5.8:

|g1(x)| ≤
∣∣∣∣α[m(x)−m(x0)− 1

2
m′′(x0)(x− x0)2]/d

∣∣∣∣+ α|m(x0)−m(xα)|/d

≤ α
[
O(|x− x0|3) +O(|x0 − xα|2)

]
→ 0

in view of Proposition 5.11 and (5.8). Similarly,

|g2(x)| ≤ C
1

δ1

|x− xα||u|L2

≤ o
(
α

17
32
− 13

32
− 1

8

)
→ 0

by Lemma 5.10 and Proposition 5.11. Thus (5.11) and (5.12) hold. (5.13) follows
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from the fact that

exp
[
− α

2d
m′′(x0)(x− x0)2

]
exp {α[m(x)−m(x0)]/d}

= exp
[
αO(|x− x0|3)

]
→ 1

for x ∈ I ′δ1 , by Proposition 5.11.

Next we show that |ũ|L∞ is uniformly bounded in α large.

Theorem 5.13. |ũ|L∞ is uniformly bounded for all α large.

Proof. Let ũ(xα) = |u|L∞ , Lemma 5.9 and (5.12) imply that

ũ2(xα) ≤ C
√
α

∫
Ω

ũ2 = C
√
α

∫
Ω

mũ ≤ C
√
α

∫
Ω

ũ

= C
√
α

(∫
[ũ≤δ1]

ũ+

∫
[ũ>δ1]

ũ

)

≤ C
√
α

|Ω|δ1 +
∑

x0∈M+

Cũ(xα)

∫
Iδ1(x0)

exp
[ α

2d
m′′(x0)(x− x0)2

]
dx


≤ C|Ω|α−

17
32

+ 1
2 +

∑
x0∈M+

Cũ(xα)
√
α

∫
R

exp

[
1

2d
m′′(x0)y2

]
dy√
α

Therefore,

|ũ|2L∞ ≤ C(1 + |ũ|L∞).

Since C is independent of α, |ũ|L∞ must be uniformly bounded for all α large.

Theorem 5.14. For each x0 ∈M+, we have

lim
α→∞

ũ(xα) =
√

2m(x0)

where xα is given by (5.7).

Proof. Integrating the equation (5.4) from x0 − ε0 to x0 + ε0 gives

(dũ′ − αũm′)
∣∣∣∣x0+ε0

x0−ε0
+

∫ x0+ε0

x0−ε0
mũ =

∫ x0+ε0

x0−ε0
ũ2 (5.14)
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First, we claim that for some b̃ > 0,

(dũ′ − αũm′)
∣∣∣∣x0+ε0

x0−ε0
≤ e−b̃α, (5.15)

for all α large. By Theorem 5.3 (iv), at x = x0 ± ε0, |αũm′| ≤ Cαe−bα ≤ Ce−b̃α for

some b̃ > 0. Thus, to show (5.15) it suffices to prove

dũ′(x0 ± ε0) ≤ Ce−b̃α. (5.16)

We will prove (5.16) only for the case x0 − ε0, as the other case can be handled in a

similar fashion.

Case 1. x0 = min M+.

Then, integrating the equation (5.4) from −1 to x0 − ε0, we obtain

dũ′(x0 − ε0) = α(ũm′)(x0 − ε0)−
∫ x0−ε0

−1

ũ(m− ũ) (5.17)

by the no-flux boundary condition at −1. Now every term on the right-hand side of

(5.17) is bounded by Cαe−bα or Ce−bα, therefore our assertion follows.

Case 2. x0 > min M+.

Without loss of generality we may assume that there exists x1 ∈ M+ such that

M+ has no other points in the interval (x1, x0). Then, by Theorem 5.3 (iii),(iv),

there exists x̃ ∈ (x1, x0) such that ũ′(x̃) = 0 and ũ < e−bα in between x̃ and x0 − ε0.

Now, we integrate (5.4) from x̃ to x0 − ε0,

(dũ′ − αũm′)
∣∣∣∣x0−ε0

x̃

= −
∫ x0−ε0

x̃

ũ(m− ũ)

dũ′(x0 − ε0) = αũm′
∣∣∣∣x0−ε0

x̃

−
∫ x0−ε0

x̃

ũ(m− ũ)

< Cαe−bα ≤ e−b̃α

for α large, where b̃ is another positive constant and (5.16) is established.
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From (5.14) and (5.15) we obtain

√
α

∫ x0+ε0

x0−ε0
mũ =

√
α

∫ x0+ε0

x0−ε0
ũ2 +O(

√
αe−b̃α). (5.18)

Next, we need the following technical lemma.

Lemma 5.15.

lim sup
α→∞

√
α

∫ x0+ε0

x0−ε0
mũ = m(x0)

(∫
R

e
1
2d
m′′(x0)y2

dy

)
lim sup
α→∞

ũ(xα),

lim inf
α→∞

√
α

∫ x0+ε0

x0−ε0
mũ = m(x0)

(∫
R

e
1
2d
m′′(x0)y2

dy

)
lim inf
α→∞

ũ(xα),

lim sup
α→∞

√
α

∫ x0+ε0

x0−ε0
ũ2 =

(∫
R

em
′′(x0)y2/ddy

)
lim sup
α→∞

ũ2(xα)

lim inf
α→∞

√
α

∫ x0+ε0

x0−ε0
ũ2 =

(∫
R

em
′′(x0)y2/ddy

)
lim inf
α→∞

ũ2(xα).

We postpone the proof of Lemma 5.15 and continue to prove Theorem 5.14.

Taking limsup and liminf respectively as α→∞ on both sides of (5.18) we have(
lim sup
α→∞

ũ(xα)

)
m(x0)

∫
R

e
1
2d
m′′(x0)y2

dy =

(
lim sup
α→∞

ũ(xα)

)2 ∫
R

em
′′(x0)y2/ddy,

and (
lim inf
α→∞

ũ(xα)
)
m(x0)

∫
R

e
1
2d
m′′(x0)y2

dy =
(

lim inf
α→∞

ũ(xα)
)2
∫

R

em
′′(x0)y2/ddy.

Since 0 < m(x0) ≤ lim infα→∞ u(xα) ≤ lim supα→∞ u(xα) <∞, we obtain

lim sup
α→∞

ũ(xα) = lim inf
α→∞

ũ(xα) =
√

2m(x0)

and our conclusion follows.

It remains to prove Lemma 5.15. We will only show the first equality as the rest

are similar.

Proof of Lemma 5.15. First, observe that∣∣∣∣∣√α
∫

(x0−ε0,x0+ε0)\I′δ1

m(x)ũ(x) dx

∣∣∣∣∣ ≤ √αδ1|m|L∞ · 2ε0 → 0 (5.19)
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as α→∞. Now for any ε > 0, (5.12) implies that

√
α(1− ε)ũ(xα)

∫
I′δ1

(x0)
m(x)e

α
2d
m′′(x0)(x−x0)2

dx ≤
√
α
∫
I′δ1

(x0)
mũ dx

≤
√
α(1 + ε)ũ(xα)

∫
I′δ1

(x0)
m(x)e

α
2d
m′′(x0)(x−x0)2

dx.

(5.20)

We compute, for any constant M > 0, by Lemma 5.6,∫M
−M mα(y)e

1
2d
m′′(x0)y2

dy ≤
√
α
∫
I′δ1

(x0)
m(x)e

α
2d
m′′(x0)(x−x0)2

dx

≤
∫
R
mα(y)e

1
2d
m′′(x0)y2

dy.

(5.21)

where y =
√
α(x− x0) and mα(y) = m(x). For −M ≤ y ≤M , we have

x0 −
M√
α
≤ x ≤ x0 +

M√
α

and thus for α large, |mα(y)−m(x0)| → 0 as α→∞. This implies that∣∣∣∣∫ M

−M
mα(y)e

1
2d
m′′(x0)y2

dy −m(x0)

∫ M

−M
e

1
2d
m′′(x0)y2

dy

∣∣∣∣→ 0

as α→∞. On the other hand, (extending mα(y) trivially outside
√
α{(−1, 1)−x0})∫

R\(−M,M)

(|mα(y)|+m(x0))e
1
2d
m′′(x0)y2

dy → 0

as M →∞, since m′′(x0) < 0. Hence,∣∣∣∣∫
R

mα(y)e
1
2d
m′′(x0)y2

dy −
∫

R

m(x0)e
1
2d
m′′(x0)y2

dy

∣∣∣∣→ 0

as α→∞, and (5.21) becomes, for any M > 0,

m(x0)
∫M
−M e

1
2d
m′′(x0)y2

dy + o(1)

≤
√
α
∫
I′δ1

(x0)
m(x)e

α
2d
m′′(x0)(x−x0)2

dx ≤ m(x0)
∫
R
e

1
2d
m′′(x0)y2

dy

holds for α large. Thus

lim
α→∞

√
α

∫
I′δ1

(x0)

m(x)e
α
2d
m′′(x0)(x−x0)2

dx = m(x0)

∫
R

e
1
2d
m′′(x0)y2

dy
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since M can be arbitrarily large. Now from (5.20) we conclude that

(1− ε)
[
lim sup
α→∞

ũ(xα)

]
m(x0)

∫
R

e
1
2d
m′′(x0)y2

dy

≤ lim sup
α→∞

√
α

∫
I′δ1

(x0)

mũ ≤ (1 + ε)

[
lim sup
α→∞

ũ(xα)

]
m(x0)

∫
R

e
1
2d
m′′(x0)y2

dy

Combining (5.19) and the inequality above we have

lim sup
α→∞

√
α

∫ x0+ε0

x0−ε0
mũ = m(x0)

(∫
R

e
1
2d
m′′(x0)y2

dy

)
lim sup
α→∞

ũ(xα)

This finishes the proof.

Theorem 5.2 now follows from Proposition 5.5, Theorems 5.12 and 5.14.

5.1.2 Proof of Theorem 5.1.

As before, in this section we assume Ω = (−1, 1) and m(x) ∈ C2([−1, 1]) satisfies

(M1),(M2),(M3). Let (Ũ , Ṽ ) be a coexistence state of (5.2), whose existence for

large α is established in [CCL2] and generalized in [CL]. Again, in this section, the

sub-indices d2 and α will be suppressed when there is no confusion.

Lemma 5.16. 0 ≤ Ũ ≤ ũ and 0 ≤ Ṽ ≤ θd2 in (−1, 1) where ũ is the unique positive

solution of (5.4) and θd2 is the unique positive solution to{
d2θ
′′ + θ(m− θ) = 0 in (−1, 1)

θ′ = 0 at x = −1, 1.
(5.22)

Proof. The existence and uniqueness of θd2 is standard. (See, e.g. Lemma 7.1 in

[CL]). By (5.2), Ũ satisfies,{
(d1Ũ

′ − αŨm′)′ + Ũ(m− Ũ) = Ũ Ṽ ≥ 0 in (−1, 1)

d1Ũ
′ − αŨm′ = 0 at x = −1, 1.

(5.23)

and Ṽ satisfies {
d2Ṽ

′′ + Ṽ (m− Ṽ ) = UṼ ≥ 0 in (−1, 1)

Ṽ ′ = 0 at x = −1, 1.
(5.24)
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It follows that Ũ and Ṽ are lower solutions of (5.4) and (6.1) respectively. Since

ũ, θd2 are the unique positive steady-states of (5.4) and (6.1) respectively which are

globally asymptotically stable, the inequalities follow from standard upper and lower

solutions arguments.

Lemma 5.17. Ṽ → θd2 in C1,β([−1, 1]) for any 0 < β < 1.

Proof. By Lemma 5.16, Theorem 5.13, {Ũ , Ṽ }α is bounded in L∞(−1, 1) uniformly.

Hence by (6.4), {Ṽ } is bounded in C2([−1, 1]) uniformly and is therefore relatively

compact in C1,β([−1, 1]) for any 0 < β < 1.

Next, take an arbitrary subsequence {Vαi}i such that Vαi → V0 in C1,β([−1, 1])

for some V0 ∈ C1,β([−1, 1]). Then V0 satisfies d2V
′′

0 + V0(m− V0) = 0 weakly, i.e. for

any ψ ∈ H1(−1, 1),

−d2

∫ 1

−1

V ′0ψ
′ +

∫ 1

−1

ψV0(m− V0) = 0.

Take, for x0 ∈ [−1, 1)

ψε,x0 =


1 x < x0

x0+ε−x
ε

x0 ≤ x < x0 + ε

0 x ≥ x0 + ε

ψε,1 =

{
1 x < 1− ε
1−x
ε

1− ε ≤ x ≤ 1.

Now, letting ε→ 0+, we have

d2V
′

0(x0) +

∫ x0

−1

V0(m− V0) = 0, ∀x0 ∈ [−1, 1].

We then have V ′0 ∈ C1([−1, 1]), i.e. V0 ∈ C2([−1, 1]) and so V satisfies (6.1) in the

classical sense. Hence V0 ≡ θd2 by uniqueness. Thus, Ṽ → θd2 in C1,β([−1, 1]) for

any 0 < β < 1.

The following result is contained in Theorem 1.8 of [L1].

Lemma 5.18. For any r > 0 and x0 ∈M+,

lim inf
α→∞

max
Br(x0)

Ũ ≥ m(x0)− θ(x0).
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Lemma 5.19. Suppose that lim infα sup[x0−ε0,x0+ε0] Ũ > 0, then

Ũ(x)

Ũ(xα)
exp{α[m(x0)−m(x)]/d1} → 1 (5.25)

uniformly in [x0 − M√
α
, x0 + M√

α
], for any M > 0 as α → ∞, where Ũ(xα) =

sup[x0−ε0,x0+ε0]Ũ and xα ∈ (x0 − M√
α
, x0 + M√

α
) for α large.

Proof. . The existence of xα follows from Lemma 5.16, Theorems 5.12 and 5.14.

Also, by (5.8) and its proof, αm′(xα) = o(1) and α[m(x0)−m(xα)] = o(1). Now, let

w(x) = Ũ(x) exp{α[m(x0)−m(x)]/d1}.

By Lemma 5.16, Theorems 5.12 and 5.14, w is bounded in L∞([x0 − M√
α
, x0 + M√

α
])

uniformly in α. Moreover, it satisfies
(d1 exp{α[m(x)−m(x0)]/d1}w′)′ + Fα = 0 in [x0 − M√

α
, x0 + M√

α
]

w(xα) = Ũ(xα) exp{α[m(x0)−m(xα)]/d1}
w′(xα) = −w(xα)αm′(xα)/d1

(5.26)

where Fα = Ũ(m − Ũ − Ṽ ) is bounded in L∞([x0 − M√
α
, x0 + M√

α
]) uniformly in α.

Thus,

d1 exp{α[m(x)−m(x0)]}w′(x) = −w(xα)αm′(xα) exp{α[m(xα)−m(x0)]} −
∫ x

xα

Fα,

and

w(x)− w(xα) =
1

d1

∫ x

xα

[
exp{α[m(x0)−m(y)]/d1}×

(−w(xα)αm′(xα) exp{α[m(xα)−m(x0)]/d1} −
∫ y

xα

Fα)

]
dy.

It is not hard to see that the integrand on the right-hand side is bounded in L∞([x0−
M√
α
, x) + M√

α
]) for each M . Therefore, since |x− xα| ≤ 2M√

α
→ 0, we see that |w(x)−

w(xα)| → 0 uniformly in [x0 − M√
α
, x0 + M√

α
]. Now Ũ(xα) is bounded away from 0 as

α→∞, and α[m(x0)−m(xα)] = o(1). Therefore (5.25) is proved.
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Lemma 5.20. If m(x0)− θ(x0) > 0, then (5.25) holds and

lim
α→∞

Ũ(xα) =
√

2(m(x0)− θ(x0)).

Proof. By Lemma 5.18, the assumption of Lemma 5.19 is satisfied. Therefore (5.25)

holds. Now we proceed to evaluate limα→∞ Ũ(xα). We first claim that for some small

constant ε0 > 0, and some b̃ > 0,∫ x0+ε0

x0−ε0
Ũ(m− Ũ − Ṽ )dx = O(e−b̃α). (5.27)

By integrating from x0 − ε0 to x0 + ε0, we obtain∫ x0+ε0

x0−ε0
Ũ(m− Ũ − Ṽ )dx = −(d1Ũ

′ − αŨm′)
∣∣∣∣x0+ε0

x0−ε0
.

By Lemma 5.16 and Theorem 5.3 (iv), it suffices to show that d1Ũ
′(x0±ε0) = O(e−b̃α).

We shall only estimate Ũ ′(x0 + ε0), as the other can be handled in a similar fashion.

Case 1. x0 = max M+.

Integrating the equation from x0 + ε0 to 1, we obtain

d1Ũ
′(x0 + ε0) = α(Ũm′)(x0 + ε0) +

∫ 1

x0+ε0

Ũ(m− Ũ − Ṽ )dx

by the no-flux boundary condition at 1. Now every term on the right hand side is

bounded by Cαe−bα, therefore our assertion follows.

Case 2. x0 < max M+.

At least one of the following holds:

(i) Ũ(x) ≤ O(e−bα) in [x0 + ε0, 1);

(ii) there exists x̃ ∈ (x0, 1) such that Ũ ′(x̃) = 0 and Ũ(x) ≤ O(e−bα) in the closed

interval between x0 + ε0 and x̃.

The assertion follows as in Case 1 if (i) holds. If (ii) holds, integrate from x̃ to

49



x0 + ε0. Then

|Ũ ′(x0 + ε0)| ≤
∣∣∣α(Ũm′)

∣∣x0+ε0

x̃

∣∣∣+

∣∣∣∣∫ x0+ε0

x̃

Ũ(m− Ũ − Ṽ )dx

∣∣∣∣
and the assertion holds. Hence (6.5) is proved.

By changing coordinates y =
√
α(x− x0) in (6.5),

∣∣∣∣∫ M

−M
Ũ(m− Ũ − Ṽ )dy

∣∣∣∣ ≤ α
1
2

∣∣∣∣∣
∫

(x0−ε0,x0+ε0)\[x0− M√
α
,x0+ M√

α
]

Ũ(m− Ũ − Ṽ )

∣∣∣∣∣
+O(α

1
2 e−b̃α)

≤ C

∫
R\[−M,M ]

e
1

2d1
m′′(x0)y2

dy +O(α
−1
32 ) +O(α

1
2 e−b̃α)

by Lemma 5.16, Theorem 5.12 and Theorem 5.14.

By taking αi → ∞ such that Ũ(xαi) → lim sup
α→∞

Ũ(xα), making use of Lemmas

5.17 and 5.19, we have∣∣∣∣(lim sup Ũ(xα))(m(x0)− θ(x0))

∫ M

−M
e

1
2d1

m′′(x0)y2

dy

−(lim sup Ũ(xα))2

∫ M

−M
em
′′(x0)y2/d1dy

∣∣∣∣
≤ C

∫
R\[−M,M ]

e
1

2d1
m′′(x0)y2

dy.

Take M → +∞, we have

P (lim sup Ũ(xα)) = 0 where P (s) =
√

2(m(x0)− θ(x0))s− s2. (5.28)

Similarly, we have

P (lim inf Ũ(xα)) = 0. (5.29)

Now if m(x0)− θ(x0) > 0, then by Lemmas 5.16 and 5.18,

+∞ > lim sup
α→∞

Ũ(xα) ≥ lim inf
α→∞

Ũ(xα) ≥ m(x0)− θ(x0) > 0.

By (5.28) and (5.29), lim sup
α→∞

Ũ(xα) = lim inf
α→∞

Ũ(xα) =
√

2(m(x0)− θ(x0)).
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Lemma 5.21. If m(x0)− θ(x0) ≤ 0, then for each small r > 0, Ũ → 0 uniformly in

(x0 − r, x0 + r).

Proof. . Suppose to the contrary that there exists a sequence αi → ∞, such that

lim
αi→∞

[
sup

(x0−ε0,x0+ε0)

Ũ

]
> 0 . Then by the same arguments in the proof of (5.28),

P ( lim
αi→∞

Ũ(xαi)) = 0 where P (s) =
√

2(m(x0)− θ(x0))s− s2,

a contradiction, because P does not have any positive roots.

We now prove Theorem 5.1.

Proof of Theorem 5.1. Part (i) follows from Lemma 5.17. Part (ii) is a consequence

of Lemmas 5.19, 5.20 and 5.21. Finally, part (iii) follows from Lemma 5.16 and

Theorem 5.3(iv).

5.2 M+ is non-discrete

Next we consider the case when m has a ”plateau-like” local maximum. More pre-

cisely, we assume

m(x) = 1 in [−1/2, 1/2], m(x) < 1 and m′(x) 6= 0 in (−1,−1/2)∪(1/2, 1). (5.30)

Then we are going to show

Theorem 5.22. For each α large, (5.1) has at least one stable coexistence state.

Moreover, if (Ũ , Ṽ ) is any coexistence state of (5.1), then for any sequence αk →∞,

there exists a subsequence αk′ such that Ũ → U0 in C2([−1/2, 1/2]) and Ṽ → V0 in

C2([−1, 1]), where (U0, V0) are positive solution to
d1U

′′ + U(m(x)− U − V ) = 0 in (−1/2, 1/2)

d2V
′′ + V (m(x)− U − V ) = 0 in (−1, 1)

U ′ = 0 at x = ±1/2 and m′ = V ′ = 0 at x = ±1.

(5.31)

Note that here U has a significant competition with V . This is different from the

previous case when u → 0 in Lp(Ω) for any p ≥ 1. An application of the result in
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this section is Proposition 1.11 announced in the introduction, which says that if m

satisfies (5.30), then in some cases, U always wipe out V .

We will first treat the single equation (5.3) in the next subsection and then prove

Theorem 5.22 in the next.

5.2.1 Qualitative properties of ũ

Let ũ be the unique positive solution to (5.4), we have

Theorem 5.23. |ũ|L∞(−1,1) is bounded independent of α large.

The proof of Theorem 5.23 is presented at the end of this section.

Corollary 5.24. If (Ũ , Ṽ ) is any coexistence state of (1.6), then Ũ < ũ in (−1, 1)

and hence |Ũ |L∞ is bounded independent of α large.

Lemma 5.25. u = eα[m(x)−1]/d is a lower solution to (5.4), hence ũ ≥ 1 in [−1/2, 1/2]

for all α large.

Proof. It is a particular case of Theorem 3.12. It can also be verified directly without

using the cut-off argument.

(du′ − αum′)′ + u(m− u) = u(m− u) ≥ 0

provided α is large enough. The boundary inequality is also satisfied.

Lemma 5.26.

∫ 1

−1

|ũ(m− ũ)|dx→ 0 as α→∞.

Proof. First observe that
∫ 1

−1
ũ(m− ũ)dx = 0 and so∫

{x∈(−1,1):ũ<m}
ũ(m− ũ)dx = −

∫
{x∈Ω:ũ≥m}

ũ(m− ũ)dx ≥ 0

But then Lemma 5.25 implies that {x : ũ < m} ∈ [(−1,−1/2)∪(1/2,−1)]. Moreover,

ũ → 0 pointwise in (−1,−1/2) ∪ (1/2,−1). Therefore Theorem 3.1 and bounded

convergence theorem implies that∫
{x:ũ<m}

ũ(m− ũ)dx = o(1).
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Lemma 5.27. ũ→ 1 uniformly in [−1/2, 1/2] as α→∞.

Proof. Lemma 5.25 implies that ũ > m in [−1/2, 1/2], therefore by the equation ũ

is subharmonic (ũ′′ ≥ 0) in [−1/2, 1/2]. By Lemma 5.26,∫ 1/2

−1/2

|ũ−m|dx =

∫ 1/2

−1/2

1 · |ũ−m|dx ≤
∫
{x:ũ≥m}

ũ(ũ−m)dx = o(1)

This implies ũ → 1 in L1 and ũ ≥ 1 in [−1/2, 1/2]. This, subharmonicity, implies

that ũ→ 1 in compact subsets of (−1/2, 1/2). This, and that

d|u′| = |
∫ x

−1

u(u−m)| ≤ 2

∫ 1

−1

m2

being bounded uniformly proves the lemma.

Lemma 5.28. lim
α→∞

|Ũ |L∞(−1,1) ≥ 1− |θd2|L∞(−1,1) > 0

This follows from Theorem 3.11. The last strict inequality holds by maximum

principle.

Proof of Theorem 5.23. Let xα ∈ [−1, 1] be defined such that ũ(xα) = |ũ|L∞(−1,1).

Then xα ∈ (−1, 1) by Hopf boundary lemma and Neumann b.c. Hence

ũ′(xα) = 0 (5.32)

Also, by Lemma 5.25,

There exists c0 > 0 such that ũ(α) ≥ c0 for all α large. (5.33)

Now use the first identity

ũ′(x)− αũ(x)m′(x) = −
∫ x

−1

ũ(m− ũ)dz (5.34)

then (5.32), (5.33) and Lemma 5.26 implies that

αm′(xα) = o(1) (5.35)

In particular, xα → [−1/2, 1/2] can be quantified. Now WLOG suppose xα < 0,
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then for all x between xα and −1/2,

ũ′(x) = αũm′(x) +

∫ x

−1

ũ(ũ−m)dz

≥
∫ x

−1

ũ(ũ−m)dz ≥ C

ũ(xα) ≤ ũ(−1/2)−
∫ −1/2

xα

ũ′

≤ ũ(−1/2) + C|xα + 1/2|

Here ũ(−1/2) is uniformly bounded in α by Lemma 5.27.

5.2.2 Proof of Theorem 5.22

Proof of Theorem 5.22. Firstly, Ṽ , Ṽ ′′ is bounded in L∞(Ω), that means by passing

to a subsequence we may assume Ṽ → V0 in C1,β for any β, where V0 satisfies the

same equation.

Secondly,

Ũ ′(−1/2)− αŨ(−1/2)m′(−1/2) = −
∫ −1/2

−1

Ũ(m− Ũ − Ṽ )

which implies

|Ũ ′(−1/2)− 0| ≤ C

∫ −1/2

−1

Ũ = o(1)

by bounded convergence again. Therefore Ũ ′(−1/2) → 0. Similarly, Ũ ′(1/2) → 0.

And by the boundedness of Ũ , in L∞([−1/2, 1/2]) and so is Ũ ′′ by the equation, we

also have compactness and pass to a subsequence that Ũ → U0 in C2([−1/2, 1/2])

satisfying the desired equation.

5.2.3 Proof of Proposition 1.11

Proof of Proposition 1.11. The linearized stability of (ũ, 0) is given by the following

eigenvalue problem:
(d1φ

′ − αφm′)′ + (m− 2ũ)φ− ũψ + λφ = 0 in (−1, 1),

d2ψ
′′ + (m− ũ)ψ + λψ = 0 in (−1, 1),

d1φ
′ − αφm′ = ψ′ = 0 at ± 1.
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Since the above system decouples, the principal eigenvalue is given by the following

simpler eigenvalue problem:{
d2ψ

′′ + (m− ũ)ψ + σ1ψ1 = 0 in (−1, 1),

ψ′ = 0 at ± 1,

Now ũ → χ(−1/2,1/2) in L2, therefore m− ũ → m− χ(−1/2,1/2) whose integral over Ω

is negative. Hence, the local stability of (ũ, 0) follows from the following standard

property of eigenvalue problems with indefinite weight.

Lemma 5.29. Let Ω be a bounded smooth domain in RN , g be a function of x, and

let λ1 be the principal eigenvalue of the following problem{
∆φ+ λgφ = 0 in Ω,
∂φ
∂ν

= 0 on ∂Ω.

Then

λ1 =


> 0 if

∫
Ω
g < 0,

= 0 if
∫

Ω
g = 0,

< 0 if
∫

Ω
g > 0.

Moreover, define µ1(d, g) to be the principal eigenvalue of the following problem{
∆ϕ+ gϕ+ µ1ϕ = 0 in Ω,
∂ϕ
∂ν

= 0 on ∂Ω.

Then µ1(d, g) < 0 for all d > 0 if λ1 ≤ 0. On the other hand, if λ1 > 0, then

µ1(d, g) =


> 0 if d > 1/λ1,

= 0 if d = 1/λ1,

< 0 if d < 1/λ1.

Now it suffices to show that there are no coexistence states for (5.1). Since then

by the local stability of (ũ, 0) and the theory of monotone semi-flow, there exists

a connecting orbit from (0, θd2) to (ũ, 0). And the global stability of (ũ, 0) can be

proved by comparison methods. Now suppose (Ũ , Ṽ ) is a coexistence state of (5.1).
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Then for each α, Ũ is the unique positive steady-state of{
(d1U

′ − αUm′) + U(m− Ṽ − U) = 0 in (−1, 1),

d1U
′ − αUm′ = 0 at ± 1.

(5.36)

We first claim that Ũ > 1 in [−1/2, 1/2]. ............................... But then
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Chapter 6

A Liouville-Type Theorem of

div(ey
TBy∇w) = 0

Here we prove Proposition 6.1. By an orthogonal change of coordinates, it suffices

to show the following.

Proposition 6.1. Let 0 < λ1 ≤ ... ≤ λN and 0 < σ ∈ L∞loc(RN) such that for some

R0 > 0, σ2 = e−
∑N
i=1 λix

2
i for all x ∈ RN \ BR0(0). Then every nonnegative weak

solution w ∈ W 1,2
loc (RN) to

∇ · (σ2∇w) = 0 in RN , (6.1)

is a constant.

Note that (6.1) implies

∆w −
N∑
i=1

λixiDiw = 0 in RN \BR0(0). (6.2)

First we note that by local elliptic Lp estimates, w is smooth in {x ∈ RN : |x| >
R0}. (i.e. when σ is smooth.) We will need the following classical Harnack inequality.

(See Theorem 8.20 in [GT] and a remark after it.)

Theorem 6.2. [GT] If w ∈ W 1,2(Ω) satisfies{
Di(aijDjw) + biDiw + cw = 0 in Ω

w ≥ 0 in Ω.
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Then for any ball B4R(y) ∈ Ω, we have

sup
BR(y)

w ≤ C inf
BR(y)

w,

where C ≤ CK logK
0 , C0 = C0(N), K = Λ/λ + νR, λ|ξ|2 ≤ aijξiξj ≤ Λ|ξ|2 and

ν2 = (|b|L∞(B4R)/λ)2 + |c|L∞(B4R)/λ.

We shall also make use of a general result due to [BCN].

Theorem 6.3. [BCN] If for some positive σ2 ∈ L∞loc(R
N) and constant C > 0,

w ∈ W 1,2
loc (RN) satisfies{

w∇ · (σ2∇w) ≥ 0 in RN locally,∫
BR
σ2w2 ≤ CR2,

then w is a constant.

In particular, a sufficient condition for the solution w to (6.1) to be a constant is

that e−
∑N
i=1 λix

2
iw2(x) being integrable over RN .

Corollary 6.4. Assume w ∈ W 1,2
loc (RN) satisfies{

∇ · (σ2∇w) = 0 in RN locally,

0 ≤ w(x) ≤ ec
∑N
i=1 λix

2
i for some 0 < c < 1/2,

where σ is as in Proposition 6.1, then w is a constant.

We start with some notations concerning the level sets of e−
∑N
i=1 λix

2
i . Define

Σ1 :=

{
y ∈ RN :

N∑
i=1

λiy
2
i = 1

}
and ΣR :=

{
x ∈ RN :

N∑
i=1

λix
2
i = R2

}
.

For each y ∈ Σ1 and R > 0, define γ = γ(y,R) by
∑N

i=1 λiy
2
i e

2λiγ = R2. (γ is

well-defined since for each y ∈ Σ1, γ 7→
∑N

i=1 λiy
2
i e

2λiγ is a diffeomorphism from R

to (0,∞).) Next, we define

Φ(R) =

∫
ΣR

‖(λixi)i‖w(x) dSx. (6.3)

Here (zi)i is understood as (z1, ..., zN) ∈ RN , ‖ · ‖ is the usual Euclidean norm in RN

and dSy, dSx are the area elements for the manifolds Σ1 and ΣR respectively.
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We are going to prove a differential inequality of Φ that describes the growth of

w.

Lemma 6.5. ∑N
i=1 λi
λNR

Φ(R) ≤ Φ′(R) ≤
∑N

i=1 λi
λ1R

Φ(R)

Lemma 6.5 implies d
dR

[
R
−

∑
λi
λ1 Φ(R)

]
≤ 0 ≤ d

dR

[
R
−

∑
λi

λN Φ(R)
]
. In particular,

(R/R0)

∑
λi

λN Φ(R0) ≤ Φ(R) ≤ (R/R0)

∑
λi
λ1 Φ(R0) for all R ≥ R0. (6.4)

Remark 6.6. When λi = λ for all i, then the equation possesses radial symmetry. In

that case, this Lemma follows immediately from the observation that w̄, the spherical

mean of w, which solves an ODE,{
w̄rr + N−1

r
w̄r − λrw̄r = 0,

w̄r(0) = 0.

must be a constant.

Before we prove Lemma 6.5, we first express Φ(R) as an integral over Σ1.

Lemma 6.7.

Φ(R) =

∫
Σ1

eγ
∑
i λiw((yie

λiγ)i)‖(λiyi)i‖ dSy

Lemma 6.7 can be obtained by a change of variables and is a direct consequence

of Lemma 6.8 below.

Lemma 6.8. Let φ : Σ1 → ΣR be a diffeomorphism defined by (y1, ..., yN) 7→
(x1, ..., xN) = (y1e

λ1γ, ..., yNe
λNγ), where γ = γ(y,R). Then the Jacobian Jφ(y)

is given by

Jφ(y) =
eγ

∑
λi‖(λiyi)i‖

‖(λiyieλiγ)i‖

The proof of Lemma 6.8 is postponed till the end of the section. Also, we have

Lemma 6.9.
dγ

dR
(y1, ..., yN) =

R

‖(λiyieλiγ)i‖2

59



Proof. Differentiating
∑
λiy

2
i e

2λiγ = R2 with respect to R, we have

2
(∑

λ2
i y

2
i e

2λiγ
) dγ
dR

= 2R

Hence,
dγ

dR
=

R

‖(λiyieλiγ)i‖2
=

R

‖(λixi)i‖2
,

where γ = γ(y,R) and xi = yie
λiγ, i = 1, ..., N .

Proof of Lemma 6.5. By Lemma 6.7, for any R > R0,

Φ(R) =

∫
Σ1

w(yie
λiγ)eγ

∑
λi‖(λiyi)i‖ dSy

Φ′(R) =

∫
Σ1

[∇w(yie
λiγ) · (λiyieλiγ)i]

dγ

dR
eγ

∑
λi‖(λiyi)i‖ dSy

+

∫
Σ1

w(yie
λiγ)

dγ

dR
(
∑

λi)e
γ

∑
λi‖(λiyi)i‖ dSy

=

∫
Σ1

∇w(yie
λiγ) · (λixi)i

‖(λixi)i‖
· Re

γ
∑
λi‖(λiyi)i‖
‖(λixi)i‖

dSy

+

∫
Σ1

w(yie
λiγ)(

∑
λi)

R

‖(λixi)i‖2
eγ

∑
λi‖(λiyi)i‖ dSy

=ReR
2

∫
ΣR

e−
∑
λix

2
i
∂w

∂ν
dSx

+

∫
Σ1

w(yie
λiγ)

(
∑
λi)Re

γ
∑
λi‖(λiyi)i‖

‖(λixi)i‖2
dSy

=

∫
Σ1

w(yie
λiγ)

(
∑
λi)Re

γ
∑
λi‖(λiyi)i‖

‖(λixi)i‖2
dSy

where we have made use of Lemmas 6.8 and 6.9 as well as the fact that e−
∑
λix

2
i =

e−R
2

on ΣR for the second last equality. The last equality is a consequence of (6.1).

Hence

R
∑
λi

maxΣR ‖(λixi)i‖2
Φ(R) ≤ Φ′(R) ≤ R

∑
λi

minΣR ‖(λixi)i‖2
Φ(R)

R
∑
λi

maxΣR

∑
λ2
ix

2
i

Φ(R) ≤ Φ′(R) ≤ R
∑
λi

minΣR

∑
λ2
ix

2
i

Φ(R)∑
λi

RλN
Φ(R) ≤ Φ′(R) ≤

∑
λi

Rλ1

Φ(R)
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The last line is due to
∑N

i=1 λix
2
i = R2 on ΣR, and 0 < λ1 ≤ ... ≤ λN .

By virtue of Corrollary 6.4, Proposition 6.1 is a consequence of the following

Lemma.

Lemma 6.10. For all ε > 0, there exists K(ε) > 0 such that w(x) ≤ K(ε)eε
∑
λix

2
i

in RN .

Proof. Assume to the contrary that there exists ε0 > 0, Rk →∞ and zk = (zk,i)
N
i=1 ∈

ΣRk such that w(zk) ≥ eε0
∑
λiz

2
k,i = eε0R

2
k . Then apply Theorem 6.2 to B4(zk), (with

w satisfying (6.2), we have Λ = λ = 1, ν = O(Rk)),

w(x) ≥ C−Rk logRk
1 w(zk) ≥ C−Rk logRk

1 eε0R
2
k ≥ eε1R

2
k

whenever |x−zk| < 1, for some C1 = C(N) and 0 < ε1 < ε0 and for all k large. Then

Φ(Rk) =

∫
ΣRk

w(x)‖(λixi)i‖dSx ≥ CRke
ε1R2

k .

This contradicts the power-like growth obtained in Lemma 6.5.

Finally, we supply the proof of Lemma 6.8.

Proof of Lemma 6.8. Fix R > 0. Let ȳ = (ȳi)
N
i=1 ∈ Σ1 and φ(y) = (φi(y))Ni=1 =

(yie
λiγ)Ni=1. (Here γ = γ(y).) Denote the tangent plane of Σ1 ⊂ RN at ȳ after

translation to the origin by Tȳ(Σ1). Given ȳ′ ∈ Tȳ(Σ1). To evaluate [∇φ(ȳ)](ȳ′), let

y(t) = (yi(t))
N
i=1 be a smooth curve on Σ1 such that y(0) = ȳ and y′(0) = ȳ′ = (ȳ′i)i.

Then by definition of a tangent plane,

[∇φ(ȳ)](ȳ′) =
d

dt

∣∣∣∣∣
t=0

φ(y(t))

=
d

dt

∣∣∣∣∣
t=0

(yi(t)e
λiγ(y(t)))i

= (ȳ′ie
λiγ(y(0)))i + (λiȳie

λiγ(y(0)))i
dγ

dt
(y(0))

= (ȳ′ie
λiγ(ȳ))i + (λiȳie

λiγ(ȳ))i
dγ

dt
(y(0))

= P

(
(ȳ′ie

λiγ(ȳ))i

)
= P

(
Ψ
∣∣
Tȳ(Σ1)

(ȳ′)

)
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where P is the orthogonal projection from RN onto Tφ(ȳ)(ΣR), and Ψ : RN → RN

is the linear map given by (yi)i 7→ (yie
λiγ(ȳ))i. (Since (λiȳie

λiγ(ȳ))i ⊥ Tφ(ȳ)(ΣR) and

[∇φ(ȳ)](ȳ′) ∈ Tφ(ȳ)(ΣR).)

Ψ((λiȳi)i) = (λiȳie
λiγ(ȳ))i = (λiφi(ȳ))i. (6.5)

That is, the normal to ȳ with respect to Σ1 is mapped under Ψ to the normal to φ(ȳ)

with respect to ΣR. Now let {ei}Ni=1 and {ẽi}Ni=1 be two orthonormal bases such that{
span{e1, e2, ..., eN−1} = Tȳ(Σ1), eN = (λiȳi)i

‖(λiȳi)i‖ ;

span{ẽ1, ẽ2, ..., ẽN−1} = Tφ(ȳ)(Σ1), ẽN = (λiφi(ȳ))i
‖(λiφi(ȳ))i‖ .

Then by (6.5), Ψ can be represented by the following matrix

Ψ =


0

P (Ψ|Tx̄0 (Σ1))
...

0

aN,1 . . . aN,N−1 aN,N


where aN,N = ‖(λiφi(ȳ))i‖

‖(λiȳi)i‖ . Hence,

det Ψ = aN,N · det(P (Ψ|Tx̄0 (Σ1)))

= aN,N · Jφ(ȳ)

And so

Jφ(ȳ) =
detΨ

aN,N
=
eγ

∑
λi‖(λiȳi)i‖

‖(λiφi(ȳ))i‖
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Chapter 7

Limiting Profile:

Higher-Dimensional Case

Let ũ be the unique positive steady-state of (1.6) and (Ũ , Ṽ ) be a coexistence steady-

state of (1.4). In this chapter we study the limiting profile of ũ and (Ũ , Ṽ ) as the

strength of the advection term α goes to ∞. As a byproduct, Conjecture 1.3 is

resolved under mild condition on m.

For the case when the set of local maximum points of m, M, is finite, we have

the following results. The first one concerns the unique positive steady-states single

equation (1.6).

Theorem 7.1. Assume (H1), (H2) and (H4). Then for all α sufficiently large,

(1.6) has a unique positive steady-state ũ which is globally asymptotically stable.

Moreover, for all small r > 0,

ũ(x)→ 0 uniformly and exponentially in Ω \ [∪x0∈MBr(x0)].

And for each x0 ∈M,

ũ(x)− 2N/2 max{p(x0), 0}eα[m(x)−m(x0)]/d → 0 uniformly in Br(x0).

For the coexistence steady-states (Ũ , Ṽ ) of the system (1.4), we have

Theorem 7.2. Assume (H1), (H2) and (H3). Then, for all α sufficiently large,

(1.4) has at least one stable coexistence steady-state. Moreover, if (Ũ , Ṽ ) is any

coexistence steady-state of (1.4), then as α→∞,
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(i) Ṽ (x)→ θ̄d2(x) in C1,β(Ω̄), for any β ∈ (0, 1);

(ii) for all r > 0, Ũ(x)→ 0 in Ω \ [∪x0∈MBr(x0)] uniformly and exponentially;

(iii) for each x0 ∈M and each r > 0 small,

Ũ(x)− 2N/2 max{p(x0)− θ̄d2(x0), 0}eα[m(x)−m(x0)]/d1 → 0 uniformly in Br(x0).

Here M denotes the set of all local maximum points of m and θ̄d is the unique

positive solution to (1.5).

7.1 Proof of Theorem 7.1

Here we prove Theorem 7.1. In fact, for later purposes, we are going to establish the

result for the more general equation (2.1):

Theorem 7.3. In addition to the assumptions of Theorem 7.1, assume (2.2). Then

for all α sufficiently large, (2.1) has a unique positive solution ũ. ũ is globally asymp-

totically stable, and for all small r > 0, ũ(x) → 0 uniformly and exponentially in

Ω \ ∪x0∈MBr(x0). Moreover, for each x0 ∈M,

ũ(x)− 2N/2 max{p(x0), 0}eα[m(x)−m(x0)]/d → 0 (7.1)

uniformly in Br(x0).

It is easy to see that Theorem 7.1 is a consequence of Theorem 7.3. We first recall

the following useful notation.

1

K
|z− x|2 ≤ m(z)−m(x) ≤ K|∇m(x)|2 ≤ K2|z− x|2 ∀x ∈ Br(z), ∀z ∈M. (7.2)

We first apply Proposition 1.9 to obtain the limiting profile of ũ.

Proposition 7.4. For each R > 0 and each x0 ∈M,

|ũ(x)eα[m(x0)−m(x)]/d − ũ(x0)|L∞(BR/
√
α(x0)) → 0 as α→∞. (7.3)

64



Proof. Since α[m(x0 +
√
d/αy) − m(x0)] → 1

2
yTD2m(x0)y uniformly on compact

subsets of RN , it suffice to show that for each x0 ∈M and y ∈ {y′ ∈ RN : x0+
√

d
α
y′ ∈

Ω},

ũ(x0 +

√
d

α
y)e−

1
2
yTD2m(x0)y − ũ(x0)→ 0, as α→∞,

uniformly in every compact subset of RN . Now let

wα(y) = ũ(x0 +

√
d

α
y)e−

1
2
yTD2m(x0)y.

Then wα satisfies the equation

∆yw + P̃ · ∇yw + Q̃w = 0 in

√
α

d
(Ω− x0),

where

P̃ =2yTD2
xm(x0)−

√
α

d
∇xm(x0 +

√
d

α
y),

Q̃ =∆xm(x0)−∆xm(x0 +

√
d

α
y) + |D2

xm(x0)y|2 − yTD2
xm(x0) ·

√
α

d
∇xm(x0 +

√
d

α
y)

− [ũ(x0 +

√
d

α
y)− pα(x0 +

√
d

α
y)]/α.

By Theorem 3.3 and the fact that
√

α
d
∇xm(x0 +

√
d
α
y) → D2

xm(x0)y uniformly

on compact sets of RN , we have lim
α→∞

P̃ = yTD2
xm(x0) and lim

α→∞
Q̃ = 0 uniformly in

compact subsets of RN as α →∞. Hence by elliptic Lp estimates (by Theorem 3.3

wα is bounded in L∞(K) uniformly in α for each compact subset K in RN), after

passing to a subsequence if necessary, wα converges to some limit w0 uniformly in

every compact subset of RN . This w0 satisfy{
∇ · (e 1

2
yTD2

xm(x0)y∇w0) = 0 in RN , w0(0) <∞, w0(y) ≥ 0 in RN ,

which must be a constant by Proposition 1.9. Now if for some subsequence αk →∞,

uαk(x0) = wαk(0) converges as k → ∞, then wαk(x) − uαk(x0) → 0 uniformly on

compact subsets of RN . The conclusion now follows from the uniqueness of the

limit.

65



To get the complete profile of ũ, it suffices to calculate the exact limit of ũ(x0).

We shall prove the following in a series of lemmas.

Proposition 7.5. For each x0 ∈M, lim
α→∞

ũ(x0) = max{2N/2p(x0), 0}. where p(x) =

limα→∞ pα(x) for all x ∈ Ω.

Lemma 7.6. Given δ > 0 small,∣∣∣∣∣∑
x0∈M

∫
BR(0)

ũ2(x0 +

√
d

α
y)− pα(x0 +

√
d

α
y)ũ(x0 +

√
d

α
y)dy

∣∣∣∣∣ < δ

for all R,α sufficiently large.

Proof. By Theorem 3.3, given r1 > 0, there exist C, γ > 0 such that

ũ ≤

{
Ceγα[m(x)−m(x0)]/d in ∪x0∈M Br1(x0)

e−γα in Ω \ ∪x0∈MBr1(x0)

By integrating (2.1) over Ω, we have
∫

Ω
ũ2 − pαũ dx = 0, so∣∣∣∣∣∑

x0∈M

∫
B
R
√
d/α

(x0)

ũ2 − pαũ dx

∣∣∣∣∣ ≤ ∑
x0∈M

∫
Br1 (x0)\B

R
√
d/α

(x0)

|ũ2 − pαũ| dx+O(e−γα)

Multiply by αN/2 and changing coordinates x = x0 +
√

d
α
y, we have, for α suffi-

ciently large,∣∣∣∣∣∑
x0∈M

∫
BR(0)

ũ2(x0 +

√
d

α
y)− pα(x0 +

√
d

α
y)ũ(x0 +

√
d

α
y)dy

∣∣∣∣∣
≤ C(α/d)N/2

∑
x0∈M

∫
Br1 (x0)\B

R
√
d/α

(x0)

|ũ2 − pαũ| dx+O(αN/2e−ε
′α)

≤ C(α/d)N/2
∑
x0∈M

∫
Br1 (x0)\B

R
√
d/α

(x0)

eεα[m(x)−m(x0)]/ddx+O(αN/2e−ε
′α)

≤ C

∫
RN\BR(0)

e−ε|y|
2/Kdy +O(αN/2e−ε

′α)

< δ

if α,R are sufficiently large. The third inequality from (7.2).

66



Lemma 7.7.

lim
α→∞

∑
x0∈M

∫
RN

e
1
2
yTD2m(x0)ydy

[
ũ2(x0)− 2N/2pα(x0)ũ(x0)

]
= 0.

Proof. Since |ũ|L∞(Ω) is uniformly bounded, by compactness of bounded sequences in

R it suffices to show that for any δ > 0 and for any sequence αk →∞ such that the

associated limk→∞ uαk(x0) converges at each x0 ∈M, it holds that (writing α = αk)

∣∣ ∑
x0∈M

∫
RN

e
1
2
yTD2m(x0)ydy[2−N/2ũ2(x0)− pα(x0)ũ(x0)]

∣∣ < 3δ,

for all α = αk large. Now,

∣∣ ∑
x0∈M

∫
RN

e
1
2
yTD2m(x0)ydy[2−N/2ũ2(x0)− pα(x0)ũ(x0)]

∣∣
=
∣∣ ∑
x0∈M

∫
RN

[
ey

TD2m(x0)yũ2(x0)− e
1
2
yTD2m(x0)ypα(x0)ũ(x0)

]
dy
∣∣

≤
∣∣ ∑
x0∈M

∫
BR(0)

[
ey

TD2m(x0)yũ2(x0)− e
1
2
yTD2m(x0)ypα(x0)ũ(x0)

]
dy
∣∣+ δ

≤
∣∣ ∑
x0∈M

∫
BR(0)

[
ũ2(x0 +

√
d

α
y)− pα(x0)ũ(x0 +

√
d

α
y)

]
dy
∣∣

+
∑
x0∈M

∫
BR

[
|ũ2(x0)ey

TD2m(x0)y − ũ2(x0 +

√
d

α
y)|

+ |pα(x0)||ũ(x0 +

√
d

α
y)− ũ(x0)e

1
2
yTD2m(x0)y|

]
dy + δ

<3δ.

The first inequality holds by fixing R = R(δ) large and the strict inequality follows

from Proposition 7.4 and Lemma 7.6.

Lemma 7.8. For each x0 ∈M, lim inf
α→∞

ũ(x0) ≥ 2N/2 max{p(x0), 0}.

Proof. If p(x0) ≤ 0 there is nothing to prove. Now let p(x0) > 0,ũ be the unique

solution to (2.1), and fix x0 ∈M. For each α large, ũ is the principal eigenfunction
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of the following eigenvalue problem with principal eigenvalue µ1 = 0.{
∇ · (d∇φ− αφ∇m) + (pα − ũ)φ+ µφ = 0 in Ω,

d∂φ
∂ν
− αφ∂m

∂ν
= 0 on ∂Ω.

(7.4)

By the transformation φ = eαm/dψ, (7.4) is equivalent to the self-adjoint problem{
∇ · (deαm/d∇ψ) + (pα − ũ)eαm/dψ + µeαm/dψ = 0 in Ω,
∂ψ
∂ν

= 0 on ∂Ω.
(7.5)

with principal eigenvalue µ1 = 0. The variational characterization of problem (7.5)

implies

0 = inf
ψ∈H1(Ω)

{∫
Ω
eαm/d[d|∇ψ|2 + (uα − pα)ψ2]dx∫

Ω
eαm/dψ2dx

}
.

For any Br(x0) with r > 0 small and 0 < ζ < 1/2, by the nondegeneracy of m(x)

at x0, we have

m(x0) > max
B̄r(x0)\B(1−ζ)r(x0)

m := M1.

Now take ζ > 0 even smaller such that M2 := minB̄ζr(x0) m > M1, which is

possible by (7.2). Take a smooth test function ψ such that

ψ(x) =

{
1, if x ∈ B(1−ζ)r(x0),

0, if x ∈ RN \Br(x0),
0 ≤ ψ ≤ 1, |Dψ| < 2

ζr
.

Then,

0 ≤
∫

Ω
eαm/d[d|∇ψ|2 + (ũ− pα)ψ2]dx∫

Ω
eαm/dψ2dx

≤

∫
Br(x0)

deαM1/d( 2
ζr

)2 dx∫
Bζr(x0)

eαM2/d dx
+

∫
Bζr(x0)

eαm/d(ũ− pα)ψ2 dx∫
Br(x0)

eαm/dψ2 dx

≤ |Br|
|Bζr|

4d

(ζr)2
eα(M1−M2)/d +

∫
Br(x0)

eα[m−m(x0)]/d(ũ− pα) dx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/d dx
.

This implies that

lim inf
α→∞

∫
Br(x0)

eα[m(x)−m(x0)]/d[ũ(x)− pα(x)]dx∫
B(1−ζ)r(x0)

eα[m(x)−m(x0)]/d dx
≥ 0. (7.6)
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By Lebesgue’s dominated convergence and (2.2),

lim
α→∞

∫
Br(x0)

eα[m(x)−m(x0)]/dpα(x) dx∫
B(1−ζ)r(x0)

eα[m(x)−m(x0)]/d dx
= p(x0).

By Proposition 7.4 and Theorem 3.3, for each R ≥ R0 and η > 0, for all α large,

we have

ũ ≤

 (1 + η)ũ(x0)eα[m(x)−m(x0)]/d in B
R
√
d/α(x0)

,

Ceγα[m(x)−m(x0)]/d in Br1(x0) \B
R
√
d/α(x0)

.

where γ is given in the statement of Theorem 3.3. Therefore, for any η > 0 small,

lim
α→∞

∫
Br(x0)

eα[m−m(x0)]/dpαdx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/ddx

≤ lim inf
α→∞

∫
Br(x0)

eα[m−m(x0)]/dũdx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/ddx

≤ lim inf
α→∞

(1 + η)ũ(x0)

∫
B
R
√
d/α

(x0)
e2α[m−m(x0)]/ddx∫

B(1−ζ)r(x0)
eα[m−m(x0)]/ddx

+ C

∫
Γα,R(x0)

eγα[m−m(x0)]/ddx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/ddx

≤ (1 + η)
(

lim inf
α→∞

ũ(x0)
)(

lim
α→∞

∫
B(1−ζ)r(x0)

e2α[m−m(x0)]/ddx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/ddx

)
+ C

∫
RN\BR

e−γ|y|
2/K dy∫

B1
e−K|y|2 dy

where K is given in (7.2) and the second inequality follows from (7.2). Since

lim
α→∞

∫
Bζ(1−ζ)r(x0)

e2α[m−m(x0)]/ddx∫
B(1−ζ)r(x0)

eα[m−m(x0)]/ddx
= 2−N/2,

taking R→∞ and η → 0+, we have

2−N/2 lim inf
α→∞

ũ(x0) ≥ p(x0).

Proposition 7.5 follows from Lemmas 7.7 and 7.8.

Proof of Theorem 7.3. The existence, uniqueness and global stability is proved in
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Theorem 2.1. By Theorem 3.3, we have ũ → 0 uniformly and exponentially in any

compact subset of Ω \M. Finally, (7.1) follows from Theorem 3.3, Propositions 7.4

and 7.5.

7.2 Proof of Theorem 1.4

Assume (H1), (H2) and (H3).

Lemma 7.9. Let (Ũ , Ṽ ) be a coexistence steady-state of (1.4), then

0 < Ũ ≤ ũ, 0 < Ṽ ≤ θ̄d2

where ũ is the unique positive steady-state of (1.6) and θ̄d2 is the unique positive

solution of (1.5).

Proof. Ũ satisfies{
∇ · (d1∇U − αU∇m) + U(p− U) = UṼ ≥ 0, in Ω,

d1
∂U
∂ν
− αU ∂m

∂ν
= 0 on ∂Ω.

and is a lower solution of (1.6). Hence Ũ ≤ ũ by the global asymptotic stability of

ũ. The inequality Ṽ ≤ θ̄d2 holds for similar reasons.

Lemma 7.10. Let (Ũ , Ṽ ) be a coexistence steady-state of (1.4), then for any β ∈
(0, 1),

lim
α→∞

|Ṽ − θ̄d2 |C1,β(Ω̄) = 0.

Proof. Let U ∈ Cβ(Ω̄), α0 > 0 be fixed such that 0 < Ũ ≤ ũ ≤ U for all α ≥ α0

and
∫

Ω
p − U > 0. (The existence of U and α0 follows from Theorem 3.3 and that∫

Ω
p > 0 by (H3).) Let V be the unique positive solution to{

d2∆V + V (p− U − V ) = 0 in Ω,
∂V
∂ν

= 0 on ∂Ω.
(7.7)

The existence is standard. (See e.g. Lemma 7.1 in [CL].) Then

d2∆V + V (p− Ũ − V ) = V (U − Ũ) ≥ 0,
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and so V is a lower solution of the single equation{
d2∆V + V (p− Ũ − V ) = 0 in Ω,
∂V
∂ν

= 0 on ∂Ω.
(7.8)

of which Ṽ is the globally asymptotically stable solution. Hence

0 < V ≤ Ṽ . (7.9)

Now by Lemma 7.9, |Ũ |L∞(Ω) and |Ṽ |L∞(Ω) are uniformly bounded in α. There-

fore, by elliptic Lp estimates applied to the equation d2∆Ṽ + Ṽ (p−Ũ− Ṽ ) = 0, {Ṽ }α
is bounded in W 2,p(Ω) for all p ≥ 1. Therefore, by possibly passing to a subsequence,

we can assume Ṽ → V0 for some V0 > 0 satisfying (1.5). From (7.9) the fact that

θ̄d2 is the unique positive solution of (1.5), for any β ∈ (0, 1), Ṽ → θ̄d2 in C1,β(Ω) as

α→∞.

Proof of Theorem 1.4. The existence and stability of (Ũ , Ṽ ) are proved in Theorem

4.1. (i) is proved by Lemma 7.10. Whereas (ii) is a consequence of Theorem 3.3.

To finish the proof of Theorem 1.4. it remains to show that for each x0 ∈M,∣∣∣Ũ − 2N/2 max{p(x0)− θ̄d2(x0), 0}eα[m(x)−m(x0)]/d1

∣∣∣
L∞(Br(x0))

→ 0.

But this follows from Theorem 7.3 and Lemma 7.10 by taking pα to be p− Ṽ .
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Chapter 8

Uniqueness of Coexistence State

(Ũ , Ṽ )

In this chapter we shall present a uniqueness result for (1.1) By Theorem 1.3 of

[CL] (See also Theorem 4.1), for α sufficiently large, (1.1) has at least one stable

coexistence steady state (Ũ , Ṽ ). Inspired by the arguments in [CL], we shall prove

that under certain assumptions on m(x), (Ũ , Ṽ ) is in fact unique! An immediate

consequence of uniqueness is the globally asymptotic stability of , (Ũ , Ṽ ). We first

state the assumptions on m(x). Let M be the set of all local maximum points of

m(x).

(A) m ∈ C2(Ω), such that all critical points are non-degenerate, and M ⊂ Ω.
∂m
∂ν
≤ 0 on ∂Ω and ∆m(x0) > 0 at every local minimum or saddle points of m.

(B) m ≡ m0 on M.

In particular, M is finite and located in the interior of Ω. Our main result is

Theorem 8.1. If m(x) satisfies (A) and (B), then for all α sufficiently large, there

exists a unique co-existence steady state (Ũ , Ṽ ) for (1.1). Moreover, (Ũ , Ṽ ) is globally

asymptotically stable.

8.1 Proof of Theorem 8.1

We have the following theorem contained in [L1] concerning the limiting profile of

(Ũ , Ṽ ). The proof of the theorem will be included here for completeness.
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Theorem 8.2 ([L1]). If m(x) satisfies (A) and (B) then there exists C > 0 such

that for any co-existence steady state (Ũ , Ṽ ),

0 < Ũ ≤ Ceα[m(x)−m0]/d1 (8.1)

and for any x0 ∈M, and any R > 0,

lim
α→∞

‖Ũeα[m(x0)−m(x)]/d1 − 2N/2[m(x0)− θ(x0)]‖L∞(BR/
√
α(x0)) = 0 (8.2)

lim
α→∞

‖Ṽ − θd2‖C1,β(Ω) = 0 for all β ∈ (0, 1). (8.3)

It suffices to show the following lemma and the rest follows from Chapter 7.

Lemma 8.3. With the assumption of Theorem 8.2. Let ũ be the unique positive

steady-state of (1.6), then there exists C > 0 such that

ũ(x) ≤ Ceα[m(x)−m0]/d for all x ∈ Ω and all α large. (8.4)

Proof. Consider w = e(−α+ε)m(x)/dũ(x). Then in Ω, w satisfies

d∆w + (α− 2ε)∇m · ∇w − {ε(α− ε)|∇m|2/d+ ε∆m+ u−m}w = 0 (8.5)

Let z∗ = z∗(α) ∈ Ω be such that w(z∗) = maxΩ w. Then, for x ∈ Ω,

u(x) ≤ u(z∗)e(−α+ε)[m(z∗)−m(x)]/d. (8.6)

We notice that on ∂Ω,

∂w

∂ν
= e(−α+ε)m/d(d

∂ũ

∂ν
+ (−α + ε)ũ

∂m

∂ν
)

= e(−α+ε)m/d(αũ
∂m

∂ν
+ (−α + ε)ũ

∂m

∂ν
)

= e(−α+ε)m/dε
∂m

∂ν
≤ 0.

Therefore by the maximum principle, no matter z∗ ∈ ∂Ω or Ω, ∇w(z∗) = 0 and

∆w(z∗) ≤ 0. Hence, by (8.5)

ε(α− ε)
d

|∇m|2 + ε∆m+ u ≤ m at x = z∗, (8.7)
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and

u(z∗) ≤ m(z∗)− ε∆m(z∗). (8.8)

Now take ε = maxx0{
m(x0)

∆m(x0)
}, with the maximum taken over all positive saddle

points and local minimum points x0 of m(x) such that m(x0) > 0. (Take ε = 1 if it

is an empty set.) Notice that ε > 0 by (A). Then by (8.7), we have

ε(α− ε)|∇m|2

d
≤ m(z∗)− ε∆m ≤ |m|∞ + ε|∆m|∞,

which implies that |∇m(z∗)| → 0 as α→∞. Thus,

dist(z∗, {x ∈ Ω : |∇m(x)| = 0})→ 0.

Next, we claim that in fact we have dist(z∗,M)→ 0.

Assume to the contrary that there exists αk → ∞, such that z∗(αk) → x0 as

k →∞ where x0 is a saddle point or a minimum point. Then by (8.8) and the choice

of ε,

0 ≤ u(z∗) ≤ m(z∗)− ε∆m(z∗)→ m(x0)− ε∆m(x0) < 0,

which is a contradiction. Therefore, dist(z∗,M)→ 0. Recalling that m(x) ≡ m0 on

M, by (7.2) we deduce that there exists C > 0 such that

m0 −m(z∗) ≤ C|∇m(z∗)|2, for all α large,

since the inequality holds in a neighborhood of M, where z∗ eventually enters. Hence

by (8.7) again,

(α− ε)(m0 −m(z∗)) ≤ C(α− ε)|∇m(z∗)|2

d
≤ C

d

(m(z∗)

ε
−∆m(z∗)

)
.

Therefore,

(α− ε)(m0 −m(z∗)) ≤ C

d

(m1

ε
+ ‖∆m‖∞

)
(8.9)
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And for every x ∈ Ω, from (8.6),

e−α[m(x)−m0]/dũ(x) ≤ e−α[m(x)−m0]/dũ(z∗)e(α−ε)[m(x)−m(z∗)]/d

= ũ(z∗)eε[m0−m(x)]/d+(α−ε)[m0−m(z∗)]/d

≤ (m0 + ε‖∆m‖∞)e2ε|m|∞/d+C(
m0
ε

+‖∆m‖∞)/d,

by (8.8) and (8.9). Since the right hand side is a constant independent of x and α,

(8.4) is proved.

Following the approach in [Lo2], we will first show that every co-existence steady

states is stable. Then the uniqueness and the global asymptotic stability follows

from the existence of connecting orbit ([H]), and the stability/instability of the three

steady states (ũ, 0), (0, θd2) and (Ũ , Ṽ ). (Here θd2 is the unique positive solution to

(8.3).)

The instability of semitrivial states are proved is contained in the proof of Theo-

rem 4.1.

Theorem 8.4. For all α sufficiently large, (ũ, 0), (0, θd2) are both unstable.

Now let (Ũ , Ṽ ) be any coexistence state of (1.1). To study the stability/instability

of (Ũ , Ṽ ), we linearize (1.1) at (Ũ , Ṽ ).


∇ · (d1∇φ̃− αφ̃∇m) + (m− 2Ũ − Ṽ )φ̃− Ũ ψ̃ = −λ̃φ̃ in Ω

d2∆ψ̃ − Ṽ φ̃+ (m− Ũ − 2Ṽ )ψ̃ = −λ̃ψ̃ in Ω

d1
∂φ̃
∂ν
− αφ̃∂m

∂ν
= ∂ψ̃

∂ν
= 0 on ∂Ω

(8.10)

By Krein-Rutman Theorem, there exists a principal eigenvalue λ̃1 ∈ R of (8.10)

with eigenfunction (φ̃, ψ̃) such that φ̃ > 0 > ψ̃. And if λ̃ ∈ C is any eigenvalue of

(8.10), then λ̃1 ≤ Re(λ̃). In other words, the sign of λ̃1 determines the linear stability

of (Ũ , Ṽ ). Thus, Theorem 8.1 follows from the following two results.

Theorem 8.5. If m satisfies (A) and (B), then λ̃1 > 0 for all α sufficiently large.

To prove Theorem 8.5, we first study the principal eigenvalue λ1 of the following

eigenvalue problem.
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{
∇ · (d1∇ϕ− αϕ∇m) + (m− 2Ũ − Ṽ )ϕ = −λϕ in Ω

d1
∂ϕ
∂ν
− αϕ∂m

∂ν
= 0 on ∂Ω

(8.11)

Lemma 8.6. If m satisfies (A), then λ1 → min
x0∈M

|m(x0)− θd2(x0)|.

We will prove Lemma 8.6 in the next section. Assuming Lemma 8.6, we now

prove Theorem 8.5.

Proof of Theorem 8.5. For each α large, let λ1 ∈ R be the principal eigenvalue of

(8.10) and φ̃ > 0 > ψ̃ be its eigenfunctions. Assume to the contrary that there exists

a sequence αj →∞ such that λ1 = λ1(αj) ≤ 0, then we claim that

Claim 8.7. For any p > 1, there exists C > 0 independent of αj such that

‖ψ̃‖W 2,p(Ω) ≤ C‖Ṽ φ̃‖Lp(Ω) ≤ C‖φ̃‖Lp(Ω) (8.12)

for some constant C > 0 independent of αj large by (8.3).

To prove the claim we observe that by the second equation of (8.10),{
d2∆ψ̃ + (m− Ũ − 2Ṽ + λ̃1)ψ̃ = Ṽ φ̃ in Ω
∂ψ̃
∂ν

= 0 on ∂Ω

By Theorem 8.2, Ũ and Ṽ are bounded in L∞(Ω) uniformly in α. By Lemma 8.3,

as α → ∞, Ũ → 0 in Lp for any p ≥ 1 and Ṽ → θd2 in C1,β(Ω̄) for any β ∈ (0, 1).

Since d2∆ + (m − 2θd2) is invertible and λ̃1 ≤ 0, Claim 8.7 thus follows by elliptic

estimates. Now take p = 2 in (8.12), and normalize ‖ψ̃‖W 2,2(Ω) = 1. We shall see

that ‖φ̃‖L2(Ω) → 0 as α→∞ which is a contradiction to (8.12).

More precisely, let fα = e
α

2d1
[m0−m(x)]

Ũ ψ̃ and w̃ = e
α

2d1
[m0−m(x)]

φ̃. Then{
d1∆w̃ +

(
− α2

4d1
|∇m|2 − α

2
∆m+m− 2Ũ − Ṽ + λ̃1

)
w̃ = fα in Ω

d1
∂w̃
∂ν
− α

2
w̃ ∂m

∂ν
= 0 on ∂Ω

(8.13)

Now,{
d1∆w +

(
− α2

4d1
|∇m|2 − α

2
∆m+m− 2Ũ − Ṽ

)
w = −λw in Ω

d1
∂w
∂ν
− α

2
w ∂m

∂ν
= 0 on ∂Ω

(8.14)
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is a self-adjoint eigenvalue problem with the spectrum {λi} ⊂ {λ ∈ C : Re(λ) ≥ λ1}.
And by Lemma 8.6 and (B), λ1 → min

x0∈M
(m0 − θd2(x0)) > 0. Hence

‖w̃‖L2(Ω) ≤
C

λ1 − λ̃1

‖fα‖L2(Ω) ≤
C

λ1 − λ̃1

‖ψ̃‖Lp‖Ũe
α
2

[m0−m(x)]‖Lq → 0.

by Theorem 8.2, where p, q are chosen such that p > 2, W 2,2 ⊂ Lp and 1
p

+ 1
q

= 1
2
.

Therefore

‖φ̃‖L2(Ω) = ‖e
α

2d1
[m(x)−m0]

w̃‖L2(Ω) ≤ ‖w̃‖L2(Ω) → 0.

8.2 Proof of Lemma 8.6

By variational characterization,

λ1 = inf∫
Ω e

αm/d1ϕ2 dx=1

∫
Ω

eαm/d1 [d1|∇ϕ|2 − (m− 2Ũ − Ṽ )ϕ2]dx (8.15)

= inf∫
Ω w

2 dx=1

∫
Ω

[d1|∇w −
α

2
w∇m|2 − (m− 2Ũ − Ṽ )w2]dx (8.16)

First we claim

Lemma 8.8. If m satisfies (A), then lim sup
α→∞

λ1 ≤ min
x0∈M

|m(x0)− θ(x0)|,

Proof. Fix x0 ∈M. Let η be a smooth cut-off function such that

η =

{
1 in Br(x0)

0 in Ω \B2r(x0)
, 0 ≤ η ≤ 1, and |∇η| ≤ 2

r

Then,

λ1 ≤

∫
B2r(x0)

eαm/d1(2Ũ + Ṽ −m)dx∫
Br(x0)

eαm/d1dx
+
d1

∫
B2r(x0)\Br(x0)

eαm/d12/rdx∫
Bεr(x0)

eαm/d1dx
= I + II.

where ε > 0 is chosen small enough so that min
Bεr

m > max
B2r(x0)\Br(x0)

m. Taking α→∞,
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by Lebesgue’s Dominated Convergence and Theorem 8.2,

lim
α→∞

I = 21+N/2[m(x0)− θd2(x0)]+

∫
RN e

yTD2m(x0)ydy∫
RN e

1
2
yTD2m(x0)ydy

+ [θd2(x0)−m(x0)]

= |m(x0)− θd2(x0)|, and

lim
α→∞

II = 0 by the choice of ε,

where [m(x0) − θd2(x0)]+ = max{m(x0) − θd2(x0), 0}. Hence lim sup
α→∞

λ1 ≤ |m(x0) −

θd2(x0)| for any x0 ∈ M. The lemma is proved after taking minimum over x0 ∈
M,

Next, it suffices to show that

Lemma 8.9. If m satisfies (A), then lim inf
α→∞

λ1 ≥ min
x0∈M

|m(x0)− θ(x0)|.

Proof. Observe that by (8.16) and the boundedness of Ũ and Ṽ , λ1 is bounded

from below uniformly in α. Therefore, lim inf
α→∞

λ1 > −∞. We first select a sequence

αj →∞ so that along the sequence

λ1 → lim inf
α→∞

λ1, w̃2 → µ (in meas.).

From (8.16) we obtain

lim inf
α→∞

λ1 ≥ lim
j→∞

∫
Ω

(2Ũ + Ṽ −m)w2 dx =

∫
Ω

(2Ũ + Ṽ −m)µ(dx) ≥ −|m|∞. (8.17)

In view of Lemma 8.8, roughly speaking, it suffices to show that µ is supported on

M. In fact, we are going to show

Lemma 8.10. If m(x) satisfies (A), then

(i) µ(Ω \M) = 0.

(ii) there exists C > 0 such that for each x0 ∈M and r > 0 small,

w(x) ≤ CαN/4e−
√
α/d1|x−x0| in Br(x0).
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(iii) if µ({x0}) > 0, then

(
d1

α
)N/4w(x0 +

√
d1

α
y)→

√
µ({x0})

det (−D2m(x0))πN2N/4
e

1
4
yTD2m(x0)y

uniformly in compact subsets of RN , where

det (−D2m(x0))πN2N/4 =

∫
RN
e

1
2
yTD2m(x0)ydy.

The proof of Lemma 8.10 follows largely from the arguments in [CL]. In partic-

ular, (i) follows from the same arguments in [CL] by observing that although c now

changes with α, the following basic inequality

+∞ > c∗ − c∗ ≥
∫

Ω

d1|∇w −
α

2
w∇m|2 dx

is still valid, where w is the principal eigenfunction and c∗ = sup
α≥0,x∈Ω

(2Ũ + Ṽ −m)

and c∗ = inf
α≥0,x∈Ω

(2Ũ + Ṽ −m).

Here we prove Lemma 8.10 (ii). In the following Lemma 8.11 and Lemma 8.12

are the same as Lemma 5.1 and Lemma 5.2 in [CL]

Proof of Lemma 8.10 (ii). Let
1

d1

|∇m|2L∞(Ω) + |∆m|L∞(Ω) + c∗ − c∗ = L.

Define qα(x) =
α2

4d1

|∇m|2 +
α

2
∆m+ (2Ũ + Ṽ −m)− λ1.

Lemma 8.11. There exists M > 0 such that ‖w‖L∞(Ω) ≤MαN/2 for all α ≥ 1.

To prove the lemma, set W (y) = w(y/α) and Ωα = {αx : x ∈ Ω}, then

|∆yW |
W

=
|qα|
d1α2

≤ L

d1

in Ωα,
|∂W
∂ν
|

W
≤ |∇m|

2d1

≤
√
L

2d1

on ∂Ωα

It then follows from local elliptic estimate that there exists a positive constant M

such that for any y ∈ Ωα,

W (y) ≤M‖W‖L2(B(y,1)∩Ωα) ≤MαN/2‖w‖L2(Ω) = MαN/2.

The lemma thus follows.

Next, we prove the following lemma
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Lemma 8.12. Let k, r be positive constants and W be a C2 function satisfying

∆W = Q(x)W (x) > 0, Q(x) ≥ (N + 1)k2 for any x ∈ B(0, r).

Then,

W (0) ≤ e1−kr max{W (x) : |x| = r}.

Proof. Consider the function W (x) = W (x)e−
√

1+|kx|2 . It is easy to verify that W

satisfies

∆W +
2k2x · ∇W√
|kx|2 + 1

= W

{
Q(x)− k2|kx|2

|kx|2 + 1
− k2√

|kx|2 + 1

(N − 1)|kx|2 +N

|kx|2 + 1

}

Thus, W cannot attain its maximum at any interior point. Therefore,

W (0) = eW (0) ≤ e max
∂B(0,r)

W = e1−
√

1+|kr|2 max
∂B(0,r)

W ≤ e1−kr max
∂B(0,r)

W.

The assertion of the lemma thus follows.

Lemma 8.13. Assume that for some positive constants a and R,

|∇m(x)|2 ≥ a|x− x0|2 for all x ∈ B(x0, 4R) ⊂ Ω. (8.18)

Then for every α ≥ 1,

w(x) ≤ e1+
√

4(L+N+1)/a−
√
α/d1|x−x0| max

B(x0,2|x−x0|)
w for all x ∈ B(x0, 2R) (8.19)

Proof. The assertion is trivially true if
√
α/d1|x−x0| ≤

√
4(L+N + 1)/a, that is to

say, x ∈ B(x0,
√

4(L+N + 1)d1/aα). Hence, we consider 2R >
√

4(L+N + 1)d1/aα

and x ∈ B(x0, 2R) \B(x0,
√

4(L+N + 1)d1/aα).

For every z ∈ B(x0, 4R) \B(x0,
√

4(L+N + 1)d1/aα) we have

qα(z)

d1

≥ α2a

4d2
1

|z − x0|2 − L
α

d1

≥ (N + 1)
α

d1

.

Thus, applying Lemma 8.12 toW (z) = w(x+z) inB(0, |x−x0|−
√

4(L+N + 1)d1/aα)
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with k =
√
α/d1, we obtain

w(x) ≤ e1−
√
α/d1(|x−x0|−

√
4(L+N+1)d1/aα) max

B(0,|x−x0|−
√

4(L+N+1)/aα)

w

≤ e1+
√

4(L+N+1)/aα−
√
α/d1|x−x0| max

B(x0,2|x−x0|)
w.

The assertion of the lemma thus follows.

Now let x0 ∈ M, then there exists positive constants R, a such that (8.18) is

satisfied. Hence (8.19) holds by Lemma 8.13. To finish the proof of Lemma 8.10(iii),

we are first going to show that

max
B(x0,2R)

w = O(αN/4). (8.20)

Now for each α ≥ 1, consider the functions

W (x0, α; y) := (
d1

α
)N/4w(x0 +

√
d1

α
y),

Q(x0, α; y) :=
α

4d1

|∇m(x0 +

√
d1

α
y)|2 +

1

2
∆m(x0 +

√
d1

α
y)

+ [2Ũ(x0 +

√
d1

α
y) + Ṽ (x0 +

√
d1

α
y)−m(x0 +

√
d1

α
y)− λ̃1]/α.

Then we have the following:

∆yW = Q(α, y)W, ∀y ∈ B(0,
√
α/d1R),

a

2
|y|2 − L < |Q(α, y)| ≤M2|y|2 + L, ∀y ∈ B(0,

√
α/d1R),∫

B(0,
√
α/d1R)

W 2(x0, α; y) dy =

∫
B(x0,R)

w2(x) dx,

where M2 = |D2m|2L∞(Ω).

Let y0 ∈ B̄(0, 2
√
α/d1R) such that

W (x0, α; y0) = M̄(x0, α, R) := max
B̄(0,2
√
α/d1R)

W.
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Then in view of (8.19), we have

W (x0, α; y) ≤ M̄(x0, R, α)e1+
√

4(L+N+1)/a−|y|, ∀y ∈ B(0,
√
αR).

To show (8.20), it remains to show that M̄(x0, α, R) is bounded, uniformly in α.

Consider two cases.

(a) Suppose y0 ∈ ∂B(0, 2
√
α/d1R); then by (8.19) and Claim 8.11, we have

M̄ = (α/d1)−N/4w(α, x0 + y0/
√
α/d1) ≤ α−N/4e1+

√
4(L+N+1)/a−|y0|M(α/d1)N/2

= Me1+
√

4(L+N+1)/a−2
√
α/d1R(α/d1)N/4 ≤Me1+

√
4(L+N+1)/aR−N/2 sup

t>0
e−2ttN/2

= Me1+
√

4(L+N+1)/a−N/2(N/4)N/2R−N/2.

(b) Suppose y0 ∈ B(0, 2
√
α/d1R). Then ∆yW (x0, α; y0) ≤ 0. Consequently,

Q(x0, α; y0) ≤ 0,

so that y0 ∈ B(0,
√

2L/a). By the Harnack inequality [GT], there exists a constant

C = C(a, L,M2) such that

max
B(0,
√

2L/a)

W ≤ C min
B(0,
√

2L/a)

W.

It then follows that

1 ≥
∫
B(0,
√

2L/a)

W 2 dy ≥
|B(0,

√
2L/a)|

C2
M̄2,

that is,

M̄(x0, α, R) ≤ C√
|B(0,

√
2L/a)|

.

Thus, M̄ is bounded, uniformly in α ≥ 1.

Assume that

∫
BR

w2 dx = µ(B(x0, R)) > 0. Then there exist a sequence {αj}

and a function W ∗ such that

lim
j→∞

W (x0, αj; y) = W ∗(y) locally uniformly in RN ,
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∫
RN

W ∗2(y) dy = lim
j→∞

∫
B(x0,R)

w2(αj, x) dx = µ(B(x0, R)) = µ({x0}) > 0.

In addition, W ∗ solves the following equation:

∆W ∗(y) = {1

4
|yD2m(x0)|2 +

1

2
∆m(x0)}W ∗(y) in RN ,

0 < W ∗(y) < Ce−|y| ∀y ∈ RN .

Since det
(
d2m(x0)

)
6= 0, all eigenvalues of D2m(x0) are non-zero. One can show

that this equation has a solution if and only if D2m(x0) is negative definite. In such

a case, the solution is unique and is given by

W ∗(y) =

√
µ({x0})

det
(
−D2m(x0)

)
πN

e
1
4
yTD2m(x0)y.

Hence Lemma 8.10 (iii) is proved.

By (8.17), we have

λ1 ≥
∫

Ω

(2Ũ + Ṽ −m)w2 dx

≥
∑
x0∈M

∫
B
R/
√
α/d1

(x0)

(2Ũ + Ṽ −m)w2 dx

=
∑
x0∈M

∫
BR(x0)

[2Ũ(x0 +
y√
α/d1

) + Ṽ (x0 +
y√
α

)−m(x0 +
y√
α

)]

× α−N/2w(x0 +
y√
α

)2 dy

Now take αj →∞, we have

lim inf
α→∞

λ1 ≥
∑
x0∈M

µ({x0})
{∫

BR
21+N/2[m(x0)− θd2(x0)]+e

yTD2m(x0)ydy∫
RN e

1
2
yTD2m(x0)ydy

+ [θd2(x0)−m(x0)]

}
=
∑
x0∈M

µ({x0})|θd2(x0)−m(x0)|

≥ min
x̃∈M
|θd2(x̃)−m(x̃)|

Thus, Lemma 8.6 is proved.
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Finally, I wish to remark that by Lemma 8.6, it is interesting to note that the

support of µ is actually on M̃ = {x0 ∈ M : |m(x0) − θd2(x0)| = minx̃∈M |θd2(x̃) −
m(x̃)|}.
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