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Abstract.
We consider the class of integral operators $Q_\varphi$ on $L^2(\mathbb{R}_+)$ of the form $(Q_\varphi f)(x) = \int_0^\infty \varphi(\max\{x, y\}) f(y) dy$. We discuss necessary and sufficient conditions on $\varphi$ to insure that $Q_\varphi$ is bounded, compact, or in the Schatten–von Neumann class $S_p$, $1 < p < \infty$. We also give necessary and sufficient conditions for $Q_\varphi$ to be a finite rank operator. However, there is a kind of cut-off at $p = 1$, and for membership in $S_p$, $0 < p \leq 1$, the situation is more complicated. Although we give various necessary conditions and sufficient conditions relating to $Q_\varphi \in S_p$ in that range, we do not have necessary and sufficient conditions. In the most important case $p = 1$, we have a necessary condition and a sufficient condition, using $L^1$ and $L^2$ modulus of continuity, respectively, with a rather small gap in between. A second cut-off occurs at $p = 1/2$: if $\varphi$ is sufficiently smooth and decays reasonably fast, then $Q_\varphi$ belongs to the weak Schatten–von Neumann class $S_{1/2, \infty}$, but never to $S_{1/2}$ unless $\varphi = 0$.

We also obtain results for related families of operators acting on $L^2(\mathbb{R})$ and $\ell^2(\mathbb{Z})$.

We further study operations acting on bounded linear operators on $L^2(\mathbb{R}_+)$ related to the class of operators $Q_\varphi$. In particular we study Schur multipliers given by functions of the form $\varphi(\max\{x, y\})$ and we study properties of the averaging projection (Hilbert–Schmidt projection) onto the operators of the form $Q_\varphi$.
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1. Introduction

For a function $\varphi \in L^1_{\text{loc}}(\mathbb{R}_+)$, which means that $\varphi$ is a locally integrable function on $\mathbb{R}_+ = (0, \infty)$, we define the operator $Q_\varphi$ on the set of bounded compactly supported functions $f$ in $L^2(\mathbb{R}_+)$ by

$$(Q_\varphi f)(x) = \int_0^\infty \varphi(\max\{x, y\}) f(y)dy;$$

(1.1)
equivalently,

$$(Q_\varphi f)(x) = \varphi(x) \int_0^x f(y)dy + \int_x^\infty \varphi(y)f(y)dy.$$  (1.2)

We are going to study when $Q_\varphi$ is (i.e., extends to) a bounded operator in $L^2(\mathbb{R}_+)$, and when this operator is compact, or belongs to Schatten–von Neumann classes $S_p$.

We will also consider the corresponding Volterra operators $Q^+_\varphi$ and $Q^-_\varphi$ defined by

$$(Q^+_\varphi f)(x) = \varphi(x) \int_0^x f(y)dy$$

$$(Q^-_\varphi f)(x) = \int_x^\infty \varphi(y)f(y)dy;$$

thus $Q_\varphi = Q^+_\varphi + Q^-_\varphi$.

It is straightforward to see (and proved more generally in Theorem 2.4) that if any of these three operators is bounded on $L^2(\mathbb{R}_+)$, then $\int_a^\infty |\varphi|^2 < \infty$ for any $a > 0$ and thus the integrals above converge, and define the operators, for any $f \in L^2(\mathbb{R}_+)$ and every $x > 0$. 
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We find in §3 simple necessary and sufficient conditions for $Q_\varphi$ to be bounded or compact, and for $Q_\varphi \in S_p$, $1 < p < \infty$. The conditions are $\varphi \in X_\infty$, $\varphi \in X_0^0$ and $\varphi \in X_p$, respectively, where the spaces $X_p$, $X_\infty$, and $X_0^0$ are defined as follows.

**Definition.** If $0 < p < 1$, let $X_p$ be the linear space of all measurable functions on $\mathbb{R}_+$ that satisfy the equivalent conditions

$$\sum_{n \in \mathbb{Z}} 2^{np/2} \left( \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{p/2} < \infty; \quad (1.3)$$

$$\sum_{n \in \mathbb{Z}} 2^{np/2} \left( \int_{2^n}^\infty |\varphi(x)|^2 dx \right)^{p/2} < \infty; \quad (1.4)$$

$$x^{1/2} \left( \int_x^\infty |\varphi(y)|^2 dy \right)^{1/2} \in L^p(dx/x). \quad (1.5)$$

Similarly, let $X_\infty$ be the linear space of all measurable functions on $\mathbb{R}_+$ that satisfy the equivalent conditions

$$\sup_{n \in \mathbb{Z}} 2^n \left( \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right) < \infty; \quad (1.6)$$

$$\sup_{x > 0} x \int_x^\infty |\varphi(y)|^2 dy < \infty; \quad (1.7)$$

Let $X_0^0$ be the subspace of $X_\infty$ consisting of the functions that satisfy the equivalent conditions

$$\lim_{n \to \pm \infty} 2^n \left( \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right) = 0; \quad (1.8)$$

$$\lim_{x \to 0} x \int_x^\infty |\varphi(y)|^2 dy = \lim_{x \to \infty} x \int_x^\infty |\varphi(y)|^2 dy = 0. \quad (1.9)$$

The equivalence of the different conditions is an exercise. For $1 \leq p \leq \infty$, $X_p$ is a Banach space with the norm

$$\|\varphi\|_{X_p} = \left\| x^{1/2} \left( \int_x^\infty |\varphi(y)|^2 dy \right)^{1/2} \right\|_{L^p(dx/x)};$$

for $0 < p < 1$, this is a quasi-norm and $X_p$ is a quasi-Banach space. $X_0^0$ is a closed subspace of $X_\infty$, and thus a Banach space too. Note that $X_p \subset X_q$ if $0 < p < q \leq \infty$.

**Remark.** It is well known [Pee] that $\varphi \in X_p$ if and only if the Fourier transform $\mathcal{F}\varphi$ belongs to the Besov space $B_{2,p}^{1/2}$ (here we identify $\varphi$ with the function extended to $\mathbb{R}$ by zero on $\mathbb{R}_-$).
Note that the operators $Q_\varphi$ appear in a natural way in [MV] when studying the boundedness problem for the Sturm–Liouville operator $L$ from $L^1_2(\mathbb{R}^+)$ to $L^2_2(\mathbb{R}^+)$. To be more precise, Maz’ya and Verbitsky studied in [MV] the problem of identifying potentials $q$ for which the inequality

$$\int_{\mathbb{R}^+} |u(t)|^2 q(t) dt \leq \text{const} \int_{\mathbb{R}^+} |u'(t)|^2 dt$$

holds for any $C^\infty$ compactly supported function $u$ on $(0, \infty)$. This inequality is in turn equivalent to the boundedness of the quadratic form

$$\int_{\mathbb{R}^+} u(t)\overline{v(t)} q(t) dt \leq \text{const} \|u'\|_{L^2(\mathbb{R}^+)} \|v'\|_{L^2(\mathbb{R}^+)}.$$ (1.10)

In [MV] under the assumption that the limit

$$\lim_{y \to \infty} \int_x^y q(t) dt = \int_x^\infty q(t) dt \overset{\text{def}}{=} \varphi(x)$$

exists for any $x > 0$ the problem of boundedness (compactness) of the quadratic form (1.10) was reduced to the problem of boundedness (compactness) of the operator $Q_\varphi$ on $L^2(\mathbb{R}^+)$. Note that in [MV] the authors also obtained boundedness and compactness criteria for the operators $Q_\varphi$ in terms of conditions (1.7) and (1.9).

The conditions in the above definition are conditions on the size of $\varphi$ only, and define Banach lattices of functions on $\mathbb{R}^+$. Thus, if $|\psi| \leq |\varphi|$ and $Q_\varphi$ is bounded, compact, or belongs to $S_p$, $p > 1$, then $Q_\psi$ has the same property and, for example, $\|Q_\psi\|_{S_p} \leq C_p \|Q_\varphi\|_{S_p}$. Moreover, we will see that the same conditions are necessary and sufficient for these properties for the operators $Q_\varphi^+$ and $Q_\varphi^-$ too; thus, if one of the three operators has one these properties, then all three have it. These results for $Q_\varphi^+$ are not new, see for example [ES, DEH, No, NS, St], and the results for $Q_\varphi^-$ can easily be derived. Nevertheless we give complete proofs, by another method, as a background for the case $p \leq 1$.

At $p = 1$, there is a kind of threshold, and for $S_p$, $p \leq 1$, the situation is much more complex. First, $Q_\varphi^+$ and $Q_\varphi^-$ never belong to $S_1$, except in the trivial case $\varphi = 0$ a.e., when the operators vanish (Theorem 5.9). Secondly, although $\varphi \in X_1$ is a necessary condition for $Q_\varphi \in S_1$, it is not sufficient. Indeed, for $p \leq 1$, we have not succeeded in finding both necessary and sufficient conditions for $Q_\varphi \in S_p$, and any such conditions would have to be fairly complicated. For one thing, the property $Q_\varphi \in S_p$ does not depend on the size of $\varphi$ only; although $\varphi_0(x) = \chi_{[0,1]}$, the characteristic function of the unit interval, yields an operator $Q_{\varphi_0}$ of rank 1, we show (see the example following Theorem 5.5) that there exists a function $\psi$ with $|\psi| = |\varphi_0|$ such that $Q_{\psi} \notin S_1$. In the positive direction we show (§8 and §10) that if $\varphi$ is sufficiently smooth and decays sufficiently rapidly at infinity, then
$Q_\varphi \in S_p$, $1/2 < p \leq 1$. Conversely, we give in §13 (Theorem 15.22) a necessary condition on the $L^1$ modulus of continuity for $Q_\varphi \in S_1$.

At $p = 1/2$ there is a second threshold. We prove in §8 and §9, by two different methods, that if $Q_\varphi$ is smooth (locally absolutely continuous is enough), then $Q_\varphi$ never belongs to $S_{1/2}$ except when $\varphi = 0$ a.e. More precisely, if $\varphi$ is sufficiently smooth and decays sufficiently rapidly at infinity, and does not vanish identically, then the singular numbers $s_n(Q_\varphi)$ decay asymptotically exactly like $n^{-2}$ (Theorem 13.3).

On the other hand, $Q_\varphi$ may belong to $S_{1/2}$ for non-smooth functions: It is easily seen that if $\varphi$ is a step function, then $Q_\varphi$ has finite rank, and thus $Q_\varphi \in S_p$ for every $p > 0$. Taking suitable infinite sums of step functions we find also other functions in $S_p$, $p \leq 1/2$.

The role of smoothness is thus complicated and not well understood. It seems to be a help towards $Q_\varphi \in S_p$ for $1/2 < p \leq 1$, but it is not necessary and it completely prevents $Q_\varphi \in S_p$ for $p \leq 1/2$. On the other hand, it is irrelevant for $p > 1$.

As said above, $Q_\varphi$ has finite rank when $\varphi$ is a step function. We show in Theorem 12.2 that this is the only case when $Q_\varphi$ has finite rank.

The kernel in Definition (1.1) is symmetric, and thus $Q_\varphi$ is self-adjoint if and only if $\varphi$ is real. In §4 we show that $Q_\varphi$ is a positive operator if and only if $\varphi$ is a non-negative non-increasing function. In this special case, for each $p > 1/2$, $Q_\varphi \in S_p$ if and only if $\varphi \in X_p$. In this case we also give an even simpler necessary and sufficient conditions for boundedness, compactness and $Q_\varphi \in S_p$, $p > 1/2$ (Theorem 14.3).

In particular, for positive operators we have a necessary and sufficient condition for $p = 1$ too.

When $\varphi$ is real and thus $Q_\varphi$ is self-adjoint, the singular values are the absolute values of the eigenvalues. In §9 we study the eigenvalues, which leads to a Sturm–Liouville problem that we study. We include one example (see §4), where the singular values can be calculated exactly by this method. We give also another example (Theorem 6.5) where the singular values are calculated within a constant factor by Fourier analysis.

In §13 and §14, we consider related families of operators acting on $L^2(\mathbb{R})$ and $\ell^2(\mathbb{Z})$; the latter operators include some given by weighted Hankel matrices.

We further study operations acting on bounded linear operators on $L^2(\mathbb{R}^+)$ related to the class of operators $Q_\varphi$. We study Schur multipliers given by functions of the form $\varphi(\max\{x, y\})$ in §7 and properties of the averaging projection on the operators of the form $Q_\varphi$ in §11.

We give in this paper several necessary conditions and sufficient conditions for properties such as $Q_\varphi \in S_p$. In all cases there are corresponding norm estimates, which follow by inspection of the proofs or by the closed graph theorem, although we usually do not state these estimates explicitly.
We denote by $|I|$ the length of an interval $I$. We also use $|S|$ for the cardinality of a finite set $S$; there is no danger of confusion.

We use $c$ and $C$, sometimes with subscripts or superscripts, to denote various unspecified constants, not necessarily the same on different occurrences. These constants are universal unless we indicate otherwise by subscripts.

2. Preliminaries

Definition (1.1) shows that the adjoint $Q^* = Q_\varphi$; in particular, $Q_\varphi$ is self-adjoint if and only if $\varphi$ is real. Similarly, $(Q_\varphi^+)^* = Q_\varphi^-$; which has the same norm and singular numbers as $Q_\varphi^-$. Hence, we will mainly consider $Q_\varphi^+$; all results obtained in this paper for $Q_\varphi^+$ immediately holds for $Q_\varphi^-$ too.

Schatten classes. We denote the singular numbers of a bounded operator $T$ on a Hilbert space (or from one Hilbert space into another) by $s_n(T)$, $n = 0, 1, 2, \ldots$; thus $s_n(T) = \inf \{\|T - R\| : \text{rank}(R) \leq n\}$. We will frequently use the simple facts

$$s_{m+n}(T + R) \leq s_m(T) + s_n(R), \quad m, n \geq 0, \quad (2.1)$$

and

$$s_{m+n}(TR) \leq s_m(T)s_n(R), \quad m, n \geq 0, \quad (2.2)$$

Recall that the Schatten–von Neumann classes $S_p$, $0 < p < \infty$ are defined by

$$S_p = \left\{ T : \sum_n s_n(T)^p \leq \infty \right\},$$

and the Schatten–Lorentz classes $S_{p,q}$ are defined by

$$S_{p,q} = \left\{ T : \sum_{n \geq 0} (s_n(T))^{q}(1 + n)^{q/p-1} < \infty \right\}, \quad 0 < p < \infty, \quad 0 < q < \infty,$$

$$S_{p,\infty} = \left\{ T : s_n(T) \leq \text{const}(1 + n)^{-1/p} \right\}, \quad 0 < p < \infty.$$  

See for example [GK1] and [BS].

Other intervals. We have defined our operators for the interval $\mathbb{R}_+ = (0, \infty)$. More generally, for any interval $I \subseteq \mathbb{R}$ and a function $\varphi \in L^1_{\text{loc}}(I)$, we define $Q_\varphi^I$ to be the integral operator on $L^2(I)$ with kernel $\varphi(\max(x, y))$.

It is easily seen that if $I = (-\infty, a)$ with $-\infty < a \leq \infty$, then $Q_\varphi^I$ is bounded only for $\varphi = 0$ a.e. By translation invariance, it remains only to consider the cases $I = (0, \infty)$, as above, and $I = (0, a)$ for some finite $a$. The latter case will be used sometimes below, but it can always be reduced to the case $(0, \infty)$. Indeed, if we
extend \( \varphi \) to \((0, \infty)\) letting \( \varphi = 0 \) on \((a, \infty)\), then \( Q^I_{\varphi} \) and \( Q_{\varphi} \) may be identified. (Formally, they are defined on different spaces, and \( Q^I_{\varphi} \) is the restriction of \( Q_{\varphi} \) to \( L^2(I) \), but the complementary restriction to \( L^2(a, \infty) \) vanishes. In particular, \( Q^I_{\varphi} \) and \( Q_{\varphi} \) have the same singular numbers.)

The case of a finite interval can also be reduced to \([0,1]\) by the following simple homogeneity result.

**Lemma 2.1.** If \( t > 0 \), and \( \varphi_t(x) = t \varphi(tx) \), then \( Q_{\varphi} \) and \( Q_{\varphi_t} \) are unitarily equivalent. Similarly, for a subinterval \( I \subset (0, \infty) \), \( Q^I_{\varphi} \) and \( Q^{I^{-1}t}_{\varphi} \) are unitarily equivalent.

**Proof.** The mapping \( T_t : f(x) \mapsto t^{1/2} f(tx) \) is a unitary operator in \( L^2(\mathbb{R}_+) \), and \( Q_{\varphi_t} = T_t Q_{\varphi} T_t^{-1} \).

Note that the spaces \( X_p \) have the homogeneity property exhibited in this lemma: if \( \varphi \in X_p \), then \( \varphi_t \in X_p \) with the same norm. Of course, it is natural to have this property for any necessary or sufficient condition for \( Q_{\varphi} \in S_p \).

**Distributions.** We can also define the operators \( Q_{\varphi} \), \( Q^+_{\varphi} \), and \( Q^-_{\varphi} \) in the case when \( \varphi \) is a distribution.

For an open subset \( G \) of \( \mathbb{R}^n \) we denote by \( \mathcal{D}(G) \) the space of compactly supported \( C^\infty \) functions in \( G \) and denote by \( \mathcal{D}'(G) \) the space of distributions on \( G \), i.e., continuous linear functionals on \( \mathcal{D}(G) \). We refer the reader to [Sch] for basic facts about distributions. We use the notation \( \langle \varphi, f \rangle \) for \( \varphi(f) \), where \( \varphi \in \mathcal{D}'(G) \) and \( f \in \mathcal{D}(G) \).

Suppose now that \( \Sigma \) and \( \Omega \) are open subsets of \( \mathbb{R} \). In this paper we usually consider the case when \( \Sigma = \Omega = \mathbb{R}_+ \) or \( \Sigma = \Omega = \mathbb{R} \). Let \( \Phi \in \mathcal{D}(\Sigma \times \Omega) \). We say that \( \Phi \) determines a bounded linear operator from \( L^2(\Omega) \) into \( L^2(\Sigma) \) if there exists a constant \( C \) such that \( |\langle \Phi(x,y), f(y)g(x) \rangle| \leq C \|f\|_{L^2} \|g\|_{L^2} \) for any \( f \in \mathcal{D}(\Omega) \) and \( g \in \mathcal{D}(\Sigma) \); the corresponding operator \( T \) then is given by \( \langle T f, g \rangle = \langle \Phi(x,y), f(y)g(x) \rangle \) and \( \Phi \) is called the kernel of \( T \). We say that \( \Phi \) determines an operator in \( S_p \) if this operator is an operator from \( L^2(\Omega) \) into \( L^2(\Sigma) \) of class \( S_p \). Note that for any bounded operator \( T : L^2(\Omega) \to L^2(\Sigma) \) there exists a distribution \( \Phi \in \mathcal{D}'(\Sigma \times \Omega) \) which determines the operator \( T \) (a special case of Schwartz’s kernel theorem). Indeed, it is easy to see that any function in \( \mathcal{D}(\Omega \times \Sigma) \) defines an operator from \( L^2(\Sigma) \) into \( L^2(\Omega) \) of class \( S_1 \), and we have a continuous imbedding \( j : \mathcal{D}(\Omega \times \Sigma) \to S_1(\Sigma, L^2(\Omega)) \). We may define the distribution \( \Phi_T \in \mathcal{D}(\Sigma \times \Omega) \) by the following formula \( \langle \Phi_T(x,y), f(x,y) \rangle \overset{\text{def}}{=} \text{trace}(TA) \), where \( f \in \mathcal{D}(\Sigma \times \Omega) \) and \( A \) is the integral operator with kernel function \( f(y, x) \). Clearly, \( \Phi_T \) determines the operator \( T \).

We also consider the space \( \mathcal{S}(\mathbb{R}^n) \) of infinitely smooth functions whose derivatives of arbitrary orders decay at infinity faster than any power of \( (1 + |x|)^n \) and the dual space \( \mathcal{S}'(\mathbb{R}^n) \) of tempered distributions (see [Sch] for basic facts). Recall that
the Fourier transform
\[ f \mapsto (\mathcal{F}f)(x) \overset{\text{def}}{=} \int_{\mathbb{R}^n} f(t)e^{-2\pi i(t,x)} \, dt \quad (2.3) \]
where \((t,x)\) is the scalar product of \(x\) and \(t\) in \(\mathbb{R}^n\), is an isomorphism of \(\mathcal{S}(\mathbb{R}^n)\) onto itself, and that it can be extended to \(\mathcal{S}'(\mathbb{R}^n)\) by duality.

We need the following elementary facts.

**Lemma 2.2.** Suppose that a distribution \(\Phi \in \mathcal{D}'(\mathbb{R}^2)\) determines a bounded operator on \(L^2(\mathbb{R})\). Then \(\Phi\) is a tempered distribution.

**Proof.** It is easy to see that any function \(\Phi \in \mathcal{S}(\mathbb{R}^2)\) determines an operator of class \(\mathcal{S}_1\) and that the corresponding imbedding of \(\mathcal{S}(\mathbb{R}^2)\) into \(\mathcal{S}_1\) is continuous. The result follows now by duality. \(\blacksquare\)

**Lemma 2.3.** Let \(\Phi \in \mathcal{S}'(\mathbb{R}^2)\). Consider the distribution \(\Psi\) on \(\mathbb{R}^2\) defined by \(\Psi(x,y) \overset{\text{def}}{=} (\mathcal{F}\Phi)(x,y)\). Then \(\Phi\) determines a bounded operator on \(L^2(\mathbb{R})\) if and only if \(\Psi\) does. Moreover, these two operators are unitarily equivalent.

**Proof.** It suffices to observe that
\[
\langle \Psi(x,y), f(y)g(x) \rangle = \langle \Phi(x,y), \mathcal{F}(f(y)g(x)) \rangle = \langle \Phi(x,y), (\mathcal{F}f)(y)\mathcal{F}g(-x) \rangle. \quad \blacksquare
\]

Now we are ready to define the operators \(Q_\varphi, Q^+_{\varphi}\) and \(Q^-_{\varphi}\) in the case where \(\varphi\) is distribution.

It is not hard to see that the operator \(f \mapsto \int_0^x f(x,y)dy\) is a continuous operator from \(\mathcal{D}(\mathbb{R}_+ \times \mathbb{R}_+)\) into \(\mathcal{D}(\mathbb{R}_+)\). Hence, with any \(\varphi \in \mathcal{D}'(\mathbb{R}_+)\) we can associate the distributions \(\Lambda^+_{\varphi}, \Lambda^-_{\varphi}\), and \(\Lambda_{\varphi}\) in \(\mathcal{D}'(\mathbb{R}_+ \times \mathbb{R}_+)\) defined by
\[
\langle \Lambda^+_{\varphi}, f(x,y) \rangle \overset{\text{def}}{=} \langle \varphi, \int_0^x f(x,y)dy \rangle, \quad (2.4)
\]
\[
\langle \Lambda^-_{\varphi}, f(x,y) \rangle \overset{\text{def}}{=} \langle \varphi, \int_0^x f(y,x)dy \rangle \quad (2.5)
\]
and
\[
\Lambda \overset{\text{def}}{=} \Lambda^+_{\varphi} + \Lambda^-_{\varphi}. \quad (2.6)
\]

For a distribution \(\varphi\) in \(\mathcal{D}'(\mathbb{R}_+)\), we can consider now the operators \(Q^+_{\varphi}, Q^-_{\varphi}\), and \(Q_{\varphi}\) determined by the distributions \(\Lambda^+_{\varphi}, \Lambda^-_{\varphi}\), and \(\Lambda_{\varphi}\) respectively. It is easy to see that in case \(\varphi \in L^1_{\text{loc}}(\mathbb{R}_+)\), the new definition coincides with the old one.
The following theorem shows however that if one of those operators is bounded on $L^2(\mathbb{R}_+)$, then $\varphi$ must be a locally integrable function on $\mathbb{R}_+$, and so we have not enlarged the class of bounded operators of the form $Q_\varphi$.

**Theorem 2.4.** Let $\varphi \in \mathcal{D}'(\mathbb{R}_+)$. Suppose that at least one of the distributions $\Lambda_\varphi^+$, $\Lambda_\varphi^-$, or $\Lambda_\varphi$ determines a bounded operator on $L^2(\mathbb{R}_+)$. Then $\varphi \in L^2_{\text{loc}}(\mathbb{R}_+)$.  

**Proof.** We consider the cases of the distributions $\Lambda_\varphi^+$ and $\Lambda_\varphi$. For $\Lambda_\varphi^-$ the proof is the same as for $\Lambda_\varphi^+$. Let $a \in \mathbb{R}_+$. Fix a function $f_0 \in \mathcal{D}(\mathbb{R}_+)$ such that $\text{supp } f_0 \subset [0, a]$ and $\int_{\mathbb{R}_+} f_0(x) dx = 1$. We have

$$\langle \Lambda_\varphi^+, f_0(y)g(x) \rangle = \langle \Lambda_\varphi, f_0(y)g(x) \rangle = \langle \varphi, \bar{g} \rangle$$

for any $g \in \mathcal{D}(\mathbb{R}_+)$ with $\text{supp } g \subset \{a, +\infty\}$. Therefore

$$|\langle \varphi, \bar{g} \rangle| \leq C\|f_0\|_{L^2(\mathbb{R}_+)}\|g\|_{L^2(\mathbb{R}_+)}$$

for any $g \in \mathcal{D}(a, \infty)$. Thus, $\varphi \in L^2(a, \infty)$. □

**Triangular projection.** On the class of operators on $S_p(L^2(\mathbb{R}_+))$, $p < \infty$, we define the operator of triangular projection $\mathcal{P}$ as follows. Consider first the case $p \leq 2$. Let $T$ be an operator on $L^2(\mathbb{R}_+)$ of class $S_p$, $p \leq 2$. Then $T$ is an integral operator with kernel function $k_T$:

$$(Tf)(x) = \int_0^\infty k_T(x,y)f(y)\,dy, \quad f \in L^2(\mathbb{R}_+).$$

Then by definition

$$(\mathcal{P}Tf)(x) = \int_0^x k_T(x,y)f(y)\,dy, \quad f \in L^2(\mathbb{R}_+). \quad (2.7)$$

It is well known that

$$\|\mathcal{P}T\|_{S_p} \leq c_p\|T\|_{S_p}, \quad 1 < p \leq 2,$$

where $c_p$ depends only on $p$. This allows one to extend by duality the definition of $\mathcal{P}$ and inequality (2.3) to the case $2 \leq p < \infty$. Note also that $\mathcal{P}$ has weak type $(1, 1)$, i.e.,

$$s_n(\mathcal{P}T) \leq \text{const} (1 + n)^{-1}\|T\|_{S_1}, \quad T \in S_1. \quad (2.9)$$

We will need these results on the triangular projection $\mathcal{P}$ in a more general situation. Let $\mu$ and $\nu$ be regular Borel measures on $\mathbb{R}_+$ and let $K$ be a Borel function on $\mathbb{R}_+ \times \mathbb{R}_+$. As above we can associate with any operator $T$ from $L^2(\mu)$ to $L^2(\nu)$ of class $S_2$ the operator $\mathcal{P}T$ by multiplying the kernel function of $T$ by the characteristic function of the set $\{ (x,y) \in \mathbb{R}_+^2 : 0 \leq y < x \}$.

**Theorem 2.5.** $\mathcal{P}$ is a bounded linear projection on $S_p(L^2(\mu), L^2(\nu))$ for $1 < p < \infty$ and $\mathcal{P}$ has weak type $(1, 1)$, i.e., $\mathcal{P}$ is a bounded linear operator from $S_1(L^2(\mu), L^2(\nu))$ to $S_{1,\infty}(L^2(\mu), L^2(\nu))$.  

Theorem 2.5 is well known at least when $\mu = \nu$. Let us explain how to reduce the proof of Theorem 2.5 to the case of the triangular projection onto the upper triangular matrices.

Let $\{K_j\}_{j \geq 0}$ and $\{\mathcal{H}_k\}_{k \geq 0}$ be Hilbert spaces. Put $\mathcal{K} = \bigoplus_{j \geq 0} K_j$ and $\mathcal{H} = \bigoplus_{k \geq 0} \mathcal{H}_k$.

We identify operators $A \in \mathcal{B}(\mathcal{H}, \mathcal{K})$ with its block matrix representation $\{A_{jk}\}_{j,k \geq 0}$, where $A_{jk} \in \mathcal{B}(\mathcal{H}_k, \mathcal{K}_j)$. We define the triangular projection $\mathcal{P}$ by $(\mathcal{P}A)_{jk} = A_{jk}$ for $j > k$ and $(\mathcal{P}A)_{jk} = 0$ for $j \leq k$.

**Lemma 2.6.** Let $1 < p < \infty$. Then $\mathcal{P}$ is bounded on $\mathcal{S}_p(\mathcal{H}, \mathcal{K})$ and has weak type $(1,1)$. Moreover, the norms of $\mathcal{P}$ can be bounded independently of $\mathcal{H}$ and $\mathcal{K}$.

In the case $\dim K_j = \dim \mathcal{H}_k = 1$, this is the Krein–Matsaev theorem (it is equivalent to Theorems III.2.4 and III.6.2 of [GK2], see also Theorem IV.8.2 of [GK3]). In general the result can be reduced easily to this special case. Indeed, it is easy to reduce the general case to the case when $\dim \mathcal{H}_j = \dim K_j < \infty$. Then it is easy to see that if $A \in \mathcal{S}_p$, $1 \leq p < \infty$, then the diagonal part of $A$ also belongs to $\mathcal{S}_p$, and so we may assume without loss of generality that $A_{jj} = 0$, $j \in \mathbb{Z}_+$. We can take an orthonormal basis in each $\mathcal{H}_j$ and consider the orthonormal basis of $\mathcal{H}$ that consists of those basis vectors of $\mathcal{H}_j$, $j \in \mathbb{Z}_+$. Then we can consider the matrix representation of $A$ with respect to this orthogonal basis. We have now two triangular projections: with respect to the orthogonal basis and the projection $\mathcal{P}$, the triangular with respect to the the decomposition $\mathcal{H} = \bigoplus_{k \geq 0} \mathcal{H}_k$. It is not hard to check that since the diagonal part of $A$ is zero, both triangular projections applied to $A$ give the same result. This reduces the general case to the Krein–Matsaev theorem mentioned above.

Now it is easy to deduce Theorem 2.5 from Lemma 2.6.

**Proof of Theorem 2.5.** Let $T$ be an integral operator with kernel function $k$. For $\varepsilon > 0$ we put $k_\varepsilon(x, y) = k(x, y)\chi_{\{x(y) \in \mathbb{R}^2 : |x-y| > \varepsilon\}}$, where $[a]$ denote the largest integer that is less than or equal to $a$. Suppose that $p > 1$. It is sufficient to consider the case $1 < p \leq 2$ and then use duality. Let $T_\varepsilon$ be the integral operator with kernel function $k_\varepsilon$. It follows easily from Lemma 2.6 that

$$
\|T_\varepsilon\mathcal{S}_p(L^2(\mu), L^2(\nu)) \leq c_p \|T\mathcal{S}_p(L^2(\mu), L^2(\nu))
$$

for any $\varepsilon > 0$. Clearly, $T_\varepsilon \to T$ in the weak operator topology as $\varepsilon \to 0$. It follows that $\|PT\mathcal{S}_p(L^2(\mu), L^2(\nu)) \leq c_p \|T\mathcal{S}_p(L^2(\mu), L^2(\nu))$. The case $p = 1$ may be considered in the same way.

We have $Q^+_\varphi = \mathcal{P}Q^\varphi$, which together with the equivalence

$$
Q^+_\varphi \in \mathcal{S}_p \iff Q^-\varphi \in \mathcal{S}_p
$$

yields

$$
Q^+_\varphi \in \mathcal{S}_p \iff Q^-\varphi \in \mathcal{S}_p
$$
for $1 < p < \infty$. We will give a direct proof of this in Theorem 3.3.

We introduce a more general operation. Let $A$ be a measurable subset of $\mathbb{R}_+ \times \mathbb{R}_+$. For an operator $T$ on $L^2(\mathbb{R}_+)$ of class $S_2$ with kernel function $k_T$ we consider the integral operator $\mathcal{P}_A T$ whose kernel function is $\chi_A k_T$, where $\chi_A$ is the characteristic function of $A$. In other words,

$$(\mathcal{P}_A T f)(x) = \int_0^\infty \chi_A(x, y) k_T(x, y) f(y) dy.$$ 

If $0 < p \leq 2$ and $\mathcal{P}_A$ maps $S_p$ into itself, it follows from the closed graph theorem that the linear transformation $\mathcal{P}_A$ is a bounded linear operator on $S_p$. If $1 < p \leq 2$ and $\mathcal{P}_A$ is a bounded linear operator on $S_p$, then by duality we can define in a natural way the bounded linear operator $\mathcal{P}_A$ on $S_p$. If $\mathcal{P}_A$ is bounded on $S_1$, we can define by duality $\mathcal{P}_A$ on the space $\mathcal{B}(L^2(\mathbb{R}_+))$ of bounded linear operators on $L^2(\mathbb{R}_+)$. Note that the projection $\mathcal{P}$ defined by (2.7) is equal to $\mathcal{P}_A$ with $A = \{(x, y) : x \in \mathbb{R}_+, y \leq x\}$.

3. Boundedness, compactness, and $p > 1$

Recall the spaces $X_p$ defined in the Introduction.

**Theorem 3.1.** Let $\varphi \in L^2_{\text{loc}}(\mathbb{R}_+)$. The following are equivalent:

(i) $Q_\varphi$ is bounded on $L^2(\mathbb{R}_+)$;

(ii) $Q_\varphi^+$ is bounded on $L^2(\mathbb{R}_+)$;

(iii) $\varphi \in X_\infty$.

Recall that the equivalence of (i) and (iii) was also established in [MV] by a different method.

**Proof.** Let us show that (ii) implies (i). If $Q_\varphi^+$ is bounded, then the integral operator $Q_\varphi^- \overset{\text{def}}{=} Q_\varphi - Q_\varphi^+$ is also bounded, since its kernel function is the reflection of the kernel function of $Q_\varphi^+$ with respect to the line $\{x = y\}$. Hence, $Q_\varphi$ is bounded.

Let us deduce now (iii) from (i). For $n \in \mathbb{Z}$ put

$$A_n = [2^n, 2^{n+1}] \times [2^{n-1}, 2^n].$$

Certainly, if $Q_\varphi$ is bounded, then

$$\sup_{n \in \mathbb{Z}} \|\mathcal{P}_{A_n} Q_\varphi\| < \infty.$$
It is easy to see that $\mathcal{P}_{A_n} Q_\varphi$ is a rank one operator and
\[
\|\mathcal{P}_{A_n} Q_\varphi\| = \left(2^{n-1} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2}
\]
which implies (1.6).

It remains to prove that (1.6) implies (ii). Put
\[
B = \bigcup_{n \in \mathbb{Z}} B_n,
\]
where
\[
B_n = \{(x, y) : 2^n \leq x \leq 2^{n+1}, \ 2^n < y < x\}.
\]
We also define the sets
\[
A_n^{(k)} = [2^n, 2^{n+1}] \times [2^{n-k}, 2^{n-k+1}]
\]
and
\[
A^{(k)} = \bigcup_{n \in \mathbb{Z}} A_n^{(k)}.
\]
Clearly,
\[
\{(x, y) : x > 0, \ 0 < y < x\} = B \cup \bigcup_{k \geq 1} A^{(k)},
\]
and so
\[
\|Q_\varphi^+\| \leq \|\mathcal{P}_B Q_\varphi\| + \sum_{k \geq 1} \|\mathcal{P}_{A_n^{(k)}} Q_\varphi\|.
\]

Since the projections of the $B_n$ onto the coordinate axes are pairwise disjoint, it is straightforward to see that
\[
\|\mathcal{P}_B Q_\varphi^+\| = \sup_{n \in \mathbb{Z}} \|\mathcal{P}_{B_n} Q_\varphi^+\|.
\]
Let $R_n$ be the integral operator with kernel function
\[
k_{R_n}(x, y) = \varphi(x) \chi_{[2^{n+1}, 2^n]}(x) \chi_{[2^n, 2^{n+1}]}(y).
\]
Obviously, rank $R_n = 1$ and $\|R_n\|_{S_2} = \|R_n\| = \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2}$. It is also evident that $\mathcal{P} R_n = \mathcal{P}_{B_n} Q_\varphi^+$, and since $\mathcal{P}$ an orthogonal projection on $S_2$, we have
\[
\|\mathcal{P}_{B_n} Q_\varphi^+\| = \|\mathcal{P} R_n\| = \|\mathcal{P} R_n\|_{S_2} \leq \|R_n\|_{S_2} \leq \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2} \leq \text{const}_\varphi.
\]

Next, it is also easy to see that
\[
\|\mathcal{P}_{A_n^{(k)}} Q_\varphi\| = \sup_{n \in \mathbb{Z}} \|\mathcal{P}_{A_n^{(k)}} Q_\varphi\|.
\]
Also, $\mathcal{P}_{A_n^{(k)}}Q_\varphi$ has rank one and norm $\left(2^{n-k} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 \, dx\right)^{1/2}$, and so

$$\sum_{k \geq 1} \|\mathcal{P}_{A_n^{(k)}}Q_\varphi\| = \sum_{k \geq 1} \sup_{n \in \mathbb{Z}} \left(2^{n-k} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 \, dx\right)^{1/2}$$

$$= \sum_{k \geq 1} 2^{-k/2} \sup_{n \in \mathbb{Z}} \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 \, dx\right)^{1/2}$$

$$= \text{const} \sup_{n \in \mathbb{Z}} \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 \, dx\right)^{1/2}.$$ 

The result follows now from (3.3). $\blacksquare$

**Theorem 3.2.** Let $\varphi \in L^1_{\text{loc}}(\mathbb{R}_+)$. The following are equivalent:

(i) $Q_\varphi$ is compact on $L^2(\mathbb{R}_+)$;

(ii) $Q_\varphi^+$ is compact on $L^2(\mathbb{R}_+)$;

(iii) $\varphi \in X^0_\infty$.

Recall that the equivalence of (i) and (iii) was also established in [MV] by a different method.

**Proof.** It is easy to see that the estimates given in the proof of Theorem 3.1 actually lead to the proof of Theorem 3.2. For the step (i) $\implies$ (iii) we observe that if $Q_\varphi$ is compact, then $\lim_{n \to \infty} \|A_n Q_\varphi\| = 0$. $\blacksquare$

**Theorem 3.3.** Let $1 < p < \infty$ and let $\varphi \in L^1_{\text{loc}}(\mathbb{R}_+)$. Then the following conditions are equivalent:

(i) $Q_\varphi \in S_p$;

(ii) $Q_\varphi^+ \in S_p$;

(iii) $\varphi \in X_p$.

Note that the fact that (ii)$\iff$(iii) was proved in [No] by a different method, see also [NS] and [St] for the case of more general Volterra operators.

**Proof.** The fact that (ii)$\implies$(i) can be proved exactly as in the proof of Theorem 3.1. Let us show that (i) implies (iii). Consider the sets $A_n = A_n^{(1)}$ introduced in the proof of Theorem 3.1 (see (3.3)). Recall that $A^{(1)} = \bigcup_{n \in \mathbb{Z}} A_n^{(1)}$. It is easy to see that

$$\|\mathcal{P}_{A^{(1)}} Q_\varphi\|_{S_p} \leq \|Q_\varphi\|_{S_p}.$$ 

Clearly,

$$\|\mathcal{P}_{A^{(1)}} Q_\varphi\|_{S_p}^p = \sum_{n \in \mathbb{Z}} \|\mathcal{P}_{A_n} Q_\varphi\|_{S_p}^p,$$
the operator $\mathcal{P}_A Q_\varphi$ has rank one and

$$\|\mathcal{P}_A Q_\varphi\|_{S_p} = \left(2^{n-1} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2}.$$ 

This implies (1.3).

Let us show that (1.3) implies (ii). Consider the sets, $B_n$, $B$, $A_n^{(k)}$, $A^{(k)}$ defined in (3.2), (3.1), (3.3), and (3.4). Clearly,

$$\|Q_\varphi^+\|_{S_p} \leq \|P B Q_\varphi^+\|_{S_p} + \sum_{k \geq 1} \|P A_n^{(k)} Q_\varphi^+\|_{S_p}.$$ 

Let us first estimate $\|P B Q_\varphi^+\|_{S_p}$. Clearly,

$$\|P B Q_\varphi^+\|_{S_p}^p = \sum_{n \in \mathbb{Z}} \|P B_n Q_\varphi^+\|_{S_p}^p.$$ 

Consider the rank one operators $R_n$ defined in (3.6). As in the proof of Theorem 3.1 we have $\mathcal{P} R_n = \mathcal{P} B_n Q_\varphi^+$ and since $\mathcal{P}$ is bounded on $S_p$, we obtain

$$\|P B_n Q_\varphi^+\|_{S_p} = \|\mathcal{P} R_n\|_{S_p} \leq \text{const}_p \|R_n\|_{S_p} = \text{const}_p \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2},$$

and so

$$\|P B Q_\varphi^+\|_{S_p}^p \leq \text{const}_p \sum_{n \in \mathbb{Z}} \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{p/2}.$$ 

It is also easy to see that

$$\|P A_n^{(k)} Q_\varphi^+\|_{S_p}^p = \sum_{n \in \mathbb{Z}} \|P A_n^{(k)} Q_\varphi^+\|_{S_p}^p$$ 

and, since $P A_n^{(k)} Q_\varphi$ has rank 1,

$$\|P A_n^{(k)} Q_\varphi^+\|_{S_p} = \|P A_n^{(k)} Q_\varphi\|_{S_p} = \left(2^{n-k} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2},$$

and so

$$\|P A_n^{(k)} Q_\varphi^+\|_{S_p} = \left(\sum_{n \in \mathbb{Z}} \left(2^{n-k} \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{p/2} \right)^{1/p}$$

$$= 2^{-k/2} \left(\sum_{n \in \mathbb{Z}} \left(2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{p/2} \right)^{1/p} \quad (3.7)$$
and
\[
\sum_{k \geq 1} \|P_{A(k)}Q^+_k\|_{s_p} \leq \text{const} \left( \sum_{n \in \mathbb{Z}} \left( 2^n \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 \, dx \right)^{p/2} \right)^{1/p}
\]
which completes the proof. \(\blacksquare\)

**Remark.** The same proof shows that for \(p = 1\), \([i] \Rightarrow [i] \Rightarrow [iii]\) but the final part of it fails because the triangular projection is not bounded on \(S_1\). We will see later that, indeed, none of the implications can be reversed for \(p = 1\).

In the Hilbert–Schmidt case \(p = 2\), the result simplifies further. Indeed, we have the equalities
\[
\|Q_\varphi\|_{s_2} = \left( \int_0^\infty \int_0^\infty |\varphi(\max(x,y))|^2 \, dx \, dy \right)^{1/2} = \left( 2 \int_0^\infty |\varphi(x)|^2 \, dx \right)^{1/2}
\]
and
\[
\|Q_\varphi^+\|_{s_2} = 2^{-1/2} \|Q_\varphi\|_{s_2} = \|x^{1/2} \varphi(x)\|_2 = \|\varphi\|_{s_2}.
\]

4. **Positive operators**

We consider the special case when \(Q_\varphi\) is a positive operator, i.e. \(\langle Q_\varphi f, f \rangle \geq 0\) for every \(f \in L^2(\mathbb{R}_+)\). In this case we obtain rather complete results. We first characterize the corresponding symbols \(\varphi\).

**Theorem 4.1.** Suppose that \(\varphi \in L^1_{\text{loc}}(\mathbb{R}_+)\) is such that \(Q_\varphi\) is a bounded operator. Then \(Q_\varphi\) is a positive operator if and only if \(\varphi\) is a.e. equal to a non-increasing, non-negative function.

**Proof.** Suppose that \(Q_\varphi\) is positive. Define, for \(z, h > 0\), \(f_{z,h} = h^{-1} \chi_{(z,z+h)}\) and let \(\text{Leb}(\varphi)\) be the set of Lebesgue points of \(\varphi\). Then, if \(z \in \text{Leb}(\varphi)\),
\[
|\langle Q_\varphi f_{z,h}, f_{z,h} \rangle - \varphi(z)| = h^{-2} \left| \int_{z}^{z+h} \int_{z}^{z+h} (\varphi(\max(x,y)) - \varphi(z)) \, dx \, dy \right|
\leq h^{-2} \int_{z}^{z+h} \int_{z}^{z+h} (|\varphi(x) - \varphi(z)| + |\varphi(y) - \varphi(z)|) \, dx \, dy
= 2h^{-1} \int_{z}^{z+h} |\varphi(x) - \varphi(z)| \, dx \to 0
\]
as \(h \to 0\). Since \(\langle Q_\varphi f_{z,h}, f_{z,h} \rangle \geq 0\) for all \(h > 0\), this implies \(\varphi(z) \geq 0\).
Moreover, if \( z_1, z_2 \in \text{Leb}(\varphi) \) are two Lebesgue points with \( z_1 < z_2 \) and \( 0 < h < z_2 - z_1 \), then, similarly,

\[
\langle Q\varphi f_{z_1,h}, f_{z_2,h} \rangle = \langle Q\varphi f_{z_2,h}, f_{z_1,h} \rangle = h^{-1} \int_{z_2}^{z_2+h} \varphi(y) \, dy \to \varphi(z_2)
\]
as \( h \to 0 \), and thus, with \( g_h = f_{z_1,h} - f_{z_2,h} \),

\[
\langle Q\varphi g_h, g_h \rangle = \varphi(z_1) + \varphi(z_2) - 2\varphi(z_2) = \varphi(z_1) - \varphi(z_2).
\]

Hence \( \varphi(z_1) \geq \varphi(z_2) \).

It follows that the function \( \bar{\varphi}(x) = \sup \{ \varphi(z) : z \geq x, \, z \in \text{Leb}(\varphi) \} \) is non-negative and non-increasing, and that \( \varphi = \bar{\varphi} \) a.e.

Conversely, if \( \varphi \) is non-negative and non-increasing, then \( \lim_{x \to \infty} \varphi(x) = 0 \), since a positive lower bound is impossible by Theorem 3.1. Thus there exists a measure \( \mu \) on \((0, \infty)\) such that \( \varphi(x) = \mu(x, \infty) \) a.e. If, say, \( f \) is bounded with compact support in \((0, \infty)\), then by Fubini’s theorem

\[
\langle Q\varphi f, f \rangle = \iint \varphi(\max\{x, y\}) f(x) \bar{f}(y) \, dx \, dy = \iint f(x) \bar{f}(y) \, dx \, dy \, d\mu(z)
\]

\[
= \int_0^\infty \int_0^z f(x) \, dx \, d\mu \geq 0.
\]

Hence \( Q\varphi \) is a positive operator. \( \blacksquare \)

We have used the fact that \( Q\varphi \) is a sum of the Volterra operators \( Q_1^+ \) and \( Q_2^- \). Operators of the type \( Q\varphi \) also appear as the composition of Volterra operators.

**Theorem 4.2.** Suppose that \( \psi_1 \) and \( \psi_2 \) are functions on \( \mathbb{R}_+ \) such that \( Q_{\psi_1} \) and \( Q_{\psi_2} \) are bounded linear operators. Let \( \varphi \) be the function defined by

\[
\varphi(x) = \int_x^\infty \psi_1(t) \psi_2(t) \, dt. \tag{4.1}
\]

Then the operator \( Q\varphi \) is bounded and admits a factorization

\[
Q\varphi = Q_{\psi_1}^{-1} Q_{\psi_2}^+.
\]

**Proof.** Let \( k_1 \) be the kernel function of \( Q_{\psi_1}^{-1} \) and \( k_2 \) the kernel function of \( Q_{\psi_2}^+ \). We have

\[
k_1(x, t) = \begin{cases} \psi_1(t), & t \geq x \\ 0, & t < x \end{cases}
\]

and

\[
k_2(t, y) = \begin{cases} 0, & t < y \\ \psi_2(t), & t \geq y \end{cases}
\]
Then the kernel function $k$ of the product $Q_{\psi_1}^- Q_{\psi_2}^+$ is given by

$$k(x, y) = \int_{\mathbb{R}_+} k_1(x, t) k_2(t, y) dt = \int_{\max\{x, y\}}^\infty \psi_1(t) \psi_2(t) dt = \varphi(\max\{x, y\})$$

by the hypotheses; the integrals converge by Theorem 3.1 and the Cauchy–Schwarz inequality.

The function $\varphi$ in (4.1) is always locally absolutely continuous. In order to treat more general non-increasing $\varphi$, we define, for a positive measure $\mu$ on $(0, \infty)$, the operator $Q_{\mu}^+ : L^2(0, \infty) \to L^2(\mu)$ by $Q_{\mu}^+ f(x) = \int_0^x f(y) dy$. (Thus, the operator itself does not depend on $\mu$; only its range space does.) We have the following analogues of Theorems 3.1 and 3.3. (We leave the corresponding criterion for compactness to the reader.)

**Theorem 4.3.** Let $\mu$ be a measure on $\mathbb{R}_+$. The following are equivalent:

(i) $Q_{\mu}^+$ is bounded operator from $L^2(\mathbb{R}_+)$ to $L^2(\mu)$;

(ii) $\sup_{n \in \mathbb{Z}} 2^n \mu[2^n, 2^{n+1}) < \infty$;

(iii) $\sup_{x > 0} x \mu[x, \infty) < \infty$.

**Theorem 4.4.** Let $1 < p < \infty$ and let $\mu$ be a measure on $\mathbb{R}_+$. The following conditions are equivalent:

(i) $Q_{\mu}^+ \in S_p$;

(ii) $\sum_{n \in \mathbb{Z}} 2^{np/2} (\mu[2^n, 2^{n+1}))^{p/2} < \infty$;

(iii) $\sum_{n \in \mathbb{Z}} 2^{np/2} (\mu[2^n, \infty))^{p/2} < \infty$;

(iv) $x^{1/2} (\mu(x, \infty))^{1/2} \in L^p(dx/x)$.

The proofs of Theorems 4.3 and 4.4 are almost the same as the proofs of Theorems 3.1 and 3.3. The main difference is that we have to apply the theorem on the boundedness of the triangular projection on $S_p, 1 < p < \infty$, in the case of weighted $L^2$ spaces (see Theorem 2.3). Furthermore, the factorization in Theorem 4.2 extends.

**Theorem 4.5.** Suppose that $\mu$ is a measure on $\mathbb{R}_+$ such that $Q_{\mu}^+$ is a bounded linear operator. Let $\varphi$ be the function defined by $\varphi(x) = \mu(x, \infty)$. Then the operator $Q_{\varphi}$ is bounded and $Q_{\varphi} = (Q_{\mu}^+)^* Q_{\mu}^+$.

**Proof.** By Theorem 4.3, $0 \leq \varphi(x) \leq C_{\varphi}/x$, and thus $Q_{\varphi}$ is bounded by Theorem 3.1.
If, say, $f, g \in L^2(\mathbb{R}^+)$ are non-negative, then by Fubini’s theorem

$$
\langle (Q_{\mu}^+)\ast Q_{\mu}^+ f, g \rangle = \langle Q_{\mu}^+ f, Q_{\mu}^+ g \rangle = \int_{0}^{\infty} \int_{0}^{\infty} f(x) dx \int_{0}^{z} g(y) dy d\mu(z)
= \iiint f(x) g(y) dx dy d\mu(z) = \langle Q_{\varphi} f, g \rangle.
$$

For positive operators $Q_{\varphi}$, we have a simple result. (For (i), cf. the discussion of the Hille condition in [MV].)

**Theorem 4.6.** Suppose that $\varphi$ is a non-negative, non-increasing function on $\mathbb{R}^+$.

(i) $Q_{\varphi}$ is bounded if and only if $x\varphi(x)$ is bounded.

(ii) $Q_{\varphi}$ is compact if and only if $x\varphi(x) \to 0$ as $x \to 0$ and as $x \to \infty$.

(iii) If $1/2 < p < \infty$, then the following are equivalent:

(a) $Q_{\varphi} \in S_p$;

(b) $\varphi \in X_p$;

(c) $x\varphi(x) \in L^p(dx/x)$.

**Proof.** The equivalence of $\varphi \in X_p$ and $x\varphi(x) \in L^p(dx/x)$ for non-increasing, non-negative $\varphi$ is elementary, using $\varphi(2^n)^2 \geq 2^{-n} \int_{2^n}^{2^{n+1}} \varphi^2 \geq \varphi(2^n+1)^2$. Hence, (i) follows from Theorem 3.1 and (iii) for $p > 1$ from Theorem 3.3; furthermore, (ii) follows similarly from Theorem 3.2.

For (iii) for a general $p > 1/2$, we first note that any of the three conditions (a), (b) and (c) implies that $x\varphi(x)$ is bounded. (This follows by (i) for (a), and by elementary estimates for (b) and (c).) We can assume without loss of generality that $\varphi$ is right-continuous on $(0, \infty)$. If we let $\mu$ be the measure on $\mathbb{R}^+$ with $\mu(x, \infty) = \varphi(x)$, then by Theorems 1.3 and 1.5, $Q_{\mu}^+$ is bounded and $Q_{\varphi} = (Q_{\mu}^+)\ast Q_{\mu}^+$. Hence, $Q_{\varphi} \in S_p \iff Q_{\mu}^+ \in S_{2p}$, and the result follows by Theorem 4.1.

We will see in the example given at the beginning of §9 that Theorem 4.6 (iii) does not extend to $p \leq 1/2$.

5. **A sufficient condition, $1/2 < p \leq 1$**

By linearity, we immediately obtain from Theorem 4.6 a sufficient, but not necessary, condition for general symbols $\varphi$.

**Definition.** $Y_p$ is the subspace of $X_p$ spanned by non-increasing functions. I.e., $\varphi \in Y_p$ if and only if $\text{Re} \varphi$ and $\text{Im} \varphi$ both are differences of non-increasing functions in $X_p$. 
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Theorem 5.1. Let $p > 1/2$. If $\varphi \in Y_p$, then $Q_\varphi \in S_p$. ■

The condition $\varphi \in Y_p$ can be made more explicit and useful as follows. We denote by $\|\varphi\|_{BV(I)}$ the total variation of a function $\varphi$ over an interval $I$, and let $\|\varphi\|_{BV(I)} \overset{\text{def}}{=} \|\varphi\|_{BV(I)} + \sup_I |\varphi|$. Moreover, we let $V_\varphi(x)$ denote the total variation of a function $\varphi$ over the interval $[x, \infty)$. Note that if $\varphi$ is locally absolutely continuous, then $V_\varphi(x) = \int_x^\infty |\varphi'(y)| \, dy$.

Lemma 5.2. Let $0 < p < \infty$. If $\varphi$ is non-increasing, then 

$$\varphi \in Y_p \iff \varphi \in X_p \iff \int_0^\infty |x\varphi(x)|^p \frac{dx}{x} < \infty.$$ 

Proof. For non-increasing $\varphi$, the first equivalence follows from the definition of $Y_p$, while the second equivalence was noted in the proof of Theorem 4.6. ■

Theorem 5.3. Let $\varphi$ be a function on $\mathbb{R}_+$ and let $0 < p < \infty$. The following are equivalent:

(i) $\varphi \in Y_p$;
(ii) $V_\varphi \in X_p$ and $\lim_{x \to \infty} \varphi(x) = 0$;
(iii) $xV_\varphi(x) \in L^p(dx/x)$ and $\lim_{x \to \infty} \varphi(x) = 0$;
(iv) $\varphi$ has locally bounded variation, $\lim_{x \to \infty} \varphi(x) = 0$ and 
$$\sum_{n \in \mathbb{Z}} 2^{np} \left( \int_{2^n}^{2^{n+1}} |d\varphi(x)| \right)^p < \infty;$$
(v) $\varphi$ has locally bounded variation, $\lim_{x \to \infty} \varphi(x) = 0$ and 
$$\sum_{n \in \mathbb{Z}} 2^{np} \left( \int_{2^n}^{2^{n+1}} |d\varphi(x)| \right)^p < \infty.$$
(vi) $\sum_{n \in \mathbb{Z}} 2^{np} \|\varphi\|_{BV[2^n, 2^{n+1}]} < \infty$.
(vii) $\sum_{n \in \mathbb{Z}} \|x\varphi(x)\|_{BV[2^n, 2^{n+1}]} < \infty$.

Proof. To show that (i) implies (ii), it suffices to consider a non-increasing $\varphi \in X_p$; it is easily seen that then $\lim_{x \to \infty} \varphi(x) = 0$ and $V_\varphi = \varphi$, whence (ii) follows.

Conversely, suppose that (ii) holds. By considering real and imaginary parts, we may assume that $\varphi$ is real. Then $\varphi = V_\varphi - (V_\varphi - \varphi)$, where $V_\varphi$ and $V_\varphi - \varphi$ are non-increasing functions in $X_p$; note that $0 \leq V_\varphi - \varphi \leq 2V_\varphi$. Consequently (i) holds.

Since $V_\varphi$ is non-increasing, (ii)$\iff$(iii) follows by Lemma 5.2.

Next, (iii)$\iff$(iv) follows easily because $V_\varphi(x) = \int_x^\infty |d\varphi(y)|$, and (iv)$\iff$(v) is easily verified.

If (iv) holds, then $\|\varphi\|_{BV[2^n, 2^{n+1}]} = \int_{2^n}^{2^{n+1}} |d\varphi(x)| + \sup_{[2^n, 2^{n+1}]} |\varphi| \leq 2\int_{2^n}^{2^{n+1}} |d\varphi(x)|$ and (vi) follows. Conversely, (vi) immediately implies (v).
Finally, for any functions \( \varphi \) and \( \psi \) on an interval \( I \), \( \| \psi \varphi \|_{BV(I)} \leq \| \psi \|_{BV(I)} \| \varphi \|_{BV(I)} \), and the equivalence (vi) \( \Leftrightarrow \) (vii) follows by taking \( \psi(x) = x \) and \( \psi(x) = 1/x \).

We can define a norm in \( Y_p \) (a quasi-norm for \( p < 1 \)) by
\[
\| \varphi \|_{Y_p} \overset{\text{def}}{=} \left( \sum_{n \in \mathbb{Z}} 2^{np} \left( \int_{2^n}^{2^{n+1}} |d\varphi(x)| \right)^p \right)^{1/p};
\]

(5.1)
an alternative is
\[
\left( \int_0^\infty |xV_\varphi(x)|^p \frac{dx}{x} \right)^{1/p},
\]

which yields an equivalent (quasi-)norm.

We obtain as corollaries to Theorems 5.1 and 5.3 the following simple sufficient conditions for \( Q_\varphi \in S_p \).

**Corollary 5.4.** If \( \varphi \) is absolutely continuous on \( (0, \infty) \), \( \lim_{x \to \infty} \varphi(x) = 0 \) and \( \sup_{x > 0} x^\gamma |\varphi'(x)| < \infty \) for some \( \gamma > 2 \), then \( \varphi \in Y_p \) for every \( p > 0 \) and thus \( Q_\varphi \in S_p \) for every \( p > 1/2 \).

**Proof.** \( V_\varphi(x) \) is bounded and \( |V_\varphi(x)| \leq \text{const} \cdot x^{1-\gamma} \), and thus \( xV_\varphi(x) \in L^p(dx/x) \) for every \( p > 0 \).

**Corollary 5.5.** If \( \varphi \) has bounded variation and support in a finite interval, then \( \varphi \in Y_p \) for every \( p > 0 \) and thus \( Q_\varphi \in S_p \) for every \( p > 1/2 \).

6. \( p = 1 \), first results

Let us now consider the case \( p = 1 \). We know already that \( \varphi \in X_1 \) is a necessary and \( \varphi \in Y_1 \) a sufficient condition for \( Q_\varphi \in S_1 \). We will later see that neither condition is both necessary and sufficient (see the example following Theorem 6.5). We restate these results as follows.

**Theorem 6.1.** If \( \varphi \) has locally bounded variation, \( \int_0^\infty x|d\varphi(x)| < \infty \) and \( \lim_{x \to \infty} \varphi(x) = 0 \), then \( Q_\varphi \in S_1 \).

**Proof.** It follows from Theorem 5.3 and the calculation
\[
\int_0^\infty V_\varphi(x) \, dx = \int_0^\infty \int_x^\infty |d\varphi(y)| \, dx = \int_0^\infty y|d\varphi(y)|
\]

that the assumption is equivalent to \( \varphi \in Y_1 \), so the result follows from Theorem 5.1.

**Theorem 6.2.** If \( Q_\varphi \in S_1 \), then \( \varphi \in X_1 \). Furthermore, \( \varphi \in L^1(0, \infty) \) and
\[
\text{trace} \, Q_\varphi = \int_0^\infty \varphi(x) \, dx.
\]
Proof. By the Remark at the end of \S \text{3}, $Q_\varphi \in S_1 \Rightarrow \varphi \in X_1$. Next, $X_1 \subset L^1(0, \infty)$, since by the Cauchy–Schwarz inequality and (1.3)
\[ \int_0^\infty |\varphi| \leq \sum_{n \in \mathbb{Z}} 2^{n/2} \left( \int_{2^n}^{2^{n+1}} |\varphi(x)|^2 dx \right)^{1/2} < \infty. \]
Finally, the trace formula follows from Theorem 6.3 below, since with $k(x, y) = \varphi(\max\{x, y\})$ for $x, y > 0$,
\[ \int_{-\infty}^\infty k(x, x + a) \, dx = \int_{|a|}^\infty \varphi(x) \, dx. \]

Remark. This theorem gives a formula for the trace of $Q_\varphi$ if that operator has a trace; i.e., if it is in the trace class, $S_1$. The theorem also shows that if $Q_\varphi$ is in the trace class then we must have $\varphi \in X_1$. We will see later in this section that $\varphi \in X_1$ is not enough to insure that $Q_\varphi$ is in the trace class. However, we will see later, Corollary 10.2, that $\varphi \in X_1$ is sufficient to insure that $Q_\varphi$ and related operators do have a Dixmier trace.

In the previous theorem we used following fact from [A], improving an earlier result in [B]:

**Theorem 6.3.** If $T$ is an integral operator on $L^2(\mathbb{R})$ of class $S_1$ with kernel function $k$, then the function
\[ x \mapsto k(x, x + a), \quad x \in \mathbb{R}, \]
is in $L^1(\mathbb{R})$ for almost all $a \in \mathbb{R}$ and the function
\[ a \mapsto \int_{\mathbb{R}} k(x, x + a) \, dx, \quad a \in \mathbb{R}, \]
is almost everywhere equal to the Fourier transform of a function in $h \in L^1(\mathbb{R})$, in particular, it coincides a.e. with a continuous function on $\mathbb{R}$. Moreover,
\[ \text{trace } T = (\mathcal{F}h)(0). \]

**Proof.** It is sufficient to prove the result when $k(x, y) = f(x)g(y)$ with $f$ and $g$ in $L^2(\mathbb{R})$, in which case it can be verified straightforwardly, with $h(\xi) = \hat{f}(\xi)\hat{g}(-\xi)$.

We can reduce the estimation of $\|Q_\varphi\|_{S_1}$ to the estimation of $\|Q_\varphi^I\|_{S_1}$ for dyadic intervals $I$.

**Theorem 6.4.** Let $\varphi \in L^1_{loc}(\mathbb{R}_+)$ and let $I_n = [2^n, 2^{n+1}]$. Then $Q_\varphi \in S_1$ if and only if $\varphi \in X_1$ and
\[ \sum_{n \in \mathbb{Z}} \|Q_{\varphi}^I\|_{S_1} < \infty. \]
Proof. Consider the sets $A^{(k)}$ defined by (3.4) and consider their symmetric images $A^{(-k)}$ about the line \( \{(x, y) : x = y\} \). As in (3.8) we have

\[
\sum_{k \geq 1} \|P_{A^{(k)}}Q_{\varphi}\| s_1 \leq \text{const} \sum_{n \in \mathbb{Z}} \left( 2^{n} \int_{2^{n}}^{2^{n+1}} |\varphi(x)|^{2} \, dx \right)^{1/2}.
\]

Similarly,

\[
\sum_{k \geq 1} \|P_{A^{(-k)}}Q_{\varphi}\| s_1 \leq \text{const} \sum_{n \in \mathbb{Z}} \left( 2^{n} \int_{2^{n}}^{2^{n+1}} |\varphi(x)|^{2} \, dx \right)^{1/2}.
\]

It thus follows from $\varphi \in X_1$ that

\[
P_{A}Q_{\varphi} \in S_1 \quad \text{and} \quad P_{\tilde{A}}Q_{\varphi} \in S_1.
\]

where

\[
A = \bigcup_{k \geq 1} A^{(k)} \quad \text{and} \quad \tilde{A} = \bigcup_{k \leq -1} A^{(k)}.
\]

Consequently, using Theorem 6.2, $Q_{\varphi} \in S_1$ if and only if $\varphi \in X_1$ and $P_{B}Q_{\varphi} \in S_1$, where $B$ is defined by (3.1). Since the projections of the sets $B_n$ onto the coordinate axes are disjoint, and $P_{B_n}Q_{\varphi} = Q_{\varphi}^{I_n}$, it follows that $P_{B}Q_{\varphi} \in S_1$ if and only if (6.1) holds.

Let $n \in \mathbb{Z}$. It is easy to see that $Q_{\varphi}^{I_n} \in S_1$ if and only if $Q_{\varphi_n} \in S_1$, where

\[
\varphi_n(x) \overset{\text{def}}{=} \begin{cases} 
\varphi(x + 2^n), & x \in [0, 2^n] \\
0, & \text{otherwise}.
\end{cases}
\]

Hence, the question of when $Q_{\varphi}$ belongs to $S_1$ reduces to the question of estimating $\|Q_{\varphi}\|_{S_1}$ for functions $\varphi$ supported on finite intervals.

Remark. For $0 < p < 1$, it can similarly be shown that if $\varphi \in X_p$ and $\sum_{n \in \mathbb{Z}} \|Q_{\varphi}^{I_n}\|_{S_p} < \infty$, then $Q_{\varphi} \in S_p$. We do not know whether the converse holds.

We next show that $\varphi \in X_1$ is not sufficient for $Q_{\varphi} \in S_1$.

Theorem 6.5. Let $\varphi_N(x) = e^{2\pi i Nx} \chi_{[0,1]}(x)$ for $N = 1, 2, \ldots$ Then

\[
s_n(Q_{\varphi_N}) \asymp \min \left\{ \frac{1}{n+1}, \frac{N}{(n+1)^2} \right\},
\]

and so

\[
\|Q_{\varphi_N}\|_{S_1} \asymp \log(N+1).
\]

Note that $\asymp$ means that the ratio of the two sides are bounded from above and below by positive constants (not depending on $n$ or $N$). Clearly,

\[
\|\varphi_N\|_{X_1} = \|\chi_{[0,1]}\|_{X_1} = C
\]
is independent of $N$. This shows, by the closed graph theorem, that
\[ \varphi \in X_1 \not\sim Q\varphi \in S_1; \]
a concrete counterexample is given in the example following the proof of Theorem 6.3. Moreover, $\varphi_N \in X_p$ for any $p > 0$, again with norm independent of $N$, so for every $p \leq 1$
\[ \varphi \in X_p \not\sim Q\varphi \in S_1 \quad \text{and} \quad \varphi \in X_p \not\sim Q\varphi \in S_p. \]

It also follows from Theorem 6.3 that
\[ \|Q\varphi_N\|_{S_p} \asymp N^{(1-p)/p}, \quad \frac{1}{2} < p < 1. \quad (6.3) \]

**Proof of Theorem 6.5.** Since multiplication by a unimodular function is a unitary operator, the singular values of $Q\varphi_N$ are the same as the singular values $s_n(T_N)$, where $T_N$ is the integral operator on $L^2[0,1]$ with kernel
\[ e^{-\pi i N x} \varphi_N(\max(x,y))e^{-\pi i N y} = \exp(2\pi i N \max(x,y) - \pi i N x - \pi i N y) = \exp(\pi i N |x-y|). \]

Let $g_N(x) = e^{\pi i N |x|}$ for $|x| \leq 1$, and extend $g_N$ to a function on $\mathbb{R}$ with period 2. Let $T_N'$ be the integral operator on $L^2[-1,1]$ with kernel $g_N(x-y)$. If $I_+ = [0,1]$, $I_- = [-1,0]$ and $A_{\alpha\beta} = I_\alpha \times I_\beta$, $\alpha, \beta \in \{+, -\}$, then $P_{A_{+,+}} T_N' = T_N$ and thus
\[ s_n(Q\varphi_N) = s_n(T_N') \leq s_n(T_N). \quad (6.4) \]

Moreover, each $P_{A_{\alpha\beta}} T_N'$ is by a translation unitarily equivalent to either $T_N$ or the integral operator on $L^2[0,1]$ with kernel $g_N(x-y-1) = \exp(\pi i N (1 - |x-y|)) = (-1)^N \overline{g_N}(x-y)$, which has the same singular values. Hence, by (6.4),
\[ s_{4n}(T_N') \leq 4s_n(T_N') = 4s_n(Q\varphi_N). \quad (6.5) \]

$T_N'$ is a convolution operator on the circle $\mathbb{R}/2\mathbb{Z}$, so the elements of the orthonormal basis $\{2^{-1/2} \exp(\pi i k x)\}_{k=-\infty}^{\infty}$ in $L^2[-1,1]$ are eigenvectors with eigenvalues
\[
\hat{g}_N(k) = \int_{-1}^{1} g_N(x) e^{-\pi i k x} dx = \int_{-1}^{1} e^{\pi i N |x| - \pi i k x} dx
= \int_{-1}^{0} e^{-\pi i (N+k) x} dx + \int_{0}^{1} e^{\pi i (N-k) x} dx
= \begin{cases}
0, & k \equiv N \pmod{2}, k \neq \pm N, \\
1, & k = \pm N, \\
\frac{(-2)^{\lfloor N/2 \rfloor}}{\pi i (N+k)} + \frac{(-2)^{\lfloor N/2 \rfloor}}{\pi i (N-k)} = \frac{4i N}{\pi (N^2-k^2)}, & k \equiv N+1 \pmod{2}.
\end{cases}
\]

Consequently, the singular values $s_n(T_N)$ are the absolute values $|\hat{g}_N(k)|$, $k \in \mathbb{Z}$, arranged in decreasing order. This easily yields
\[ s_n(T_N') \asymp \min \left\{ \frac{1}{n+1}; \frac{N}{(n+1)^2} \right\}, \]
\[ s_n(T_N) \asymp \min \left\{ \frac{1}{\lfloor n/2 \rfloor}; \frac{N}{(n+1)^2} \right\}. \]
and the result follows by (3.4) and (3.5). ■

**Remark.** A related method is used in a more general context in §4. Indeed, the estimates (6.2) and (6.3) follow easily from Theorem 14.10 (with the norm estimates implicit there).

Moreover, (6.2) and (6.3) also follow from the results in §16, obtained by a different method.

**Example.** For a concrete counterexample we let \( N_k \geq 2 \) be integers and define

\[
\varphi = \sum_{k=1}^{\infty} \exp(2\pi i 2^k N_k x) \chi_{(2^{-k}, 2^{1-k})}(x).
\]

Then \(|\varphi| = \chi_{[0,1]}\); in particular, \( \varphi \in X_p \) for every \( p > 0 \).

On the other hand, for every \( k \), by Lemma 2.1 and Theorem 3.5,

\[
\|Q_{\varphi}\|_{S_1} \geq \left\| Q_{\varphi}^{|2^{-k}, 2^{1-k}} \right\|_{S_1} = \|Q_{\varphi N_k}\|_{S_1} \geq c 2^{-k} \log N_k.
\]

Choosing \( N_k = 2^{3k} \), we find that \( Q_{\varphi} \notin S_1 \).

Other choices yield further interesting examples. Thus, \( N_k = 2^k \) yields a symbol \( \varphi \in X_1 \) but \( \varphi \notin Y_1 \) such that, by Theorem 6.4, \( Q_{\varphi} \in S_1 \). In fact, using the Remark followed by Theorem 3.5, we can conclude that \( Q_{\varphi} \in S_p \) for every \( p > 1/2 \).

The choice \( N_k = 2^{k^2} \) yields a symbol \( \varphi \in X_1 \setminus Y_1 \) such that \( Q_{\varphi} \in S_1 \) but \( Q_{\varphi} \notin S_p \) for \( p < 1 \).

**Remark.** Theorem 3.5 implies also that \( \varphi \in X_1 \) does not imply \( Q_{\varphi} \in S_{1,q} \) for any Schatten–Lorentz space \( S_{1,q} \) with \( q < \infty \).

Let us prove now that the condition \( Q_{\varphi} \in S_1 \) does not imply that \( Q_{\varphi}^+ \in S_1 \). Moreover, as previously shown by Nowak [No], we show that there are no non-zero operators \( Q_{\varphi}^+ \) of class \( S_1 \). (A more refined result will be given in Theorem 10.1.)

**Theorem 6.6.** Suppose that \( \varphi \in L^1_{\text{loc}}(\mathbb{R}^+) \). If \( Q_{\varphi}^+ \in S_1 \), then \( \varphi \) is the zero function.

**Proof.** Suppose that \( Q_{\varphi}^+ \in S_1 \). Let \( k \) be the kernel function of \( Q_{\varphi}^+ \), extended by 0 to \( \mathbb{R}^2 \), i.e.

\[
k(x, y) = \begin{cases} 
\varphi(x), & 0 < y < x \\
0, & \text{otherwise}
\end{cases}
\]

Let \( \Delta \subset \mathbb{R}_+ \) be a compact interval. Consider the operator \( P_{\Delta} Q_{\varphi}^+ P_{\Delta} \), where \( P_{\Delta} \) is multiplication by \( \Delta \). Clearly, \( P_{\Delta} Q_{\varphi}^+ P_{\Delta} \) is an integral operator with kernel function \( k_{\Delta} \defeq \chi_{\Delta \times \Delta} k \), (recall that \( \chi_A \) is the characteristic function of a set \( A \)) and
P_\Delta Q_\Delta^+ P_\Delta \in S_1. It follows from Theorem 6.3 that the function \( u \)
\[
u(a) \overset{\text{def}}{=} \int_{\mathbb{R}} k_\Delta(x, x + a) \, dx
\]
is a.e. equal to a continuous function \( \mathbb{R} \). Clearly, \( u(a) = 0 \) if \( a > 0 \). And
\[
u(a) \to \int_\Delta \varphi(x) \, dx
\]
when \( a \uparrow 0 \). Hence,
\[
\int_\Delta \varphi(x) \, dx = 0, \quad \text{for any interval } \Delta \subset \mathbb{R}_+.
\]
Consequently, \( \varphi = 0. \)

7. Schur multipliers of the form \( \psi(\max\{x, y\}) \), \( x, y \in \mathbb{R}_+ \)

Let \( 0 < p \leq 2 \). Recall that a function \( \omega \) on \( \mathbb{R}^2 \) is called a Schur multiplier of \( S_p \) if the integral operator on \( L^2(\mathbb{R}) \) with kernel function \( \omega k \) belongs to \( S_p \) whenever the integral operator with kernel function \( k \) does. If \( 2 < p < \infty \), the class of Schur multipliers of \( S_p \) can be defined by duality: \( \omega \) is a Schur multiplier of \( S_p \) if \( \omega \) is a Schur multiplier of \( S_{p'} \), where \( p' \overset{\text{def}}{=} p/(p - 1) \). We say that \( \omega \) is a Schur multiplier of weak type \( (p, p) \), \( 0 < p \leq 2 \), if the integral operator with kernel function \( \omega k \) belongs to \( S_{p, \infty} \) whenever the integral operator with kernel function \( k \) belongs to \( S_p \). Note that in a similar way one can define Schur multipliers for an arbitrary measure space \( (\mathcal{X}, \mu) \).

In this section for a function \( \psi \in L^\infty(\mathbb{R}) \) we find a sufficient condition for the function \( (x, y) \mapsto \psi(\max\{x, y\}) \), \( (x, y) \in \mathbb{R}^2 \), to be a Schur multiplier of \( S_p \). We also obtain a sufficient condition for this function to be a Schur multiplier of weak type \( (1/2, 1/2) \).

**Theorem 7.1.** Let \( 1 < p < \infty \) and let \( \psi \in L^\infty(\mathbb{R}) \). Then the function
\[
(x, y) \mapsto \psi(\max\{x, y\}), \quad (x, y) \in \mathbb{R}^2,
\]
is a Schur multiplier of \( S_p \).

**Proof.** Since the triangular projection \( \mathcal{P} \) is bounded on \( S_p \), the characteristic function of the set \( \{(x, y) : x > y\} \) is a Schur multiplier of \( S_p \). It remains to observe that
\[
\psi(\max\{x, y\}) = \psi(x)\chi_{\{(x, y) : x > y\}} + \psi(y)\chi_{\{(x, y) : x < y\}}.
\]

(7.1)
Theorem 7.2. Let $\psi \in L^\infty(\mathbb{R})$. Then the function

$$(x, y) \mapsto \psi(\max\{x, y\}), \quad (x, y) \in \mathbb{R}^2,$$

is a Schur multiplier of weak type $(1, 1)$.

Proof. The result follows from (7.1) and the fact that the triangular projection $P$ has weak type $(1, 1)$ (see (2.9)). 

Theorem 7.3. Let $1/2 < p < \infty$ and let $\psi$ be a function of bounded variation. Then the function $(x, y) \mapsto \psi(\max\{x, y\})$ on $\mathbb{R}^2$ is a Schur multiplier of $S_p$.

Proof. By Theorem 7.1 we may assume that $p \leq 1$.

We consider first the case when $\psi$ is absolutely continuous, i.e.,

$$\psi(x) = \int_{-\infty}^{x} h(t) \, dt + C, \quad h \in L^1(\mathbb{R}). \quad (7.2)$$

We may assume that $C = 0$.

Let $\xi$ and $\eta$ be functions in $L^2$ and let $T$ be the integral operator defined by

$$(Tf)(x) = \int_{\mathbb{R}} \xi(x)\eta(y)\psi(\max\{x, y\})f(y) \, dy, \quad f \in L^2(\mathbb{R}). \quad (7.3)$$

We have to prove that

$$\|T\|_{S_p} \leq C(p, h)\|\xi\|_{L^2(\mathbb{R})}\|\eta\|_{L^2(\mathbb{R})},$$

where $C(p, h)$ may depend only on $p$ and $h$.

We can factorize the function $h$ in the form $h = uv$, where $u, v \in L^2(\mathbb{R})$. Put

$$k_1(x, y) \overset{\text{def}}{=} \begin{cases} 0, & y < x, \\ \xi(x)u(y), & y > x, \end{cases}$$

and

$$k_2(x, y) \overset{\text{def}}{=} \begin{cases} \eta(y)v(x), & y < x, \\ 0, & y > x. \end{cases}$$

Let $T_1$ and $T_2$ be the integral operators on $L^2(\mathbb{R})$ with kernel functions $k_1$ and $k_2$. It follow from the boundedness of the triangular projection that if $1 < q < \infty$, then $\|T_1\|_{S_q} \leq C(q)\|\xi\|_{L^2}\|u\|_{L^2}$ and $\|T_2\|_{S_q} \leq C(q)\|\eta\|_{L^2}\|v\|_{L^2}$, where $C(q)$ may depend only on $q$. It is also easy to verify that $T = T_1T_2$. It follows that

$$\|T\|_{S_p} \leq \|T_1\|_{S_{2p}}\|T_2\|_{S_{2p}} \leq (C(2p))^{2}\|\xi\|_{L^2}\|\eta\|_{L^2}\|u\|_{L^2}\|v\|_{L^2}.$$ 

To reduce the general case to the case of an absolutely continuous function $\psi$, we can consider a standard regularization process.

We complete this section with the following result.

Theorem 7.4. Suppose that $\psi$ is a function of bounded variation. Then the function $(x, y) \mapsto \psi(\max\{x, y\})$ is a Schur multiplier of weak type $(1/2, 1/2)$.
We need two lemmata.

**Lemma 7.5.** Let $0 < p < 1$ and let $A \in S_{p,\infty}$. Set

$$
\|A\|_{S_{p,\infty}}^p \overset{\text{def}}{=} \sup_{t > 0} \left( t^{p-1} \sum_{n \geq 0} \min\{t, s_n(A)\} \right)^{1/p} .
$$

Then

$$
\|A\|_{S_{p,\infty}} \leq \|A\|_{S_{p,\infty}}^* \leq (1 - p)^{-1/p} \|A\|_{S_{p,\infty}}.
$$

**Proof.** Taking $t = s_n(A)$ in the definition of $\|\cdot\|_{S_{p,\infty}}^*$, we obtain

$$(n + 1)^{1/p} s_n(A) \leq \|A\|_{S_{p,\infty}}^* .$$

Consequently, $\|A\|_{S_{p,\infty}} \leq \|A\|_{S_{p,\infty}}^*$. Next, we have

$$
t^{p-1} \sum_{n \geq 0} \min\{t, s_n(A)\} \leq t^{p-1} \sum_{n \geq 0} \min\{t, \|A\|_{S_{p,\infty}}(n + 1)^{-\frac{1}{p}}\}
$$

$$
\leq t^{p-1} \int_0^\infty \min\{t, \|A\|_{S_{p,\infty}} x^{-1/p}\} \, dx = (1 - p)^{-1} \|A\|_{S_{p,\infty}}^p .
$$

Hence, $\|A\|_{S_{p,\infty}} \leq (1 - p)^{-1/p} \|A\|_{S_{p,\infty}}$. 

**Lemma 7.6.** If $0 < p < 1$, then $\|\cdot\|_{S_{p,\infty}}$ is a $p$-norm, i.e.,

$$\|A_1 + A_2\|_{S_{p,\infty}}^p \leq \|A_1\|_{S_{p,\infty}}^p + \|A_2\|_{S_{p,\infty}}^p, \quad A_1, A_2 \in S_{p,\infty} .$$

**Proof.** By Rotfeld’s theorem [R], if $\Phi$ is a concave nondecreasing function on $\mathbb{R}_+$ such that $\Phi(0^+) = 0$, then

$$
\sum_{j=0}^m \Phi(s_j(A_1 + A_2)) \leq \sum_{j=0}^m \Phi(s_j(A_1)) + \sum_{j=0}^m \Phi(s_j(A_2)), \quad m \in \mathbb{Z}_+. \quad (7.4)
$$

For $t > 0$ we define the function $\Phi_t$ on $\mathbb{R}_+$ by

$$
\Phi_t(x) = t^{p-1} \min\{t, x\} .
$$

Clearly,

$$
\|A\|_{S_{p,\infty}}^p = \sup_{t > 0} \sum_{j \geq 0} \Phi_t(s_j(A)) .
$$

It remains to apply (7.4) for $\Phi_t$ and take the supremum over $t > 0$. 

Note that the fact that the space $L^{p,\infty}$ has a $p$-norm is well known (see [K]).

**Proof of Theorem 7.4.** The proof is similar to the proof of Theorem 7.3. Again, it is sufficient to assume that $\psi$ has the form (7.2) with $C = 0$.

By Lemma 7.3 and Lemma 7.4, to prove that our function is a Schur multiplier of weak type $(1/2, 1/2)$, it is sufficient to prove that if $T$ is defined by (7.3), then
\[ T \in S_{1/2, \infty}. \] Let \( u, v, k_1, k_2, T_1, \) and \( T_2 \) be as in the proof of Theorem 7.3. Let \( n \geq 2 \) and \( n = m_1 + m_2, \) where \(|m_1 - n/2| \leq 1/2\) and \(|m_2 - n/2| \leq 1/2. \) Since the triangular projection \( \mathcal{P} \) has weak type \((1, 1)\) (see (2.9)), we have
\[ \|T_1\|_{S_{1, \infty}} \leq \text{const} \|\xi\|_{L^2} \|u\|_{L^2} \quad \text{and} \quad \|T_2\|_{S_{1, \infty}} \leq \text{const} \|\eta\|_{L^2} \|v\|_{L^2}. \]
Hence, by (2.2),
\[ s_n(T) \leq s_{m_1}(T_1)s_{m_2}(T_2) \leq \text{const} \frac{1}{m_1m_2} \|\xi\|_{L^2} \|u\|_{L^2} \|\eta\|_{L^2} \|v\|_{L^2} \]
\[ \leq \text{const} \frac{1}{n^2} \|\xi\|_{L^2} \|u\|_{L^2} \|\eta\|_{L^2} \|v\|_{L^2} \]
which completes the proof. \( \square \)

We let \( \mathcal{M}_p \) denote the space of Schur multipliers of \( S_p, \) and put
\[ \|\omega\|_{\mathcal{M}_p} \overset{\text{def}}{=} \sup \|\omega k\|_{S_p}, \]
where the \textit{supremum} is taken over all integral operators with kernel \( k \in L^2 \) such that \( \|k\|_{S_p} = 1. \) Here by \( \|k\|_{S_p} \) we mean the \( S_p \) norm (quasi-norm if \( p < 1 \)) of the integral operator with kernel function \( k. \) If \( \omega \) is a Schur multiplier of weak type \((p, p), \) we put
\[ \|\omega\|_{\mathcal{M}_{p, w}} \overset{\text{def}}{=} \sup \|\omega k\|_{S_{p, \infty}}, \]
where the \textit{supremum} is taken over all integral operators with kernel \( k \in L^2 \) such that \( \|k\|_{S_p} = 1. \)

\textbf{Remark.} It is clear from the proofs of Theorems 7.1, 7.2, 7.3, and 7.4 that under the hypotheses of Theorem 7.1 we have
\[ \|\psi(\max\{x, y\})\|_{\mathcal{M}_p} \leq C(p) \|\psi\|_{L^\infty} \]
and
\[ \|\psi(\max\{x, y\})\|_{\mathcal{M}_{p, w}} \leq C \|\psi\|_{L^\infty} \]
while under the hypotheses of Theorem 7.3 we have
\[ \|\psi(\max\{x, y\})\|_{\mathcal{M}_p} \leq C(p) \|\psi\|_{BV}, \]
and
\[ \|\psi(\max\{x, y\})\|_{\mathcal{M}_{p, w}} \leq C \|\psi\|_{BV}. \]
Here we use the notation
\[ \|\varphi\|_{BV}' = \int_R |d\varphi| \quad \text{and} \quad \|\varphi\|_{BV} = \|\varphi\|_{BV}' + \|\varphi\|_{L^\infty}. \]

The following result gives us a more accurate estimate for \( \|\psi(\max\{x, y\})\|_{\mathcal{M}_p} \) in the case \( 1/2 < p \leq 1. \)
Theorem 7.7. Let $\psi$ be a function of bounded variation on $\mathbb{R}$. Then
\[
\|\psi(\max\{x, y\})\|_{\mathfrak{B}_1} \leq \text{const} \|\psi\|_{L^\infty} \log \left(2 + \frac{\|\psi\|_{BV}}{\|\psi\|_{L^\infty}}\right)
\]
and
\[
\|\psi(\max\{x, y\})\|_{\mathfrak{B}_p} \leq \text{const} \|\psi\|_{L^\infty}^{2-1/p} \|\psi\|_{BV}^{1/p-1}, \quad \frac{1}{2} < p < 1.
\]

Proof. Let $\xi$ and $\eta$ be functions in $L^2$ such that $\|\xi\|_{L^2} = \|\eta\|_{L^2} = 1$. We have to estimate the $S_p$-norm of the integral operator with kernel $\psi(\max\{x, y\})\xi(x)\eta(y)$. Let $\{s_n\}_{n\geq 0}$ be the sequence of $s$-numbers of this integral operator. Theorem 7.2 implies that
\[
s_n \leq \text{const} \frac{\|\psi\|_{L^\infty}}{n+1}.
\]
Theorem 7.4 implies that
\[
s_n \leq \text{const} \frac{\|\psi\|_{L^\infty} + \|\psi\|_{BV}}{(n+1)^2}.
\]
Consequently,
\[
s_n \leq \text{const} \min\left\{ \frac{\|\psi\|_{L^\infty}}{n+1}, \frac{\|\psi\|_{L^\infty} + \|\psi\|_{BV}}{(n+1)^2} \right\}.
\]
The rest of the proof is an easy exercise. ■

8. The case $p = 1/2$

Theorem 8.1. Let $\varphi$ be a function of bounded variation on $[0, 1]$. Then $Q_{\varphi}^{[0,1]} \in S_{1/2, \infty}$.

Proof. We may extend the function $\varphi$ by putting $\psi(t) = 0$ for $t \in \mathbb{R}_+ \setminus [0, 1]$. Clearly, the integral operator with kernel function $\chi_{[0,1]}^2$ has rank one, and so it belongs to $S_{1/2}$. Consequently, by Theorem 7.4, the integral operator with kernel function $\chi_{[0,1]}^2 \varphi(\max\{x, y\})$ belongs to $S_{1/2, \infty}$. ■

To see that this result cannot be improved to $Q_{\varphi}^{[0,1]} \in S_{1/2}$, we begin with two extensions of Theorem 6.6.

Lemma 8.2. Let $\varphi, \psi \in L^1_{\text{loc}}(\mathbb{R})$. Suppose that the integral operator with kernel function $k$,
\[
k(x, y) = \begin{cases} 
\varphi(x)\psi(y), & y \leq x, \\
0, & \text{otherwise},
\end{cases}
\]
belongs to $S_1$. Then $\varphi\psi = 0$ almost everywhere.
Proof. First we assume that $\varphi, \psi \in L^2(\mathbb{R})$. By Theorem 6.3 we have
\[
\lim_{a \to 0^-} \int_{\mathbb{R}} k(x, x + a) dx = \lim_{a \to 0^+} \int_{\mathbb{R}} k(x, x + a) dx = 0,
\]
whence $\int_{\mathbb{R}} \varphi(x) \psi(x) dx = 0$. Now let $\varphi$ and $\psi$ be arbitrary functions in $L^1_{\text{loc}}(\mathbb{R})$. Suppose that $f$ and $g$ are functions in $L^1(\mathbb{R})$ such that $f\varphi \in L^2(\mathbb{R})$ and $g\psi \in L^2(\mathbb{R})$. Consider the integral operator with kernel function
\[(x, y) \mapsto f(x)k(x, y)g(y)\]
Clearly, it belongs to $S_1$. It follows from what we have just proved that
\[
\int_{\mathbb{R}} \varphi(x)f(x)\psi(x)g(x) dx = 0.
\]
Since $f$ and $g$ are arbitrary, this implies the result. 

Lemma 8.3. Let $\varphi \in L^1_{\text{loc}}(\mathbb{R}^+)\) and let $A = (0, \infty) \times \Delta$, where $\Delta$ is a measurable subset of $(0, \infty)$. Suppose that $\mathcal{P}_A Q^+_{\varphi} \in S_1$. Then $\varphi = 0$ almost everywhere on $\Delta$.

Proof. The result follows easily from Lemma 8.2 with $\psi = \chi_\Delta$.

Lemma 8.4. Let $\varphi$ be a nonincreasing locally absolutely continuous function on $\mathbb{R}^+$ and let $\Delta$ be a measurable subset of $\mathbb{R}^+$. Suppose that the integral operator with kernel function
\[(x, y) \mapsto \varphi(\max\{x, y\})\chi_\Delta(x)\chi_\Delta(y)\]
 belongs to $S_{1/2}$. Then $\varphi' = 0$ almost everywhere on $\Delta$.

Proof. By replacing $\Delta$ with $\Delta \cap (a, b)$, we may assume that $\Delta \subset [a, b]$ where $0 < a < b < \infty$. We may then subtract $\varphi(b)$ and modify $\varphi$ outside $[a, b]$ so that $\varphi$ becomes constant on $(0, a]$ and zero on $[b, \infty)$. Let $\psi = (-\varphi')^{1/2}$. Since $x\varphi(x)$ is bounded, we have $\psi \in X_\infty$. Thus $Q^+_\psi$ is bounded and by Theorem 1.2, $Q^+_{\varphi}$ admits a factorization $Q^+_{\varphi} = (Q^+_{\psi})^* Q^+_{\psi}$. Let $M$ be multiplication by $\chi_\Delta$. It follows that $MQ^+_{\varphi} = (Q^+_{\psi})^* Q^+_{\psi} M$, and so $Q^+_{\psi} M \in S_1$. The result follows now from Lemma 8.3.

Corollary 8.5. Let $\varphi$ be as in Lemma 8.4 and let $\psi$ be a function on $\mathbb{R}^+$ such that $Q^+_{\psi} \in S_{1/2}$. Set $\Delta \overset{\text{def}}{=} \{x \in \mathbb{R}^+: \psi(x) = \varphi(x)\}$. Suppose that $\psi$ is differentiable almost everywhere on $\Delta$. Then $\varphi' = \psi' = 0$ almost everywhere on $\Delta$.

Proof. It suffices to apply Lemma 8.4.

Theorem 8.6. Let $\psi$ be an absolutely continuous function on $[0,1]$. Suppose $Q^0_{\psi} \in S_{1/2}$. Then $\psi$ is constant.
**Proof.** Clearly, we may assume that $\psi$ is a real function. Suppose that $\psi$ is not constant. Then $\max \psi > \psi(1)$ or $\min \psi < \psi(1)$. To be definite, suppose that $\max \psi > \psi(1)$. We use the “sun rising method”. Let

$$\Delta \overset{\text{def}}{=} \{ x \in [0, 1] : \psi(x) \geq \psi(t) \text{ for all } t \geq x \}.$$ 

Clearly, $\Delta$ is closed and $1 \in \Delta$. Moreover, the restriction $\psi|[(\alpha, \beta)]$ is constant for any interval $(\alpha, \beta)$ such that $\alpha, \beta \in \Delta$ and $\Delta \cap (\alpha, \beta) = \emptyset$. Set

$$\varphi(x) = \max_{[x, 1] \cap \Delta} \psi.$$ 

Clearly, $\varphi$ is decreasing, $\varphi|_{\Delta} = \psi|_{\Delta}$ and $\varphi|[(\alpha, \beta)]$ is constant for any interval $(\alpha, \beta)$ such that $\alpha, \beta \in \Delta$ and $\Delta \cap (\alpha, \beta) = \emptyset$. Consequently, $\varphi$ is absolutely continuous. Thus, $\varphi' = 0$ almost everywhere on $\Delta$ by Corollary 8.3. Moreover, $\varphi' = 0$ outside $\Delta$ because $\varphi$ is locally constant outside $\Delta$. Consequently, $\varphi' = 0$ almost everywhere on $[0, 1]$, and so $\varphi(t) = \varphi(1) = \psi(1)$ for any $t \in [0, 1]$ which contradicts the condition $\max \psi > \psi(1)$. ■

**Corollary 8.7.** Suppose that $Q_\psi \in S_{1/2}$. Then $\psi$ is constant on any interval $I \subset \mathbb{R}_+$ on which $\psi$ is absolutely continuous. ■

**Corollary 8.8.** Suppose that $\psi$ is locally absolutely continuous and $Q_\psi \in S_{1/2}$. Then $\psi = 0$ everywhere on $\mathbb{R}_+$. ■

**Lemma 8.9.** Let $\varphi$ be a nonincreasing function on $\mathbb{R}_+$ with $\lim_{t \to +\infty} \varphi(t) = 0$ and let $\varepsilon > 0$. Then there exists a nonincreasing absolutely continuous function $\psi$ on $\mathbb{R}_+$ such that $\lim_{t \to +\infty} \psi(t) = 0$ and $m\{\varphi \neq \psi\} < \varepsilon$.

**Proof.** We may assume that $\varphi$ is right-continuous on $(0, \infty)$ and that $\varphi$ is bounded. Consider the positive measure $\mu$ on $\mathbb{R}_+$ such that $\varphi(t) = \mu(t, \infty)$ for any $t > 0$. Denote by $\mu_s$ the singular part of $\mu$. There exists a Borel set $E \subset \mathbb{R}_+$ such that $m(E) = 0$ and $\mu_s((0, +\infty) \setminus E) = 0$. We may find an open set $U$ such that $E \subset U \subset \mathbb{R}_+$ and $\mu(U) < \varepsilon$. Let $U = \bigcup_{n \geq 1} (a_n, b_n)$, where $(a_n, b_n)$ are mutually disjoint. Set

$$f(t) = \begin{cases} 
-\varphi'(t), & t \in \mathbb{R}_+ \setminus E, \\
\mu[a_n, b_n], & t \in (a_n, b_n), \\
b_n - a_n, & t \in (a_n, b_n).
\end{cases}$$

Set $\psi(t) = \int_t^\infty f(s)ds$. Clearly, $\varphi = \psi$ outside $U$. ■
Lemma 8.10. Let \( \varphi \) a nonincreasing function on \( \mathbb{R}_+ \) with \( \lim_{t \to +\infty} \varphi(t) = 0 \). Suppose that the integral operator with kernel function

\[
(x, y) \mapsto \varphi(\max\{x, y\}) \chi_\Delta(x) \chi_\Delta(y)
\]

belongs to \( S_{1/2} \) for a measurable subset \( \Delta \) of \( \mathbb{R}_+ \). Then \( \varphi' = 0 \) almost everywhere on \( \Delta \).

Proof. The result follows from Lemmas 8.4 and 8.9.

Theorem 8.11. Let \( \psi \) be a function with bounded variation on \([0, 1]\). Suppose that \( Q_\psi^{[0,1]} \in S_{1/2} \). Then \( \psi' = 0 \) almost everywhere on \([0, 1]\).

Proof. Again, we may assume that \( \psi \) is real. We may also make the assumption that \( \psi \) is continuous at 0 and at 1, and \( \psi(t) = \max\{\psi(t^-), \psi(t^+)\} \) for any \( t \in (0, 1) \). With any nondegenerate closed interval \( I \subset [0, 1] \) we associate the function \( \varphi_I : I \to \mathbb{R} \) defined by \( \varphi_I(x) = \sup\{\psi(t) : t \in I \text{ and } t \geq x\} \). Set

\[
\Delta(I) \overset{\text{def}}{=} \{x \in I : \varphi_I(x) = \psi(x)\}.
\]

Clearly, \( \Delta(I) \) is closed. By Lemma 8.10, \( \psi' = \varphi_I' = 0 \) almost everywhere on \( \Delta(I) \).

Set \( E_- = \{x \in (0, 1) : \psi'(x) < 0\} \). Let \( a \in E_- \). Clearly, \( a \in \Delta(I) \) if \( I \) is small enough and \( a \in I \). Consequently,

\[
E_- \subset \bigcup_{n=2}^{\infty} \left( \bigcup_{k=1}^{n-1} \Delta \left( \left[ \frac{k-1}{n}, \frac{k+1}{n} \right] \right) \right).
\]

We have shown that Lemma 8.10 implies \( m(\Delta(I) \cap E_-) = 0 \) for every \( I \). Consequently, \( m(E_-) = 0 \). Thus, we have proved that \( \psi' \geq 0 \) almost everywhere. It remains to apply this result to \(-\psi\).

The following fact is an immediate consequence of Theorem 8.11.

Corollary 8.12. Suppose that \( Q_\psi \in S_{1/2} \). Then \( \psi' = 0 \) almost everywhere on any interval \( I \subset \mathbb{R}_+ \) on which \( \psi \) is of bounded variation.

9. Sturm–Liouville theory and \( p = 1/2 \)

If \( Q_\varphi \) is real, then \( Q_\varphi \) is self-adjoint, so its singular values are the absolute values of its eigenvalues. Hence we next study the eigenvalues and eigenfunctions. For simplicity we consider only the case of symbols \( \varphi \) which vanish on \((1, \infty)\); thus it does not matter whether we consider \( Q_\varphi \) on \( L^2(\mathbb{R}_+) \) or \( Q_\varphi^{[0,1]} \) on \( L^2[0, 1] \).
Suppose that $\varphi \in C^1[0, 1]$ and that $\varphi$ is real. Let $\lambda$ be a non-zero eigenvalue of $Q^0_\varphi$ and $g \in L^2[0, 1]$ a corresponding eigenfunction,

$$\lambda g(x) = \varphi(x) \int_0^x g(y) \, dy + \int_x^1 \varphi(y)g(y) \, dy, \quad 0 \leq x \leq 1. \quad (9.1)$$

The right hand side is a continuous function of $x$; hence $g \in C[0, 1]$ and (9.1) holds for every $x$ (and not just a.e.). By (9.1) again, $g \in C^1[0, 1]$ with

$$\lambda g'(x) = \varphi'(x) \int_0^x g(y) \, dy. \quad (9.2)$$

Define $G(x) = \int_0^x g(y) \, dy$. Then (9.2) can be written as the system

$$G'(x) = g(x)$$
$$g'(x) = \lambda^{-1} \varphi'(x)G(x) \quad (9.3)$$

and we have, using (9.1) with $x = 1$, the boundary conditions

$$G(0) = 0,$$
$$g(1) = \lambda^{-1} \varphi(1)G(1). \quad (9.4)$$

Conversely, any solution of (9.3) with the boundary conditions (9.4) satisfies (9.2) and (9.1), so the problem of finding the singular values of $Q_\varphi$ reduces to finding the $\lambda \neq 0$ for which (9.3) and (9.4) have a solution. Note that (9.3) can be written as a Sturm–Liouville problem

$$\lambda G''(x) = \varphi'(x)G(x). \quad (9.5)$$

If $g(x_0) = G(x_0) = 0$ for some $x_0 \in [0, 1]$, then (9.3) shows, by the standard uniqueness theorem, that $g$ vanishes identically, a contradiction. In particular, since $G(0) = 0$, we have $g(0) \neq 0$, and we may normalize the eigenfunction $g$ by $g(0) = 1$.

For every $\lambda \neq 0$, (9.3) has a unique solution $(G_\lambda, g_\lambda)$ with $G_\lambda(0) = 0$, $g_\lambda(0) = 1$. It thus follows that all non-zero eigenvalues of $Q_\varphi$ are simple, and that $\lambda \neq 0$ is an eigenvalue if and only if

$$g_\lambda(1) = \lambda^{-1} \varphi(1)G_\lambda(1). \quad (9.6)$$

**Example.** Let $\varphi(x) = 1 - x$, $x \in [0, 1]$, and $\varphi(x) = 0$, $x > 1$. Then (9.3) gives $G''(x) = -\lambda^{-1}G(x)$, and we find the solutions $g_\lambda(x) = \cos \lambda^{-1/2}x$, $\lambda > 0$, and $g_\lambda(x) = \cosh |\lambda|^{-1/2}x$, $\lambda < 0$.

Since $\varphi(1) = 0$, condition (9.6) is simply $g_\lambda(1) = 0$, and the non-zero eigenvalues are given by $\cos \lambda^{-1/2} = 0$ or $\lambda^{-1/2} = (n + \frac{1}{2})\pi$, $n = 0, 1, \ldots$ ($\lambda < 0$ is impossible in this case; in other words, $Q_\varphi$ is a positive operator, as is also seen by Theorem 4.1.) Hence, the non-zero eigenvalues are $\{\left((n + \frac{1}{2})^{-2}\pi^{-2}\right)\}_{n=0}^\infty$ and the singular values are $s_n = \pi^{-2}(n + \frac{1}{2})^{-2}$, $n \geq 0$. 
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The behaviour \( s_n(Q_\varphi) \propto (n + 1)^{-2} \) found in the above example holds for all smooth \( \varphi \) on \([0,1]\) by Sturm–Liouville theory, as will be seen in Theorem 9.3. Hence, for smooth \( \varphi \) with compact support, we have \( Q_\varphi \in S_{1/2,\infty} \) but nothing better.

Let \( BV[0,1] \) denote the Banach space of functions on \([0,1]\) with bounded variation, with the seminorm \( \|\varphi\|_{BV} = \int_0^1 |d\varphi| \) and the norm \( \|\varphi\|_{BV} = \|\varphi\|_{BV} + \sup |\varphi| \).

**Theorem 9.1.** If \( \varphi \in BV[0,1] \), and \( \varphi = 0 \) on \((1,\infty)\), then \( Q_\varphi \in S_{1/2,\infty} \) and \( \|Q_\varphi\|_{S_{1/2,\infty}} \leq C\|\varphi\|_{BV} \). More precisely,

\[
s_n(Q_\varphi) \leq C_1\|\varphi\|_{BV}(n + 1)^{-2}, \quad n \geq 0,
\]

and

\[
s_n(Q_\varphi) \leq C_2\|\varphi\|_{BV}n^{-2}, \quad n \geq 1.
\]

**Proof.** Note that (9.8) follows from (9.7) since a symbol \( \varphi \) constant on \([0,1]\) yields a rank one operator \( Q_\varphi \).

We use methods from Sturm–Liouville theory, and begin by making some simplifications.

(i) Replacing \( \varphi \) by a regularization \( \varphi_\varepsilon \) such that \( \varphi_\varepsilon \rightarrow \varphi \) in \( L^2[0,1] \) and thus \( Q_\varphi \rightarrow Q_\varphi \) in \( S_2 \) as \( \varepsilon \rightarrow 0 \), we see that we may assume \( \varphi \in C^1[0,1] \).

(ii) Considering real and imaginary parts separately, we may assume that \( \varphi \) is real, and thus \( Q_\varphi \) self-adjoint.

(iii) Subtracting a constant times \( \chi_{[0,1]} \), which yields a rank 1 operator, we may assume that \( \varphi(1) = 0 \).

(iv) By homogeneity, we may assume that \( \|\varphi\|_{BV} = \int_0^1 |\varphi'| \leq 1 \) and show that then \( \|Q_\varphi\|_{S_{1/2,\infty}} \leq C \).

(v) Using

\[
\varphi = -\int_x^1 \varphi'(y) \, dy = -\int_x^1 (\varphi')_+ + \int_x^1 (\varphi')_- = \varphi_1 - \varphi_2,
\]

and the corresponding decomposition \( Q_\varphi = Q_{\varphi_1} - Q_{\varphi_2} \), we may also assume that \( \varphi' \leq 0 \) and thus \( \varphi \geq 0 \). By Theorem 4.1, \( Q_\varphi \) is then a positive operator.

(vi) Similarly, writing \( \varphi = 2\varphi_1 - \varphi_2 \) with \( \varphi_2 = 1 - x \) and \( \varphi_1 = (\varphi + \varphi_2)/2 \), we may further assume that \( \varphi' \leq -1/2 \) on \([0,1]\).

Let \( \lambda > 0 \) and let, as above, \( (G_\lambda, g_\lambda) \) be the solution to (9.3) with \( g_\lambda(0) = 1 \), \( G_\lambda(0) = 0 \). Thus \( \lambda \) is an eigenvalue if and only if (9.6) holds, i.e., by (iii) if and only if \( g_\lambda(1) = 0 \).

Write \( \omega = \lambda^{-1/2} \) and express \( (g_\lambda, \omega G_\lambda) \) in polar coordinates

\[
g_\lambda(x) = R_\omega(x) \cos \Theta_\omega(x), \quad G_\lambda(x) = R_\omega(x) \sin \Theta_\omega(x),
\]

(9.9)
where \( R_\omega(x) = \sqrt{g^2 + \omega^2G^2} > 0 \) and \( \Theta_\omega \) is continuous with \( \Theta_\omega(0) = 0 \). Note that \( \lambda \) is an eigenvalue if and only if \( \cos \Theta_\omega(1) = 0 \), i.e. \( \Theta_\omega(1) = n\pi + \pi/2 \) for some integer \( n \).

Since \( R_\omega(x) > 0 \), \( R_\omega \) and \( \Theta_\omega \) belong to \( C^1[0, 1] \), and (9.9) and (9.3) yield

\[
\lambda^{-1/2} R_\omega^2 \Theta'_\omega = gG' - Gg' = g^2 - \lambda^{-1} \varphi'G^2 = R_\omega^2(\cos^2 \Theta_\omega - \varphi' \sin^2 \Theta_\omega)
\]

and thus

\[
\Theta'_\omega = \omega(\cos^2 \Theta_\omega - \varphi' \sin^2 \Theta_\omega).
\]

(9.10)

In particular, since \( \varphi' < 0 \) by [vi], \( \Theta'_\omega > 0 \) and thus \( \Theta_\omega(1) > 0 \).

Now suppose \( 0 < \omega < \nu \) and consider the corresponding functions \( \Theta_\omega \) and \( \Theta_\nu \).

We claim that

\[
\Theta_\omega(x) < \Theta_\nu(x), \quad 0 < x \leq 1.
\]

(9.11)

Indeed, since \( \Theta_\omega(0) = 0 = \Theta_\nu(0) \) and, by (9.10), \( \Theta'_\omega(0) = \omega < \nu = \Theta'_\nu(0) \), (9.11) holds in \((0, \delta)\) for some \( \delta > 0 \). Hence, if (9.11) fails, there exists some \( x_1 \in (0, 1] \) such that \( \Theta_\omega(x) < \Theta_\nu(x) \) for \( 0 < x < x_1 \), but \( \Theta_\omega(x_1) = \Theta_\nu(x_1) \). This would imply \( \Theta'_\omega(x_1) \geq \Theta'_\nu(x_1) \); on the other hand, then

\[
\cos^2 \Theta_\omega(x_1) - \varphi' \sin^2 \Theta_\omega(x_1) = \cos^2 \Theta_\nu(x_1) - \varphi' \sin^2 \Theta_\nu(x_1) > 0,
\]

recalling [vi], and (9.10) would yield \( \Theta'_\omega(x_1) < \Theta'_\nu(x_1) \), a contradiction.

From (9.11) follows in particular that the function \( \omega \mapsto \Theta_\omega(1) \) is strictly increasing. Hence there is for each integer \( n \geq 0 \) at most one value of \( \omega, \omega_n \) say, such that \( \Theta_{\omega_n}(1) = n\pi + \pi/2 \), and thus a corresponding eigenvalue \( \lambda_n = \omega_n^{-2} \). (The solution to (9.4) depends continuously on \( \omega \), with \( \Theta_0(1) = 0 \) and \( \Theta_\omega(1) \to \infty \) as \( \omega \to \infty \), so \( \omega_n \) exists for every \( n \geq 1 \), but we do not need that.) Integrating (9.10) we obtain by [iv]

\[
\Theta_\omega(1) = \int_0^1 \Theta'_\omega(x) \, dx \leq \omega \int_0^1 (1 + |\varphi'(x)|) \, dx \leq 2\omega
\]

and thus \( 2\omega_n \geq \Theta_{\omega_n}(1) = n\pi + \pi/2 \), which yields

\[
\lambda_n = \omega_n^{-2} \leq 4\pi^{-2}(n + 1/2)^{-2}.
\]

(9.12)

Considering again functions on the whole half-line \( \mathbb{R}_+ \), we now can prove an endpoint result corresponding to Theorem 7.1.

**Theorem 9.2.** If \( \varphi \in Y_{1/2} \), then \( Q_\varphi \in S_{1/2, \infty} \).

**Proof.** Define \( A_{\varphi}^{(k)} \) and \( A^{(k)} \) as in (3.3) and (3.4), but now for all integers \( k \). For \( k \geq 1 \), (3.7) holds for every \( p \), and thus \( \varphi \in Y_{1/2} \subset X_{1/2} \) implies that

\[
\sum_{k \geq 1} \| P_{A^{(k)}} Q_\varphi \|_{S_{1/2}}^{1/2} \leq \sum_{k \geq 1} \text{const} \ 2^{-pk/2} < \infty.
\]
Moreover, by symmetry, \( \| \mathcal{P}_{A^{(0)}} Q_{\varphi} \|_{S_{1/2}} = \| \mathcal{P}_{A^{(k)}} Q_{\varphi} \|_{S_{1/2}} \) so
\[
\sum_{k \leq -1} \| \mathcal{P}_{A^{(k)}} Q_{\varphi} \|_{S_{1/2}}^{1/2} < \infty
\]
too. It follows that
\[
Q_{\varphi} - \mathcal{P}_{A^{(0)}} Q_{\varphi} = \sum_{k \neq 0} \mathcal{P}_{A^{(k)}} Q_{\varphi} \in S_{1/2}. \tag{9.12}
\]

Next, \( \mathcal{P}_{A^{(0)}} Q_{\varphi} \) is the direct sum of \( \mathcal{P}_{A^{(0)}} Q_{\varphi}, n \in \mathbb{Z} \), which act in the orthogonal spaces \( L^2[2^n, 2^{n+1}] \). By translation invariance, Lemma 2.1 and Theorem 9.1, with \( \varphi_n(x) = 2^n \varphi(2^nx + 2^n) \),
\[
\| \mathcal{P}_{A^{(0)}} Q_{\varphi} \|_{S_{1/2, \infty}} = \| Q_{\varphi_n}^{[2^n, 2^{n+1}]} \|_{S_{1/2, \infty}} = \| Q_{\varphi_n}^{[0,1]} \|_{S_{1/2, \infty}} \leq C \| \varphi_n \|_{BV[0,1]}
\leq C' 2^n \int_{2^n}^{\infty} |d\varphi|.
\]
By Theorem 5.3, we thus have
\[
\sum_{n \in \mathbb{Z}} \left( \| \mathcal{P}_{A^{(0)}} Q_{\varphi} \|_{S_{1/2, \infty}} \right)^{1/2} < \infty
\]
and it follows from Lemma 7.6 (or as in the proof of Lemma 9.5 below) that \( \mathcal{P}_{A^{(0)}} Q_{\varphi} \in S_{1/2, \infty} \). By (9.12), \( Q_{\varphi} \in S_{1/2, \infty} \) too.

Theorem 9.2 is the best possible; for any reasonably smooth \( \varphi \), the singular numbers \( s_n(Q_{\varphi}) \) decrease like \( n^{-2} \) but not faster. More precisely, we have the following very precise result. Recall that a function in \( Y_{1/2} \) has locally bounded variation and thus is a.e. differentiable.

**Theorem 9.3.** Let \( \varphi \in Y_{1/2} \). Then
\[
n^2 s_n(Q_{\varphi}) \to n^{-2} \| \varphi' \|_{L^{1/2}} = n^{-2} \left( \int_0^\infty |\varphi'(x)|^{1/2} dx \right)^2 < \infty \text{ as } n \to \infty. \tag{9.13}
\]
Equivalently,
\[
\varepsilon^{1/2} |\{ n : s_n(Q_{\varphi}) > \varepsilon \}| \to \pi^{-1} \int_0^\infty |\varphi'(x)|^{1/2} dx < \infty \text{ as } \varepsilon \to 0. \tag{9.14}
\]
In particular, \( n^2 s_n(Q_{\varphi}) \to 0 \) as \( n \to \infty \) if and only if \( \varphi' = 0 \) a.e.

**Proof.** Note first that by the Cauchy–Schwarz inequality and (5.1),
\[
\int_0^\infty |\varphi'(x)|^{1/2} dx \leq \sum_{n \in \mathbb{Z}} 2^{n/2} \left( \int_{2^n}^{2^{n+1}} |\varphi'(x)| dx \right)^{1/2} \leq \| \varphi \|_{Y_{1/2}}^{1/2} < \infty. \tag{9.15}
\]
For smooth and positive symbols on a finite interval, (9.13) follows by standard Sturm–Liouville theory, see [LS, §1.2 with the transformation in §1.1]. Indeed, much more refined asymptotics of $s_n$ can be given [LS, Chapter 5].

We present here another proof that applies in the general case. We prove a sequence of lemmas. The first implies that (9.13) and (9.14) are equivalent.

**Lemma 9.4.** For any bounded operator $T$ on a Hilbert space,

$$\limsup_{\varepsilon \to 0} \varepsilon^{1/2}|\{ n : s_n > \varepsilon \}| = \left( \limsup_{n \to \infty} n^2 s_n \right)^{1/2}$$

and similarly with $\liminf$ instead of $\limsup$ on both sides.

**Proof.** If $\limsup_{\varepsilon \to 0} \varepsilon^{1/2}|\{ n : s_n > \varepsilon \}| < a$ for some $a > 0$, then for all small $\varepsilon$,

$$|\{ n : s_n > \varepsilon \}| < a \varepsilon^{-1/2}.$$  

Taking $\varepsilon = a^2(n+1)^{-2}$, we see that for large $n$, $s_n \leq \varepsilon$, and thus $(n+1)^2 s_n \leq a^2$, so $\limsup_{n \to \infty} n^2 s_n \leq a^2$. The converse is similar, and the second part follows similarly by reversing the inequalities. ■

**Lemma 9.5.** If $T_1, \ldots, T_N$ are bounded operators on Hilbert spaces $H_1, \ldots, H_N$, then

$$\left( \limsup_{n \to \infty} n^2 s_n(T_1 \oplus \cdots \oplus T_N) \right)^{1/2} \leq \sum_{k=1}^{N} \left( \limsup_{n \to \infty} n^2 s_n(T_k) \right)^{1/2}$$

and

$$\left( \liminf_{n \to \infty} n^2 s_n(T_1 \oplus \cdots \oplus T_N) \right)^{1/2} \geq \sum_{k=1}^{N} \left( \liminf_{n \to \infty} n^2 s_n(T_k) \right)^{1/2}.$$  

**Proof.** The singular numbers $s_n(T_1 \oplus \cdots \oplus T_N)$ consist of all $s_i(T_j)$, rearranged into a single nonincreasing sequence. Hence,

$$|\{ n : s_n(T_1 \oplus \cdots \oplus T_N) > \varepsilon \}| = \sum_{j=1}^{N} |\{ n : s_n(T_j) > \varepsilon \}|$$

and the result follows by Lemma 9.4. ■

For arbitrary sums we have the following estimate.

**Lemma 9.6.** If $T$ and $U$ are bounded operators in a Hilbert space, and $0 < \delta < 1$, then

$$\limsup_{n \to \infty} n^2 s_n(T + U) \leq (1 - \delta)^{-2} \limsup_{n \to \infty} n^2 s_n(T) + \delta^{-2} \limsup_{n \to \infty} n^2 s_n(U),$$

(9.16)

$$\liminf_{n \to \infty} n^2 s_n(T + U) \geq (1 - \delta)^2 \liminf_{n \to \infty} n^2 s_n(T) - \delta^{-2} \limsup_{n \to \infty} n^2 s_n(U).$$

(9.17)
Proof. By (2.1), \( s_n(T + U) \leq s_{[1-\delta]n}(T) + s_{[\delta]n}(U) \), and (9.16) follows, together with
\[
\liminf_{n \to \infty} n^2 s_n(T + U) \leq (1 - \delta)^{-2} \liminf_{n \to \infty} n^2 s_n(T) + \delta^{-2} \limsup_{n \to \infty} n^2 s_n(U)
\] (9.18)
Replacing here \( T \) by \( T + U \) and \( U \) by \( -U \), we obtain (9.17) by rearrangement. ■

Letting \( \delta \to 0 \) in (9.17) and (9.18), we obtain the following result by Fan [GK1].

**Lemma 9.7.** If \( T \) and \( U \) are bounded operators in a Hilbert space, \( \lim_{n \to \infty} n^2 s_n(T) \) exists and \( n^2 s_n(U) \to 0 \) as \( n \to \infty \), then \( \lim_{n \to \infty} n^2 s_n(T + U) = \lim_{n \to \infty} n^2 s_n(T) \).

**Lemma 9.8.** The set of \( \varphi \in Y_{1/2} \) such that (9.13) holds is a closed set.

Proof. Suppose that \( \varphi_k \to \varphi \) in \( Y_{1/2} \) and that (9.13) holds for each \( \varphi_k \). By Lemma 9.7 and Theorem 9.2, for every \( k \) and \( 0 < \delta < 1 \),
\[
\limsup_{n \to \infty} n^2 s_n(Q_{\varphi_k}) \leq (1 - \delta)^{-2} \limsup_{n \to \infty} n^2 s_n(Q_{\varphi_k}) + \delta^{-2} \limsup_{n \to \infty} n^2 s_n(Q_{\varphi - \varphi_k})
\]
\[
\leq (1 - \delta)^{-2} \pi^{-2} \| \varphi_k \|_{L_{1/2}} + C \delta^{-2} \| \varphi - \varphi_k \|_{Y_{1/2}}
\] (9.19)
and similarly
\[
\liminf_{n \to \infty} n^2 s_n(Q_{\varphi}) \geq (1 - \delta)^{-2} \pi^{-2} \| \varphi_k \|_{L_{1/2}} - C \delta^{-2} \| \varphi - \varphi_k \|_{Y_{1/2}}.
\] (9.20)
Moreover, by (9.13), \( \| (\varphi - \varphi_k)' \|_{L_{1/2}} \leq \| \varphi - \varphi_k \|_{Y_{1/2}} \to 0 \) as \( k \to \infty \), and so \( \| \varphi_k' \|_{L_{1/2}} \to \| \varphi' \|_{L_{1/2}} \). Letting first \( k \to \infty \) and then \( \delta \to 0 \) in (9.19) and (9.20), we obtain (9.13). ■

**Lemma 9.9.** If \( \varphi \) is linear on a finite interval \( I \), then
\[
n^2 s_n(Q_{\varphi}^I) \to \pi^{-2} \left( \int_I |\varphi'(x)|^{1/2} dx \right)^2 \text{ as } n \to \infty.
\]

Proof. Let \( \varphi(x) = \alpha + \beta x \) with \( \alpha, \beta \) complex numbers. Suppose first that \( I = [0,1] \). By the example at the beginning of the section and homogeneity,
\[
s_n(Q_{|\beta|+\beta}^I) = |\beta| \pi^{-2} (n + \frac{1}{2})^{-2}
\]
so \( n^2 s_n(Q_{|\beta|+\beta}^I) \to \pi^{-2} |\beta| \) as \( n \to \infty \). Since \( Q_{|\beta|+\beta}^I - Q_{|\beta|+\beta}^I = Q_{|\beta|+\beta}^I \) is a rank one operator, Lemma 9.7 (or, more simply, \( s_{n+1}(Q_{|\beta|+\beta}^I) \leq s_n(Q_{|\beta|+\beta}^I) \leq s_{n-1}(Q_{|\beta|+\beta}^I) \)) yields
\[
n^2 s_n(Q_{\varphi}^I) \to \pi^{-2} |\beta| = \pi^{-2} \left( \int_I |\varphi'(x)|^{1/2} dx \right)^2.
\] (9.21)
If \( I = [0, a] \), we have by Lemma 2.1 and (9.21)
\[
n^2 s_n(Q^I_\phi) = n^2 s_n(Q^{[0,1]}_\phi) \to \pi^{-2} a^2 |\beta| = \pi^{-2} \left( \int_I |\phi'(x)|^{1/2} dx \right)^2,
\]
and the general case follows by translation invariance. 

**Completion of the proof of Theorem 9.3.**

Step 1. \( \phi \) is piecewise linear on \([0, 1]\) and \( \phi = 0 \) on \((1, \infty)\). Let \( 0 = t_0 < t_1 < \ldots < t_N = 1 \) be such that \( \phi \) is linear on every \( I_i = [t_{i-1}, t_i], \) \( i = 1, \ldots, N \). Let \( H_i = L^2(I_i) \), so \( L^2[0, 1] = H_1 \oplus \cdots \oplus H_N \), and let \( P_i : L^2[0, 1] \to H_i \) denote the orthogonal projection.

Since each \( P_i Q_\phi P_j, i \neq j \), has rank 1, \( Q_\phi - \sum_{i=1}^N P_i Q_\phi P_i \) has finite rank and by Lemma 9.7 (or directly), it suffices to consider \( \sum_{i=1}^N P_i Q_\phi P_i = Q^{I_1}_\phi \oplus \cdots \oplus Q^{I_N}_\phi \).

By Lemma 9.9,
\[
n^2 s_n(Q^{I_1}_\phi) \to \pi^{-2} \left( \int_{t_{i-1}}^{t_i} |\phi'(x)|^{1/2} dx \right)^2,
\]
and thus Lemma 9.3 yields
\[
\left( \lim_{n \to \infty} n^2 s_n \left( \sum_{i=1}^N P_i Q_\phi P_i \right) \right)^{1/2} = \sum_{i=1}^N \left( \lim_{n \to \infty} n^2 s_n(Q^{I_i}_\phi) \right)^{1/2} = \pi^{-1} \int_0^1 |\phi'(x)|^{1/2} dx,
\]
which proves (9.13).

Step 2. \( \phi \) is absolutely continuous on \([0, 1]\) and \( \phi = 0 \) on \((1, \infty)\). Approximate \( \phi' \) by step functions \( h_n \) such that \( \|\phi' - h_n\|_{L^1[0,1]} < 1/n \), and let
\[
\psi_n(x) = \begin{cases} 
\phi(0) + \int_0^x h_n(y) dy, & x \leq 1, \\
0, & x > 1.
\end{cases}
\]
Then (9.13) holds for each \( \psi_n \) by Step 1, and \( \psi_n \to \phi \) in \( BV[0,1] \) and thus in \( Y_{1/2} \), see Corollary 5.3, so (9.13) holds by Lemma 9.3.

Step 3. \( \phi \) has bounded variation on \([0, 1]\), \( \phi = 0 \) on \((1, \infty)\) and \( \phi \) is singular, i.e., \( \phi' = 0 \) almost everywhere. We may assume that \( \phi \) is right-continuous. Then \( \phi(x) = \phi(0) + \int_0^x d\mu \) for some singular complex measure \( \mu \) supported on \([0,1]\).

Given any \( \varepsilon > 0 \), there thus exists a sequence of intervals \( (I_i)_i^\infty \) in \([0,1]\) such that \( \sum_{i=1}^\infty |I_i| < \varepsilon \) and \( |\mu|(0,1) \setminus \bigcup_{i=1}^\infty I_i) = 0 \). Let \( N \) be a positive integer such that \( |\mu|([0,1] \setminus \bigcup_{i=1}^N I_i) < \varepsilon \).

We may assume that each \( I_i \) is closed, and by combining any two of \( I_1, \ldots, I_N \) that overlap, we may assume that \( I_1, \ldots, I_N \) are disjoint. The complement \( [0,1] \setminus \bigcup_{i=1}^N I_i \) is also a finite disjoint union of intervals, say \( \bigcup_{j=1}^M J_j \).

For each interval \( I, \) Theorem 9.1 and Lemma 2.1 yield
\[
\sup_{n \geq 1} n^2 s_n(Q^I_\phi) \leq C|I||\phi||_{BV(I)} \leq C|I||\mu|(I).
\]

(9.22)
Moreover, as in Step 1 of the proof,

\[ Q_\varphi = Q_{\varphi_1}^I \oplus \cdots \oplus Q_{\varphi_N}^I \oplus Q_{\varphi_1}^J \oplus \cdots \oplus Q_{\varphi_M}^J + R, \]

where \( R \) has finite rank. Hence, by Lemma 9.5, (9.22) and the Cauchy–Schwarz inequality,

\[
\left( \limsup_{n \to \infty} n^2 s_n(Q_\varphi) \right)^{1/2} \leq \sum_{i=1}^{N} \left( \limsup_{n \to \infty} n^2 s_n(Q_{\varphi_i}^I) \right)^{1/2} + \sum_{j=1}^{M} \left( \limsup_{n \to \infty} n^2 s_n(Q_{\varphi_j}^J) \right)^{1/2}
\]

\[
\leq C \left( \sum_{i=1}^{N} |I_i| \right)^{1/2} \left( \sum_{i=1}^{N} |\mu|(I_i) \right)^{1/2}
\]

\[
+ C \left( \sum_{j=1}^{M} |J_j| \right)^{1/2} \left( \sum_{j=1}^{M} |\mu|(J_j) \right)^{1/2}
\]

\[
\leq C \varepsilon^{1/2} (|\mu|[0, 1])^{1/2} + C \cdot 1 \cdot \varepsilon^{1/2}.
\]

The result \( n^2 s_n(Q_\varphi) \to 0 \) follows by letting \( \varepsilon \to 0 \).

**Step 4.** \( \varphi \) has bounded variation on \((0, a)\) and \( \varphi = 0 \) on \((a, \infty)\) for some \( a > 0 \).

By Lemma 2.1, it suffices to consider the case \( a = 1 \). We can decompose \( \varphi = \varphi_a + \varphi_s \) on \([0, 1]\), with \( \varphi_a \) absolutely continuous and \( \varphi_s \) singular; let \( \varphi_a = \varphi_s = 0 \) on \((1, \infty)\).

By Steps 2 and 3,

\[ n^2 s_n(Q_{\varphi_a}) \to \pi^{-2} \|\varphi_a'\|_{1/2} = \pi^{-2} \|\varphi'\|_{1/2} \]

and \( n^2 s_n(Q_{\varphi_a}) \to 0 \), and the result follows by Lemma 9.1.

**Step 5.** \( \varphi \in Y_{1/2} \) is arbitrary. Define, for \( N \geq 1 \),

\[
\varphi_N(x) = \begin{cases} 
\varphi(1/N) - \varphi(N), & 0 < x \leq 2^{-N}, \\
\varphi(x) - \varphi(N), & 2^{-N} < x \leq 2^N, \\
0, & 2^N < x.
\end{cases}
\]

It is easily seen that each \( \varphi_N \) has bounded variation and that \( \|\varphi - \varphi_N\|_{Y_{1/2}} \to 0 \) as \( N \to \infty \), cf. (5.1). Thus the result follows by Step 4 and Lemma 9.8.

As corollaries, we obtain new proofs of some results from \S 8.

**Corollary 9.10.** If \( I \) is a finite interval and \( \varphi \) has bounded variation on \( I \), then

\[ n^2 s_n(Q_{\varphi}^I) \to \pi^{-2} \left( \int_{I} |\varphi'(x)|^{1/2} dx \right)^2 \quad \text{as} \ n \to \infty. \]
Proof. By translation invariance, we may assume $I = [0,a]$. Then, defining $\varphi = 0$ outside $I$, we have $\varphi \in Y_{1/2}$ by Corollary \ref{cor:bounded_variation}, and the result follows by Theorem \ref{thm:bounded_variation}.

Corollary 9.11. If $\varphi$ has locally bounded variation and $Q_\varphi \in S_{1/2}$, then $\varphi' = 0$ a.e.

Proof. If $0 < a < b < \infty$, then $\varphi$ has bounded variation on $[a,b]$, and since

$$n^2 s_n(Q_{[a,b]}^+) \leq n^2 s_n(Q_\varphi) \to 0,$$

Corollary \ref{cor:weak_convergence} yields $\int_a^b |\varphi'|^{1/2} = 0$. Hence, $\varphi' = 0$ a.e. \qed

Corollary 9.12. If $\varphi$ is locally absolutely continuous and $Q_\varphi \in S_{1/2}$, then $\varphi = 0$ a.e.

Remark. More generally, in the last two corollaries, $S_{1/2}$ can be replaced by any Schatten–Lorentz space $S_{1/2,q}$ with $q < \infty$.

10. More on $p = 1$

Although $\varphi \in X_1$ does not imply $Q_\varphi, Q_\varphi^+ \in S_1$, the corresponding weak results hold. There is, however, a striking difference between $Q_\varphi$ and $Q_\varphi^+$; as is shown in (ii) and (iii) below, for every $\varphi \in X_1$ not a.e. equal to 0, $ns_n \to 0$ for $Q_\varphi$ but not for $Q_\varphi^+$. (Note that Theorem \ref{thm:bounded_variation} implies that nothing can be said about the rate of convergence of $ns_n(Q_\varphi)$ to 0. In particular, if $q < \infty$, then $\varphi \in X_1$ does not imply that $Q_\varphi \in S_{1,q}$.)

Theorem 10.1. If $\varphi \in X_1$ then the following hold:

(i) $Q_\varphi, Q_\varphi^+, Q_\varphi^- \in S_{1,\infty}$.
(ii) $ns_n(Q_\varphi^-) \to 0$ as $n \to \infty$.
(iii) $ns_n(Q_\varphi^+) = ns_n(Q_\varphi^-) \to \pi^{-1} \int_0^\infty |\varphi(x)| \, dx$ as $n \to \infty$.

Proof. Since $X_1 \subset X_\infty$, $Q_\varphi^+$ is bounded by Theorem \ref{thm:bounded_variation}. By Theorem \ref{thm:weak_convergence},

$$\left(Q_\varphi^+\right)^* Q_\varphi^+ = Q_\Phi$$

where $\Phi(x) = \int_x^\infty |\varphi(y)|^2 \, dy$. By (1.5), $x^{1/2} \Phi(x)^{1/2} \in L^1(dx/x)$, so $\Phi \in Y_{1/2}$ by Theorem \ref{thm:bounded_variation} and hence $Q_\Phi \in S_{1/2,\infty}$ by Theorem \ref{thm:bounded_variation}. Consequently, $Q_\varphi^+ \in S_{1,\infty}$.

The same holds for $Q_\varphi^- = (Q_\varphi^+)^*$ and $Q_\varphi = Q_\varphi^+ + Q_\varphi^-$. Moreover, $s_n(Q_\Phi) = s_n(Q_\varphi^{+\cdot\cdot\cdot2}$, and thus (iii) follows from Theorem \ref{thm:weak_convergence} applied to $\Phi$.

For (ii), we observe that $\varphi \mapsto Q_\varphi$ thus is a bounded linear map $X_1 \to S_{1,\infty}$, and that the set of $C^1$ functions with compact support is dense in $X_1$ and mapped (by
Theorem 9.2) into the closed subspace $S_{1,\infty}^0 = \{ T \in S_{1,\infty} : ns_n(T) \to 0 \text{ as } n \to \infty \}$ of $S_{1,\infty}$. Hence $Q_\varphi \in S_{1,\infty}^0$ for every $\varphi \in X_1$. 

**Remark.** Under considerably more restrictive conditions on $\varphi$, Theorem 10.1 (iii) was obtained in [EEH]. See also the related result in [GK1, Remark IV.8.3] and [GK2, Theorem III.2.4].

**Remark.** For the related operators $Q_{\mu}^+$, we similarly obtain that if $x\mu(x, \infty) \in L^{1/2}(dx/x)$, then $Q_{\mu}^+ \in S_{1,\infty}$, and

$$ns_n(Q_{\mu}^+) \to \pi^{-1} \int_0^\infty \left(\frac{d\mu}{dx}\right)^{1/2} dx \text{ as } n \to \infty,$$

where $\frac{d\mu}{dx}$ is the Radon–Nikodym derivative of $\mu$. In particular, for such $\mu$, $ns_n(Q_{\mu}^+) \to 0$ if and only if $\mu$ is singular.

We saw earlier that $\varphi \in X_1$ is not enough to insure that $Q_\varphi$ is in the trace class. Furthermore the previous theorem shows that if $\varphi \in X_1$ then neither $Q_\varphi^+$ nor $Q_\varphi^-$ will be in the trace class. However, the combination of size and regularity results for singular numbers given in the previous theorem does insure that these operators have a well defined Dixmier trace. Because of the recent interest in the Dixmier trace we digress briefly to record this observation. For more about the Dixmier trace and its uses we refer to IV.2.3 of [C].

Let $\ell^\infty$ be the space of bounded sequences indexed by non-negative integers and let $c_1$ be the closed subspace consisting of sequences $\{a_n\}$ for which $\lim_n a_n$ exists. It follows from the Hahn–Banach theorem that the functional $\lim(\cdot)$ which is defined on $c_1$ has a positive continuous extension, $\lim_\omega(\cdot)$, to all of $\ell^\infty$. By saying $\lim_\omega(\cdot)$ is positive we mean that if $a_n \geq 0$ for $n = 0, 1, 2, \ldots$ then $\lim_\omega(\{a_n\}) \geq 0$. This extension is not unique and we are using the subscript $\omega$ to denote the particular choice. It was noted by Dixmier in [D] that $\lim_\omega(\cdot)$ can also be selected to have the following scaling property:

$$\lim_\omega (a_0, a_1, a_1, a_1, a_2, a_2, \ldots) = \lim_\omega (a_0, a_1, a_2, \ldots).$$

A simple proof is in [C]. (Although the scaling is important for the general theory it has no role in our discussion.)

Consider now the operator ideal $S_\Omega \supset S_{1,\infty}$ that consists of the operators $T$ on Hilbert space such that

$$\|T\|_{S_\Omega} \overset{\text{def}}{=} \sup_{n \geq 0} \frac{\sum_{k=0}^n s_k(T)}{\sum_{k=0}^{n+1} \frac{1}{k+1}} < \infty. \quad (10.1)$$
Suppose that \( T \in S_\Omega \). For a fixed choice of \( \lim_{\omega} \) we define a Dixmier trace, \( \text{trace}_\omega(\cdot) \), as follows. For positive \( T \in S_\Omega \) set
\[
\text{trace}_\omega(T) = \lim_{\omega} \left\{ \left( \frac{1}{\log(n + 2)} \sum_{k=0}^{n} s_k(T) \right) \right\}.
\]
Although perhaps not obvious at first glance, it is not difficult to see that, in fact, if \( T_1 \) and \( T_2 \) are two positive operators in \( S_\Omega \) then \( \text{trace}_\omega(T_1 + T_2) = \text{trace}_\omega(T_1) + \text{trace}_\omega(T_2) \). A proof of this is also in [C]. Using this fact, the functional trace \( \text{trace}_\omega(\cdot) \) can be extended uniquely by linearity to all of \( T \in S_\Omega \). For \( T \in S_\Omega \) the value of \( \text{trace}_\omega(T) \) need not be independent of \( \omega \). However, there are certain operators for which \( \text{trace}_\omega(T) \) is independent of \( \omega \). Such operators are defined to be measurable. In this case we will write \( \text{trace}_D(T) \) for this common value and refer to it as the Dixmier trace of \( T \).

**Corollary 10.2.**

(i) If \( \varphi \in X_1 \), then the operators \(|Q_\varphi^+|\) and \(|Q_\varphi^-|\) are measurable and
\[
\text{trace}_D(|Q_\varphi^+|) = \text{trace}_D(|Q_\varphi^-|) = \frac{1}{\pi} \int_0^\infty |\varphi(x)|dx.
\]

(ii) If \( \varphi \in Y_{1/2} \), then \(||Q_\varphi||^{1/2}|\) is measurable and
\[
\text{trace}_D(||Q_\varphi||^{1/2}|) = \frac{1}{\pi} \int_0^\infty |\varphi'(x)|^{1/2}dx.
\]

(iii) If \( \varphi \in X_1 \), then \( Q_\varphi \) is measurable and
\[
\text{trace}_D(Q_\varphi) = 0.
\]

(iv) If \( \varphi \in X_1 \), then \( Q_\varphi^+ \) and \( Q_\varphi^- \) are measurable and
\[
\text{trace}_D(Q_\varphi^+) = \text{trace}_D(Q_\varphi^-) = 0.
\]

**Proof.** We start with (i). From the very definitions \( s_n(|Q_\varphi^+|) = s_n(Q_\varphi^+) \) and hence, the previous theorem gives the asymptotic behavior of \( \{ s_n(|Q_\varphi^+|) \}_{n \geq 0} \). Those asymptotics, together with the fact that \( |Q_\varphi^+| \) is a positive operator, insure that \( |Q_\varphi^+| \) is measurable and has the indicated Dixmier trace. A similar argument applies to \( |Q_\varphi^-| \) and, after noting that \( s_n(||Q_\varphi||^{1/2}|) = s_n(Q_\varphi)^{1/2} \) and taking note of Theorem 9.3, to part (ii).

We now consider (iii). By Theorem 10.1, we have \( \lim_{n \to \infty} n s_n(Q_\varphi) = 0 \). Also \( s_n(Q_\varphi) = s_n(Q_\varphi^+) \). Thus by (2.1), \( \lim_{n \to \infty} n s_n((Q_\varphi + Q_\varphi^+)/2) = 0 \). We now use the spectral projection to write \( \frac{1}{2}(Q_\varphi + Q_\varphi^+) \) as a difference of two positive operators \( \frac{1}{2}(Q_\varphi + Q_\varphi^+) \pm \) and note that we will have
\[
\lim_{n \to \infty} n s_n \left( \frac{1}{2}(Q_\varphi + Q_\varphi^+) \pm \right) = 0.
\]
Arguing similarly with the skew-adjoint part of $Q_\varphi$, we realize $Q_\varphi$ as a linear combination of four positive operators each of which have singular numbers which tend to zero more rapidly than $n^{-1}$. Those positive operators are certainly measurable and have Dixmier trace zero. The result we want now follows by the linearity of $\text{trace}_D(\cdot)$.

For (iv) we first pick and fix a choice $\text{trace}_\omega(\cdot)$. Assume for the moment that $\varphi$ is real, supported in $[0,1]$ and in $L^2$. $R_\varphi \overset{\text{def}}{=} Q^+_\varphi - Q^{+s}_\varphi = Q^+ - Q^-_\varphi$ has real anti-symmetric kernel. Thus it is normal and its eigenvalues are imaginary and symmetric. Hence, $iR_\varphi$ is symmetric and its positive and negative parts, $(iR_\varphi)_\pm$ are unitarily equivalent. Thus

$$\text{trace}_\omega(R_\varphi) = -i \text{trace}_\omega((iR_\varphi)_+) + i \text{trace}_\omega((iR_\varphi)_-) = 0.$$ 

Taking note of the fact that $\lim_\omega(\cdot)$ is continuous on $\ell^\infty$ and of the norm estimates implicit in the previous theorem we see that we can extend this result by linearity and continuity and conclude that $\text{trace}_\omega(R_\varphi) = 0$ for all $\varphi \in X_1$. Now we use the fact that $\omega$ was arbitrary to conclude $\text{trace}_D(R_\varphi) = 0$. By linearity this result together with the result in (iii) yields (iv).

For a function $\varphi$ defined on a finite or infinite interval $I$, we define the standard and $L^p$ moduli of continuity by

$$\omega_\varphi^{(\infty)}(h; I) \overset{\text{def}}{=} \sup \{|\varphi(x) - \varphi(y)| : x, y \in I, |x - y| \leq h\},$$
$$\omega_\varphi^{(p)}(h; I) \overset{\text{def}}{=} \sup_{0 \leq s \leq h} \left( \int_{I \cap (I-s)} |\varphi(x+s) - \varphi(x)|^p \, dx \right)^{1/p}, \quad 1 \leq p < \infty,$$

where $0 < h \leq |I|$ and $I - s = \{x - s : x \in I\} = \{x : x + s \in I\}$. It follows easily from Minkowski’s inequality that

$$\omega_\varphi^{(p)}(h; I) \leq 2\omega_\varphi^{(p)}(h/2; I), \quad 1 \leq p \leq \infty.$$ 

Note further that for a finite interval $I$,

$$\omega_\varphi^{(p)}(h; I) \leq |I|^{1/p-1/q} \omega_\varphi^{(q)}(h; I), \quad p < q \leq \infty.$$ 

We often omit $I$ from the notation.

An alternative $L^p$ modulus of continuity is defined by

$$\tilde{\omega}_\varphi^{(p)}(h; I) \overset{\text{def}}{=} \left( (2h)^{-1} \int_{x,y \in I} |\varphi(x) - \varphi(y)|^p \, dx \, dy \right)^{1/p}.$$ 

This is equivalent to $\omega_\varphi^{(p)}(h; I)$ defined above by the following lemma, which probably is well-known to some experts.
Lemma 10.3. Let $1 \leq p < \infty$. Then, with $C_p$ depending on $p$ only,
\[
\tilde{\omega}_\varphi^{(p)}(h; I) \leq \omega_\varphi^{(p)}(h; I) \leq C_p \tilde{\omega}_\varphi^{(p)}(h; I).
\]

Proof. The left hand inequality follows by
\[
(\tilde{\omega}_\varphi^{(p)}(h; I))^p = \frac{1}{h} \int_{x, y \in I} |\varphi(y) - \varphi(x)|^p \, dx \, dy
\]

\[
= \frac{1}{h} \int_0^h \int_{x \in I \cap (I-s)} |\varphi(x+s) - \varphi(x)|^p \, dx \, dy \leq (\omega_\varphi^{(p)}(h; I))^p.
\]

For the converse, we assume for convenience that $I = [0, 1]$. The result then follows for every finite $I$ by a linear change of variables, and for infinite $I$ by considering $I \cap [-n, n]$ and letting $n \to \infty$. Thus $I = [0, 1]$ and $I \cap (I-s) = [0, 1-s]$.

Let $\varphi_s(x) = \varphi(x+s)$. Assume first that $h \leq 1/2$. Then, for $0 \leq s, t \leq h$, by Minkowski’s inequality,
\[
\|\varphi - \varphi_s\|_{L^p[0, 1/2]}^p \leq C_p \|\varphi - \varphi_t\|_{L^p[0, 1/2]}^p + C_p \|\varphi - \varphi_t\|_{L^p[0, 1/2]}^p.
\]

Averaging over $t \in [0, h]$ we find
\[
\|\varphi - \varphi_s\|_{L^p[0, 1/2]}^p \leq C_p \int_0^h \int_0^{1/2} \left( |\varphi(x) - \varphi(x+t)|^p + |\varphi(x+s) - \varphi(x+t)|^p \right) dx \, dt
\]

\[
\leq C_p \int_0^h \int_{x, y \in [0, 1]} |\varphi(y) - \varphi(x)|^p \, dx \, dy = C_p (\tilde{\omega}_\varphi^{(p)}(h; [0, 1]))^p.
\]

A similar argument, now taking $s-h \leq t \leq s$, yields the same estimate for $\|\varphi - \varphi_s\|_{L^p[1/2-s, s]}^p$ and summing we find
\[
\|\varphi - \varphi_s\|_{L^p[0, 1-s]} \leq C_p \tilde{\omega}_\varphi^{(p)}(h; [0, 1])
\]
(10.5)

for every $0 \leq s \leq h$, which proves the result for $h \leq 1/2$.

If $1/2 < h \leq 1$, the result follows from the case $h \leq 1/2$ and (10.3). □

For simplicity, we state the following lemma for $I = [0, 1]$ only.

Lemma 10.4. Let $1 \leq p < \infty$. If $\varphi \in L^p[0, 1]$ and $0 < t \leq 1$, there exists a decomposition $\varphi = \varphi_0 + \varphi_1$ with
\[
\|\varphi_0\|_{L^p[0, 1]} \leq C_p \omega_\varphi^{(p)}(t) \quad \text{and} \quad \|\varphi_1\|_{BV[0, 1]} \leq C_p t^{-1} \omega_\varphi^{(p)}(t).
\]

In other words, the Peetre $K$-functional (see [BL]), can be estimated by
\[
K(t, \varphi; L^p[0, 1], BV'[0, 1]) \leq C_p \omega_\varphi^{(p)}(t), \quad 0 < t \leq 1.
\]
Proof. Take \( \varphi_1(x) = \frac{1}{t} \int_{(1-t)x}^{(1-t)x+t} \varphi(y) \, dy \) and \( \varphi_0 = \varphi - \varphi_1 \). Then \( \varphi_1 \) is absolutely continuous, and thus
\[
\|\varphi_1\|_{BV} = \int_0^1 |\varphi_1'(x)| \, dx = \frac{1-t}{t} \int_0^1 |\varphi((1-t)x + t) - \varphi((1-t)x)| \, dx
\]
\[
= \frac{1}{t} \int_0^{1-t} |\varphi(y + t) - \varphi(y)| \, dy
\]
\[
\leq \frac{1}{t} \left( \int_0^{1-t} |\varphi(y + t) - \varphi(y)|^p \, dy \right)^{1/p} \leq \frac{1}{t} \omega^{(p)}(t).
\]
Moreover, using Hölder’s inequality again,
\[
|\varphi_0(x)|^p = \left| \frac{1}{t} \int_{(1-t)x}^{(1-t)x+t} (\varphi(x) - \varphi(y)) \, dy \right|^p \leq \frac{1}{t} \int_{(1-t)x}^{(1-t)x+t} |\varphi(x) - \varphi(y)|^p \, dy
\]
and thus
\[
\int_0^1 |\varphi_0(x)|^p \leq \frac{1}{t} \int \int_{x,y \in [0,1], |y-x|<t} |\varphi(y) - \varphi(x)|^p \, dx \, dy = 2 \left( \omega^{(p)}(t) \right)^p.
\]

Theorem 10.5. If \( I \) is a finite interval and \( \varphi \in L^2(I) \), then
\[
s_n(Q^I_\varphi) \leq C \frac{|I|^{1/2}}{n} \omega^{(2)} \left( \frac{|I|}{n} \right) \leq C \frac{|I|}{n} \omega^{(\infty)} \left( \frac{|I|}{n} \right), \quad n \geq 1.
\]

Proof. By a linear change of variables, we may assume that \( I = [0,1] \), cf. Lemma 2.1. Then, using the decomposition given by Lemma 10.4 with \( t = 1/n \), (2.1), Theorem 10.1 and Theorem 9.1, we find, for \( n \geq 1 \),
\[
s_{2n-1}(Q_\varphi) \leq s_{n-1}(Q_{\varphi_0}) + s_n(Q_{\varphi_1}) \leq Cn^{-1}\|\varphi_0\|_{L^2} + Cn^{-2}\|\varphi_1\|_{BV} \leq Cn^{-1}\omega^{(2)}(1/n),
\]
and the result follows, using (10.3) and (10.4). \( \square \)

In particular, we see that a Dini condition implies \( Q_\varphi \in S_1 \).

Corollary 10.6. If \( \varphi \in L^2[0,1] \) is such that \( \int_0^1 \omega^{(2)}(t) \frac{dt}{t} < \infty \), in particular if \( \int_0^1 \omega^{(\infty)}(t) \frac{dt}{t} < \infty \), then \( Q^{[0,1]}_\varphi \in S_1 \).

Proof. Theorem 3.1 shows that \( Q_\varphi \) is bounded, and Theorem 10.5 yields
\[
\sum_{n=2}^\infty s_n(Q_\varphi) \leq C \sum_{n=2}^\infty \frac{1}{n} \omega^{(2)} \left( \frac{1}{n} \right) \leq C \int_0^1 \omega^{(\infty)}(t) \frac{dt}{t}.
\]

By a simple change of variables, Corollary 10.6 applies to other finite intervals too. Moreover, for functions \( \varphi \) on \( \mathbb{R}_+ \), we have the following corresponding sufficient conditions for \( Q_\varphi \in S_1 \).
Theorem 10.7. If $\varphi \in X_1$ and
\[ \sum_{n=-\infty}^{\infty} 2^{n/2} \int_0^{2^n} \omega_\varphi^{(2)}(t; [2^n, 2^{n+1}]) \frac{dt}{t} < \infty \]
then $Q_\varphi \in S_1$.

Proof. Let $I_n = [2^n, 2^{n+1}]$. Then Theorem 10.5 yields
\[ \|Q_\varphi^{I_n}\|_{S_1} = \sum_{k=0}^{\infty} s_k(Q_\varphi^{I_n}) \leq 2\|Q_\varphi\|_{S_1} + C|I_n|^{1/2} \sum_{k=2}^{\infty} \int_0^{2^n} \omega_\varphi^{(2)}(t; I_n) \frac{dt}{t} \]
and the result follows by Theorem 6.4 and (1.3). □

Corollary 10.8. If $\varphi \in X_1$ and
\[ \sum_{n=-\infty}^{\infty} 2^n \int_0^{2^n} \omega_\varphi^{(\infty)}(t; [2^n, 2^{n+1}]) \frac{dt}{t} < \infty \]
then $Q_\varphi \in S_1$. □

Note that for the functions $\varphi_N$ considered in Theorem 6.5, the estimate of the singular numbers in Theorem 10.5 is sharp (within a constant factor) and the estimates of the $S_1$ norm implicit in Corollary 10.6, Theorem 10.7 and Corollary 10.8 are of the right order.

We do not know whether the condition in Theorem 10.7 is necessary, but we will give a related necessary condition using the $L^1$ modulus of continuity in §13.

We have in these applications of Theorem 10.5 considered $S_1$ only, but the same arguments apply to $S_p$ for other $p$ too. In particular, Theorem 10.7 extends as follows (see the remark after Theorem 6.4).

Theorem 10.9. Let $1/2 < p \leq 1$. If $\varphi \in X_p$ and
\[ \sum_{n=-\infty}^{\infty} 2^n \int_0^{2^n} \left( \omega_\varphi^{(2)}(t; [2^n, 2^{n+1}]) \right)^p t^{p-2} dt < \infty, \]
then $Q_\varphi \in S_p$. □

Note also the following immediate consequence of Theorem 10.5.

Corollary 10.10. If $I$ is a finite interval and $\varphi$ satisfies a Hölder (Lipschitz) condition $|f(x) - f(y)| \leq C|x - y|^{\alpha}$ for $x, y \in I$, where $0 < \alpha \leq 1$, then $Q_\varphi \in S_{1/(1+\alpha)}$ and thus $Q_\varphi \in S_p$ for every $p > 1/(1 + \alpha)$. □
11. Averaging projection

In this section we study properties of the averaging projection onto the set of operators of the form $Q_\psi$. Let us first define the averaging projection on $S_2$. Let $T$ be an operator on $L^2(\mathbb{R}_+)$ of class $S_2$ with kernel function $k = k_T \in L^2((\mathbb{R}_+)^2)$. We define the function $\varphi$ on $\mathbb{R}_+$ by

$$\varphi(x) = \frac{1}{2x} \left( \int_0^x k(x,t)dt + \int_0^x k(s,x)ds \right), \quad x > 0.$$  \hfill (11.1)

We define the averaging projection $Q$ on $S_2$ by

$$QT \overset{\text{def}}{=} Q_\varphi.$$  \hfill (11.2)

It is not hard to see that if $Q_\psi \in S_2$, then $Q_\psi Q_\psi = Q_\psi$. It is also easy to see that $\|QT\|_{S_2} \le \|T\|_{S_2}$ for any $T \in S_2$, and so $Q$ is the orthogonal projection of $S_2$ onto the set of operators of the form $Q_\psi$.

We show in this section that $Q$ is a bounded linear operator on $S_p$ for $1 < p \le 2$. This allows us to define by duality the projection $Q$ on the classes $S_p$ for $2 \le p < \infty$. We also show that $Q$ is unbounded on $S_1$ but it has weak type $(1,1)$, i.e., $s_n(QT)(1+n) \le \text{const} \|T\|_{S_1}$. Finally, we use this result to show that $Q$ maps the Matsaev ideal into the set of compact operators.

**Theorem 11.1.** Let $1 < p \le 2$. Then $Q$ is a bounded projection on $S_p$.

**Proof.** Let $T$ be an integral operator in $S_p$ with kernel function $k$ and let $\varphi$ be defined by (11.1). We have to show that $\varphi \in X_p$ (see the definition in the Introduction). We can identify in a natural way the dual space $X_p^*$ with the space $Z_{p'}$ of functions $f$ on $\mathbb{R}_+$ such that

$$\sum_{k \in \mathbb{Z}} 2^{-np'/2} \left( \int_{2^n}^{2^{n+1}} |f(x)|^2 \, dx \right)^{p'/2} < \infty$$

with respect to the pairing

$$(\varphi, f) = \int_0^\infty \varphi(x)f(x) \, dx.$$  \hfill (11.2)

Here $p' = p/(p-1)$. Suppose that $f$ is a function on $(0, \infty)$. Define the function $\psi$ on $\mathbb{R}_+$ by $\psi(x) = \frac{f(x)}{2x}$, $x > 0$. It is straightforward to see from the definition of the $X_p$ spaces that $f \in X_p^*$ if and only if $\psi \in X_{p'}$ and the norm of $f$ in $X_p^*$ and the norm of $\psi$ in $X_{p'}$ are equivalent. It is also easy to see that for $1 < p < \infty$ the space $X_p$ is reflexive.

Let us show that if $f$ is a bounded function in $X_p^*$ with compact support in $(0, \infty)$, then

$$(\varphi, f) = \text{trace} \, TQ_\psi.$$  \hfill (11.3)
We have
\[
\text{trace} \, TQ_\psi = \iint_{\mathbb{R}^2_+} k(x,y)\psi(\max\{x,y\}) \, dxdy
\]
\[
= \int_0^\infty \psi(x) \left( \int_0^x k(x,t) \, dt + \int_0^x k(s,x) \, ds \right) \, dx 
\]
\[
= \int_0^\infty 2x\psi(x)\varphi(x) \, dx = \int_0^\infty \varphi(x)f(x) \, dx.
\]

It follows that
\[
\sup\{\|\langle\varphi,f\rangle\| : f \in X_p^*, \|f\|_{X_p^*} \leq 1\} \leq \text{const} \|T\|_{S_p} \sup\{\|Q_\psi\|_{S_{p'}} : \|\psi\|_{X_{p'}} \leq 1\}
\]
\[
\leq \text{const} \|T\|_{S_p}
\]
by Theorem 3.3. It follows that \(\varphi \in X_p\), and again by Theorem 3.3, \(QT \in S_p\). 

Theorem 11.1 allows us to define for \(1 < p < 2\) the adjoint operator \(Q^*\) on \(S_{p'}\). Since \(Q\) is an orthogonal projection on \(S_2\), \(Q\) is a self-adjoint operator on \(S_2\). We denote the adjoint operator \(Q^*\) on \(S_{p'}\) by the same symbol \(Q\).

Thus we can consider the projection \(Q\) on any class \(S_p\) with \(1 < p < \infty\). It is easy to show that if \(T\) is an integral operator with kernel function \(k\) of class \(S_p\), \(2 < p < \infty\), then \(QT = Q\varphi\), where \(\varphi\) is defined by (11.1) and \(Q\varphi \in S_p\). We are going to prove that for any \(T \in S_p\), \(2 < p < \infty\), the operator \(QT\) has the form \(Q\varphi\) for a function \(\varphi \in X_p\).

**Theorem 11.2.** Let \(T\) be an operator of class \(S_p\), \(2 < p < \infty\). Then there exists a function \(\varphi \in X_p\) such that \(QT = Q\varphi\).

**Proof.** Let \(X_p\) be the space of operators of the form \(Q\varphi\) with \(\varphi \in X_p\). Clearly, \(X_p\) is a Banach space with norm
\[
\|Q\varphi\|_{X_p} = \|\varphi\|_{X_p}.
\]
It follows from Theorems 11.1 and 3.3 that for \(T \in S_2\)
\[
\|QT\|_{X_p} \leq \text{const} \|QT\|_{S_{p'}} \leq \text{const} \|T\|_{S_{p'}}.
\]
Since \(S_2\) dense in \(S_{p'}\), it follows that \(QT \in X_p\) for any \(T \in S_{p'}\).

We consider now the behavior of \(Q\) on \(S_1\). It follows from Theorem 11.1 that if \(T \in S_1\), then \(QT \in S_{p'}\) for any \(p > 1\). The next result shows that \(QT\) does not have to be in \(S_1\) but it has to be in \(S_{1,\infty}\).

**Theorem 11.3.** (i) There exists an operator \(T\) in \(S_1\) such that \(QT \notin S_1\).
(ii) $Q$ has weak type $(1, 1)$, i.e., $Q$ maps $S_1$ into $S_{1,\infty}$, i.e.,

$$s_n(QT) \leq \text{const}(1 + n)^{-1}\|T\|_{S_1}, \quad T \in S_1.$$

Lemma 11.4.

$$QS_1 = \mathfrak{x}_1 \overset{\text{def}}{=} \{Q\varphi : \varphi \in X_1\}.$$

Let us first deduce Theorem 11.3 from Lemma 11.4.

Proof of Theorem 11.3. (i) is an immediate consequence of Lemma 11.4 and the Example following Theorem 6.5. (ii) also follows immediately from Lemma 11.4 and Theorem 10.1. \hfill $\blacksquare$

Proof of Lemma 11.4. Let us first show that $QS_1 \subset \mathfrak{x}_1$. Let $T \in S_1$ and $QT = Q\varphi$. We have to prove that $\varphi \in X_1$. Consider the space $Z_0^0$ that consists of functions $f$ on $\mathbb{R}_+$ such that

$$\lim_{n \to +\infty} \left(2^{-n} \int_{2^n}^{2^{n+1}} |f(x)|^2 \, dx \right) = 0.$$

It is not difficult to see that $(Z_0^0)^* = X_1$ with respect to the pairing (11.2). As in the proof of Theorem 11.1 we define the function $\psi$ by $\psi(x) = \frac{f(x)}{2x}$, $x > 0$. It follows from (11.3) that

$$|\langle \varphi, f \rangle| \leq \text{const} \|T\|_{S_1} \|Q\varphi\| \leq \text{const} \|T\|_{S_1} \|\psi\|_{X_0^0} \leq \text{const} \|T\|_{S_1} \|f\|_{Z_0^0},$$

and so $\varphi$ determines a continuous linear functional on $Z_0^0$. Hence, $\varphi \in X_1$.

To prove that $QS_1 = \mathfrak{x}_1$, we consider the operator $A : S_1 \to X_1$ defined by $AT = \varphi$, where $\varphi$ is the function on $\mathbb{R}_+$ such that $QT = Q\varphi$. We have to show that $A$ maps $S_1$ onto $X_1$. Consider the conjugate operator $A^* : X_1^* \to B(L^2(\mathbb{R}_+))$.

It is easy to see that with respect to the pairing (11.2) the space $X_1^*$ can be identified with the space $Z_\infty$ that consists of functions $f$ on $\mathbb{R}_+$ such that

$$\sup_{n \in \mathbb{Z}} 2^{-n/2} \left(\int_{2^n}^{2^{n+1}} |f(x)|^2 \, dx \right)^{1/2} < \infty.$$

Consider the operator $J : X_1^* \to X_\infty$ defined by $(Jf)(x) = \frac{f(x)}{2x}$, $x > 0$. It is easy to see that $J$ maps isomorphically $X_1^*$ onto $X_\infty$.

It can easily be verified that $A^*f = QJf$. It follows from Theorem 3.1 that $\|A^*f\| \geq \text{const} \|f\|_{X_1^*}$. It follows that $A$ maps $S_1$ onto $X_1$. \hfill $\blacksquare$

Remark. In [Pel3] metric properties of the averaging projection $P$ onto the space of Hankel matrices were studied. In particular, it was shown in [Pel3] that $PS_1 \subset S_{1,2}$. However, it turns out that the averaging projection $Q$ onto the operators $Q\varphi$ has different properties. Theorem 11.3 shows that $QS_1 \subset S_{1,\infty}$ but it follows from Lemma 11.4 and the remark preceding Theorem 6.6 that $QS_1 \not\subset S_{1,q}$ for any $q < \infty$. 50
Recall that the Matsaev ideal $S_\omega$ consists of the operators $T$ on Hilbert space such that

$$
\|T\|_{S_\omega} \overset{\text{def}}{=} \sum_{n \geq 0} \frac{s_n(T)}{1 + n} < \infty.
$$

It is easy to see that $S_p \subset S_\omega$ for any $p < \infty$.

Consider now the operator ideal $S_\Omega$ defined by (10.1). It is easy to see that $S_1, S_\omega$. It is well known (see [GK1]) that $S_-^* = S_\Omega$ with respect to the pairing

$$
\{T, R\} = \text{trace} TR, \quad T \in S_\omega, \quad R \in S_\Omega. \tag{11.4}
$$

**Theorem 11.5.** The averaging projection $Q$ defined on $S_2$ extends to a bounded linear operator from $S_\omega$ to the space of compact operators. If $T \in S_\omega$, then $QT = Q_\varphi$ for a function $\varphi$ in $X_0^0$.

**Proof.** Let us prove that $Q$ extends to a bounded operator from $S_\omega$ to the space of compact operators. The proof of the second part of the theorem is the same as the proof of Theorem 11.2. Since the finite rank operators are dense in $S_\omega$, it is sufficient to show that $Q$ extends to a bounded operator from $S_\omega$ to $B(L^2(\mathbb{R}^+))$.

Let $T \in S_2$ and $R \in S_1$. By Theorem 11.3, $QR \in S_{1,\infty} \subset S_\Omega$. We have

$$
\{QT, R\} = \{T, QR\},
$$

and so

$$
|\{QT, R\}| \leq \text{const} \|T\|_{S_\omega} \|QR\|_{S_\Omega}
\leq \text{const} \|T\|_{S_\omega} \|QR\|_{S_{1,\infty}} \leq \text{const} \|T\|_{S_\omega} \|R\|_{S_1}
$$

by Theorem 11.3. Since $S_1^* = B(L^2(\mathbb{R}^+))$ with respect to the pairing (11.4), it follows that $\|QT\| \leq \text{const} \|T\|_{S_\omega}$, and so $Q$ extends to a bounded linear operator from $S_\omega$ to $B(L^2(\mathbb{R}^+))$. $\blacksquare$

12. Finite rank

We say that $\varphi$ is a *step function* if there exist finitely many numbers $0 = x_0 < x_1 < \cdots < x_N < \infty$ such that $f$ is a.e. constant on each interval $(x_i - 1, x_i)$, and zero on $(x_N, \infty)$. The number of steps of $\varphi$ then is the smallest possible $N$ in this definition.

There is a natural correspondence between operators $Q_\varphi$ where the symbol $\varphi$ is a step function, with given $x_1 < \cdots < x_N$, and matrices of the form $\{a_{\text{max}(i,j)}\}$. We need a simple result for such matrices, but will not pursue their study further.

**Lemma 12.1.** If $a_1, \ldots, a_n$ are complex numbers, then the matrix $\{a_{\text{max}(i,j)}\}_{1 \leq i, j \leq n}$ has determinant $a_n \prod_{i=1}^{n-1} (a_i - a_{i+1})$. 

Proof. Denote this determinant by $\Delta(a_1, \ldots, a_n)$. Subtracting the last row from all others, we see that $D(a_1, \ldots, a_n) = a_n D(a_1 - a_n, \ldots, a_{n-1} - a_n)$, and the result follows by induction. ■

Theorem 12.2. $Q_\varphi$ has finite rank if and only if $\varphi$ is a step function. In this case, the rank of $Q_\varphi$ equals the number of steps of $\varphi$.

Proof. If $\varphi$ is a step function with $N$ steps, we have $\varphi = \sum_{i=1}^{N} a_i \chi(0, x_i)$ for some $a_i$ and $x_i > 0$, and thus $Q_\varphi$ is a linear combination of $N$ rank one operators.

Conversely, suppose that rank$(Q_\varphi) = M < \infty$. Suppose that $n > M$ and that $z_1 < \cdots < z_n$ are Lebesgue points of $\varphi$. If $h > 0$ and $f_{z,h} = h^{-1} \chi(z, z+h)$, then the matrix $(Q_\varphi f_{z,h}, f_{z,h})_{ij}$ has rank at most $M < n$ and thus its determinant vanishes. As $h \to 0$, as shown in the proof of Theorem 4.1, $(Q_\varphi f_{z,h}, f_{z,h}) \to \varphi(\max\{z_i, z_j\})$, and thus the determinant of $(\varphi(\max\{i, j\}))_{ij}$ vanishes too. By Lemma [12.1], this implies that either $\varphi(z_i) = \varphi(z_{i+1})$ for some $i < n$ or $\varphi(z_n) = 0$.

Consequently, if $z_1 < \cdots < z_n$ are Lebesgue points of $\varphi$ such that $\varphi(z_i) \neq \varphi(z_{i+1})$ for $i < n$ and $\varphi(z_n) \neq 0$, then $n \leq M$. Choose such a sequence $z_1 < \cdots < z_n$ with $n$ maximal. If $z \in (z_i, z_{i+1}) \cap \text{Leb}(\varphi)$ for some $i < n$, then either $\varphi(z) = \varphi(z_i)$ or $\varphi(z) = \varphi(z_{i+1})$, since $n$ is maximal. Moreover, for the same reason, if $\varphi(z) = \varphi(z_i)$, then $\varphi(z') = \varphi(z_i)$ for every $z' \in (z_i, z) \cap \text{Leb}(\varphi)$, and if $\varphi(z) = \varphi(z_{i+1})$, then $\varphi(z') = \varphi(z_{i+1})$ for every $z' \in (z, z_{i+1}) \cap \text{Leb}(\varphi)$. Together with similar arguments for the intervals $(0, z_1)$ and $(z_n, \infty)$, which we leave to the reader, this easily shows that $\varphi$ is a step function with at most $n$ steps. ■

13. A class of integral operators on $L^2(\mathbb{R})$

In this section we associate with the operator $Q_\varphi$ on $L^2(\mathbb{R}^+)$ an integral operator on $L^2(\mathbb{R})$ and we study these operators.

For a function $\varphi \in L^2_{\text{loc}}(\mathbb{R}^+)$ we define the function $\varphi^\diamond$ on $\mathbb{R}$ by

$$\varphi^\diamond(t) \overset{\text{def}}{=} 2\varphi(e^{2t})e^{2t}, \quad t \in \mathbb{R}. \quad (13.1)$$

With a function $\psi$ on $L^2(\mathbb{R})$ we associate the function $\tilde{\psi}$ on $\mathbb{R} \times \mathbb{R}$ defined by

$$\tilde{\psi}(s, t) = \psi(\max\{s, t\})e^{-|s-t|}, \quad s, t \in \mathbb{R}, \quad (13.2)$$

and denote by $K_\psi$ the integral operator on $L^2(\mathbb{R})$ with kernel function $\tilde{\psi}$ (if it makes sense):

$$(K_\psi f)(s) = \int_{\mathbb{R}} \psi(\max\{s, t\})e^{-|s-t|}f(t)dt.$$
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Theorem 13.1. Let $\varphi \in L^2_{\text{loc}}(\mathbb{R}_+)$. Then the operators $Q_{\varphi}$ and $K_{\varphi}$ are unitarily equivalent.

Theorem 13.1 certainly means that the boundedness of one of the operators implies the boundedness of the other one.

Proof. Consider the unitary operator $U : L^2(\mathbb{R}_+) \to L^2(\mathbb{R})$ defined as follows $$(Uf)(t) = \sqrt{2} f(e^{2t})e^t.$$ It remains to observe that $K_{\varphi} U = U Q_{\varphi}$. 

We can identify $L^2(\mathbb{R}_+)$ with the subspace of $L^2(\mathbb{R})$ which consists of the functions vanishing on $(0, \infty)$. We can now extend in a natural way the operator of triangular projection $P$ to act on the space of operators on $L^2(\mathbb{R})$ by defining it in the same way as it has been done in [3]. We keep the same notation, $P$, for this extension. We put $K_+ \overset{\text{def}}{=} PK_+$ and $K_- \overset{\text{def}}{=} K_+ - P K_+$.

It is easily seen from the proof of Theorem 13.1 that the operators $Q_+^\varphi$ and $Q_-^\varphi$ are unitarily equivalent to the operators $K_+^\varphi$ and $K_-^\varphi$ respectively.

It is easy to see that, for any $p > 0$,

$$\varphi \in X_p \iff \sum_{n=-\infty}^{\infty} \| \varphi \|^p_{L^2[n,n+1]} < \infty \quad (13.3)$$

(and correspondingly for $X_\infty$ and $X_0^\infty$) and, using Theorem 5.1 (vii),

$$\varphi \in Y_p \iff \sum_{n=-\infty}^{\infty} \| \varphi \|^p_{BV[n,n+1]} < \infty. \quad (13.4)$$

(In (13.3) and (13.4), the intervals $[n, n+1]$ can be replaced by any partition of $\mathbb{R}$ into intervals of the same length.) We can thus translate results from the preceding sections to $K_\psi$, for example as follows.

Theorem 13.2. Let $\psi \in L^2_{\text{loc}}(\mathbb{R})$. The following are equivalent:

(i) $K_\psi$ is bounded on $L^2(\mathbb{R})$;

(ii) $K_+^\psi$ is bounded on $L^2(\mathbb{R})$;

(iii) $\sup_{n \in \mathbb{Z}} \int_n^{n+1} |\psi(x)|^2 dx < \infty$.

Proof. The theorem is a direct consequence of Theorems 3.1 and 13.1.

Similarly we find from Theorems 3.3, 5.2 and 5.1, respectively, the following three theorems.

Theorem 13.3. Let $\psi \in L^2_{\text{loc}}(\mathbb{R})$. If $1 < p < \infty$, the following are equivalent:

(i) $K_\psi \in S_p$,

(ii) $K_+^\psi \in S_p$,

(iii) $\sum_{n \in \mathbb{Z}} \| \psi \|^p_{L^2[n,n+1]} < \infty$. 
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Theorem 13.4. If $K_\psi \in S_1$, then $\sum_{n \in \mathbb{Z}} \|\psi\|_{L^2[n,n+1]} < \infty$ and thus $\psi \in L^1(\mathbb{R})$. Moreover, then $\text{trace } K_\psi = \int_{-\infty}^{\infty} \psi(x) \, dx$. ■

Theorem 13.5. If $1/2 < p \leq 1$ and $\sum_{n \in \mathbb{Z}} \|\psi\|^p_{BV[n,n+1]} < \infty$, then $K_\psi \in S_p$. ■

The following two results involving the modulus of continuity also can be obtained by changes of variables in the corresponding Theorems 10.5 and 10.9, using (10.3) and Lemma 10.3, but the details are involved and we prefer to imitate the proofs.

Theorem 13.6. If $\psi \in L^2(\mathbb{R})$ has support on $[0,1]$, then

$$s_n(K_\psi) \leq C \frac{1}{n} \omega^{(2)}(\frac{1}{n}) + C \frac{1}{n^2} \|\psi\|_{L^2}, \quad n \geq 1.$$ 

Proof. We interpolate using Lemma 10.4 as in the proof of Theorem 10.5. ■

Theorem 13.7. Let $1/2 < p \leq 1$. If $\sum_{n \in \mathbb{Z}} \|\psi\|^p_{L^2[n,n+1]} < \infty$ and

$$\sum_{n=-\infty}^{\infty} \int_{0}^{1} \left( \omega^{(2)}(t; [n, n+1]) \right)^p t^{p-2} \, dt < \infty,$$

then $K_\psi \in S_p$.

Proof. We argue as in the proofs of Theorems 10.7 and 10.9, using Theorem 13.6. ■

We denote by $\mathcal{F}$ the Fourier transformation on $L^2(\mathbb{R}^n)$, which is a unitary operator defined by (2.3) for $f \in L^2(\mathbb{R}^n) \cap L^1(\mathbb{R}^n)$. Let $T$ be the integral operator with kernel function $k \in L^2(\mathbb{R}^2)$. Denote by $R$ the integral operator with kernel function $\mathcal{F}k$. The following lemma has a straightforward verification.

Lemma 13.8. $\mathcal{F}TF = R$. ■

Corollary 13.9. Let $p > 0$. Then $\|T\|_{S_p} = \|R\|_{S_p}$. ■

Denote by $Z$ be the integral operator with kernel function $(x, y) \mapsto (\mathcal{F}k)(x, -y)$. It is easy to see that $T$ is unitarily equivalent to $Z$. Indeed, the equality $\mathcal{F}TF = R$ implies $\mathcal{F}TF^{-1} = Z$.

Lemma 13.10. If $\psi \in L^1(\mathbb{R})$, then $\tilde{\psi} \in L^1(\mathbb{R}^2)$, and

$$(\mathcal{F} \tilde{\psi})(x, y) = (\mathcal{F} \psi)(x + y) \left( \frac{1}{1 - 2\pi ix} + \frac{1}{1 - 2\pi iy} \right).$$

(13.5)
Proof. The inclusion $\hat{\psi} \in L^1(\mathbb{R}^2)$ is obvious. We have

$$(\mathcal{F}\hat{\psi})(x, y) = \int_{\mathbb{R}^2} \psi(\max\{s, t\}) e^{-|s-t|} e^{-2\pi i sx - 2\pi i ty} dsdt$$

$$= \int_{\mathbb{R}} \left( \psi(s) e^{-s} e^{-2\pi isx} \int_{-\infty}^{s} e^{t-2\pi ity} dt \right) ds$$

$$+ \int_{\mathbb{R}} \left( \psi(t) e^{-t} e^{-2\pi ity} \int_{-\infty}^{t} e^{s-2\pi isx} ds \right) dt$$

$$= \int_{\mathbb{R}} \frac{\psi(s)e^{-2\pi is(x+y)}}{1 - 2\pi iy} ds + \int_{\mathbb{R}} \frac{\psi(t)e^{-2\pi it(x+y)}}{1 - 2\pi ix} dt$$

$$= \left( \frac{1}{1 - 2\pi iy} + \frac{1}{1 - 2\pi ix} \right) (\mathcal{F}\psi)(x+y).$$

Consider the functions

$$\tilde{\psi}_+(s, t) \overset{\text{def}}{=} \chi_{\{(s,t):s>t\}} \tilde{\psi}(s, t) \quad \text{and} \quad \tilde{\psi}_-(s, t) \overset{\text{def}}{=} \chi_{\{(s,t):s<t\}} \tilde{\psi}(s, t). \quad (13.6)$$

It can easily be seen from the proof of Lemma [13.10] that

$$(\mathcal{F}\tilde{\psi}_+)(x, y) = \frac{(\mathcal{F}\tilde{\psi})(x+y)}{1 - 2\pi iy} \quad \text{and} \quad (\mathcal{F}\tilde{\psi}_-)(x, y) = \frac{(\mathcal{F}\tilde{\psi})(x+y)}{1 - 2\pi ix}. \quad (13.7)$$

It is easy to verify that if $\tilde{\psi}$ is a tempered distribution on $\mathbb{R}$ (see §2), we can define tempered distributions $\hat{\psi}$, $\tilde{\psi}_+$, and $\tilde{\psi}_-$ by (13.2) and (13.6); the formal definitions are by duality and analogous to (2.4)–(2.6). It is easy to check that formulas (13.5) and (13.7) also hold for tempered distributions $\tilde{\psi}$.

As a corollary to Theorem 13.2, we have the following lemma.

**Lemma 13.11.** Let $\tilde{\psi} \in L^2_{\text{loc}}(\mathbb{R})$. Suppose that the operator $K_{\tilde{\psi}}$ is bounded on $L^2(\mathbb{R})$. Then $\tilde{\psi}$ determines a tempered distribution. ■

**Theorem 13.12.** Let $0 < p < \infty$. Suppose that $\varphi \in L^2_{\text{loc}}(\mathbb{R}_+)$ and $\varphi^\circ$ is defined by (13.1). The following are equivalent:

(i) $Q_\varphi \in S_p$;

(ii) $K_\varphi \in S_p$;

(iii) the integral operator on $L^2(\mathbb{R})$ with kernel

$$\begin{align*}
(x, y) &\mapsto (\mathcal{F}\varphi^\circ)(x+y) \left( \frac{1}{1 - 2\pi ix} + \frac{1}{1 - 2\pi iy} \right)
\end{align*}$$
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belongs to \( S_p \).

**Proof.** The theorem is a consequence of Theorem 13.1, Lemma 13.8 and Lemma 13.10. ■

Note that if in (iii) we have a tempered distribution rather than a function, by the integral operator we mean the operator determined by this tempered distribution (see §2).

In the same way one can prove the following result.

**Theorem 13.13.** Let \( 0 < p < \infty \) and let \( \varphi \in L^2_{\text{loc}}(\mathbb{R}+) \). The following are equivalent:

(i) \( Q^+_{\varphi} \in S_p \);

(ii) \( Q^-_{\varphi} \in S_p \);

(iii) \( K^+_{\varphi^\circ} \in S_p \);

(iv) \( K^-_{\varphi^\circ} \in S_p \);

(v) the integral operator on \( L^2(\mathbb{R}) \) with the kernel

\[
(x, y) \mapsto \frac{\mathcal{F}\varphi^\circ(x + y)}{1 - 2\pi ix}
\]

belongs to \( S_p \). ■

It is straightforward to show that if \( p > 0 \) and the integral operator on \( L^2(\mathbb{R}) \) with kernel function \( \frac{h(x+y)}{x+\alpha} \) belongs to \( S_p \) for some \( \alpha \in \mathbb{C} \setminus \mathbb{R} \), then it belongs to \( S_p \) for any \( \alpha \in \mathbb{C} \setminus \mathbb{R} \). Let us show that such an integral operator can belong to \( S_p \) for \( p \leq 1 \) only if it is zero.

Consider the operator \( E : \mathcal{D}(\mathbb{R}^2) \to \mathcal{D}(\mathbb{R}^+ \times \mathbb{R}^+) \) defined by the following formula \( (Ef)(s, t) \overset{\text{def}}{=} \frac{1}{2} (st)^{-1/2} f(\frac{1}{2} \log s, \frac{1}{2} \log t) \). Clearly, \( E \) is an isomorphism. Consequently, the conjugate operator \( E' \) is an isomorphism from \( \mathcal{D}'(\mathbb{R}^+ \times \mathbb{R}^+) \) onto \( \mathcal{D}'(\mathbb{R}^2) \). Clearly, \( (E'\Phi)(x, y) = 2\Phi(e^{2x}, e^{2y}) e^x e^y \) if \( \Phi \in L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}^+) \). Put 

\[
2\Phi(e^{2x}, e^{2y}) e^x e^y \overset{\text{def}}{=} (E'\Phi)(x, y) \text{ for } \Phi \in \mathcal{D}'(\mathbb{R}^+ \times \mathbb{R}^+).
\]

**Theorem 13.14.** Let \( \Phi \in \mathcal{D}'(\mathbb{R}^+ \times \mathbb{R}^+) \). Then \( \Phi \) determines a bounded operator on \( L^2(\mathbb{R}^+) \) if and only if the distribution \( 2\Phi(e^{2x}, e^{2y}) e^x e^y \) determines a bounded operator on \( L^2(\mathbb{R}) \). Moreover, these two operators are unitarily equivalent operators.

**Proof.** It suffices to note that

\[
\langle 2\Phi(e^{2x}, e^{2y}) e^y \sqrt{2} e^{2x} g(e^{2x}), \sqrt{2} e^{2y} f(e^{2y}) \sqrt{2} e^x g(e^{2x}) \rangle = \langle \Phi(s, t), f(t)g(s) \rangle
\]

for any \( f, g \in \mathcal{D}(\mathbb{R}^+ \times \mathbb{R}^+) \), and the map \( h \mapsto \sqrt{2} e^x h(e^{2x}) \) is a unitary operator from \( L^2(\mathbb{R}^+) \) onto \( L^2(\mathbb{R}) \). ■
Theorem 13.15. Let \( h \in \mathcal{D}'(\mathbb{R}) \). Suppose that the distribution \( \frac{h(x+y)}{1-2\pi i x} \) determines an operator on \( L^2(\mathbb{R}) \) of class \( S_1 \). Then \( h = 0 \).

Proof. By Lemma 2.2, \( \frac{h(x+y)}{1-2\pi i x} \in S'(\mathbb{R}^2) \). Consequently, \( h(x+y) \in S'(\mathbb{R}^2) \), whence \( h \in S'(\mathbb{R}) \). Thus, there exists a distribution \( \varphi \in \mathcal{D}'(\mathbb{R}^2) \) such that \( \mathcal{F}\varphi = h \) (the operation \( \varphi \mapsto \mathcal{F}\varphi \) defined in (13.1) extends in an obvious way to distributions \( \varphi \)). Lemma 2.3 and formula (13.7) imply that \( Q^+ \) and thus also \( Q^+ \) belongs to \( S_1 \). By Theorem 2.4, \( \varphi \in L^2_{\text{loc}}(\mathbb{R}^+) \). Thus \( \varphi = 0 \) by Theorem 6.6.

We are going to prove now that for \( p > 1/2 \) if the integral operator with kernel \( h(x+y) \left( \frac{1}{x+\alpha} + \frac{1}{x+\beta} \right) \) belongs to \( S_p \) for some \( \alpha, \beta \in \mathbb{C} \setminus \mathbb{R} \) with \( \alpha + \beta \not\in \mathbb{R} \), then it belongs to \( S_p \) for any \( \alpha, \beta \in \mathbb{C} \setminus \mathbb{R} \). We will also show that this is not true for \( p \leq 1/2 \).

Lemma 13.16. The function

\[
(x, y) \mapsto \frac{1}{x + y + i} \chi_{[0,1]}(x), \quad x, y \in \mathbb{R},
\]

is a Schur multiplier of \( S_p \) for any \( p > 0 \).

Proof. First we prove that the function

\[
(x, y) \mapsto \frac{1}{x + y + i} \chi_{[0,1]}(x) \chi_{\mathbb{R}\setminus[-2,2]}(y), \quad x, y \in \mathbb{R},
\]

is a Schur multiplier of \( S_p \). We have

\[
\frac{1}{x + y + i} \chi_{[0,1]}(x) \chi_{\mathbb{R}\setminus[-2,2]}(y) = \sum_{n \geq 0} (-1)^n \left( \frac{x+1}{y^n+1} \right) \chi_{[0,1]}(x) \chi_{\mathbb{R}\setminus[-2,2]}(y).
\]

Clearly, the \( p \)-multiplier norm of the \( n \)-th summand is bounded by \( 2^{-n/2} \). Consequently, the function (13.8) is a Schur multiplier of \( S_p \). It remains to prove that the function

\[
(x, y) \mapsto \frac{1}{x + y + i} \chi_{[0,1]}(x) \chi_{[-2,2]}(y), \quad x, y \in \mathbb{R},
\]

is a Schur multiplier of \( S_p \). For any \( (\xi, \eta) \in [0,1] \times [-2,2] \) we can expand the function \( \frac{1}{x+y+i} \) in a Taylor series in a neighborhood of \( (\xi, \eta) \). It follows easily that

\[
(x, y) \mapsto \frac{1}{x + y + i} \chi_{[0,1]}(x) \chi_{[-2,2]}(y), \quad x, y \in \mathbb{R},
\]

is a Schur multiplier of \( S_p \). It remains to choose a finite subcover of \( [0,1] \times [-2,2] \) that consists of rectangles of the form \( [\xi - \varepsilon, \xi + \varepsilon] \times [\eta - \varepsilon, \eta + \varepsilon] \).
Remark. In the same way we can prove that the function
\[(x, y) \mapsto \frac{1}{x + y + \alpha} \chi_{[\xi, \eta]}(x), \quad x, y \in \mathbb{R},\]
is a Schur multiplier of $S_p$ for any $p > 0$ for any $\alpha \in \mathbb{C} \setminus \mathbb{R}$ and for any $\xi, \eta \in \mathbb{R}$.

**Corollary 13.17.** Let $\alpha, \beta, \gamma \in \mathbb{C}$ and $\gamma \notin \mathbb{R}$. Then the function
\[(x, y) \mapsto \frac{(x + \alpha)(y + \beta)}{x + y + \gamma} \chi_{[0,1]}(x), \quad x, y \in \mathbb{R},\]
is a Schur multiplier of $S_p$ for any $p > 0$.

**Proof.** We have
\[
\frac{(x + \alpha)(y + \beta)}{x + y + \gamma} = (x + \alpha) \left(1 + \frac{\beta - \gamma - x}{x + y + \gamma}\right).
\]
It remains to note that
\[
\chi_{[0,1]}(x), \quad (x + \alpha)\chi_{[0,1]}(x), \quad (\beta - \gamma - x)\chi_{[0,1]}(x), \quad \text{and} \quad \frac{1}{x + y + \gamma}\chi_{[0,1]}(x)
\]
are Schur multipliers of $S_p$. ■

**Corollary 13.18.** Let $p > 0$ and let $\alpha, \beta \in \mathbb{C} \setminus \mathbb{R}$ such that $\alpha + \beta \notin \mathbb{R}$. Suppose that the integral operator on $L^2(\mathbb{R})$ with kernel function
\[(x, y) \mapsto h(x + y) \left(\frac{1}{x + \alpha} + \frac{1}{y + \beta}\right), \quad x, y \in \mathbb{R},\]
belong to $S_p$. Then the integral operator with kernel function
\[(x, y) \mapsto h(x + y)\chi_{[0,1]}(x), \quad x, y \in \mathbb{R},\]
belong to $S_p$. ■

**Theorem 13.19.** Let $p > 1/2$ and let $\alpha_0, \beta_0 \in \mathbb{C} \setminus \mathbb{R}$ such that $\alpha_0 + \beta_0 \notin \mathbb{R}$. Suppose that the integral operator on $L^2(\mathbb{R})$ with kernel function
\[(x, y) \mapsto h(x + y) \left(\frac{1}{x + \alpha_0} + \frac{1}{y + \beta_0}\right), \quad x, y \in \mathbb{R},\]
belongs to $S_p$. Then the integral operator with kernel function
\[(x, y) \mapsto h(x + y) \left(\frac{1}{x + \alpha} + \frac{1}{y + \beta}\right), \quad x, y \in \mathbb{R},\]
also belongs to $S_p$ for any $\alpha, \beta \in \mathbb{C} \setminus \mathbb{R}$.
Proof. By Corollary 13.18, the integral operator with kernel $h(x + y)\chi_{[0,1]}(x)$ belongs to $S_p$. Obviously, for any $n \in \mathbb{Z}$,

$$\|h(x + y)\chi_{[0,1]}(x)\|_{S_p} = \|h(x + y)\chi_{[n,n+1]}(x)\|_{S_p}$$

(as usual we write $\|k\|_{S_p}$ for the $S_p$ norm (or quasi-norm) of the integral operator with kernel $k$). Consequently,

$$\left\| h(x + y) \left( \frac{1}{x + \alpha} - \frac{1}{x + \alpha_0} \right) \chi_{[n,n+1]}(x) \right\|_{S_p} \leq \text{const}(1 + |n|)^{-2}.$$ 

It is now clear that the integral operator with kernel function

$$(x, y) \mapsto h(x + y) \left( \frac{1}{x + \alpha} - \frac{1}{x + \alpha_0} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$ for $p > 1/2$. Similarly, we prove that the integral operator with kernel function

$$(x, y) \mapsto h(x + y) \left( \frac{1}{y + \beta} - \frac{1}{y + \beta_0} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$ for $p > 1/2$. ■

Theorem 13.20. Let $\varphi \in L^2_{\text{loc}}(\mathbb{R}^+)$, $a \in \mathbb{R} \setminus \{0\}$, and $p > 1/2$. Put

$$\varphi_{[a]}(t) \overset{\text{def}}{=} \varphi(t^a)t^{a-1}.$$ 

Then $Q_{\varphi} \in S_p$ if and only if $Q_{\varphi_{[a]}} \in S_p$.

Proof. Recall that $\varphi^\circ(t) = 2\varphi(e^{2t})e^{2t}$ and $\varphi_{[a]}^\circ(t) = 2\varphi_{[a]}(e^{2t})e^{2t} = 2\varphi(e^{2at})e^{2at}$. Consequently, $\varphi_{[a]}^\circ(t) = \varphi^\circ(at)$. By Theorem 13.12, $Q_{\varphi_{[a]}} \in S_p$ if and only if the integral operator on $L^2(\mathbb{R})$ with kernel

$$(x, y) \mapsto \left( \mathcal{F} \varphi^\circ \right) \left( \frac{x + y}{a} \right) \left( \frac{1}{1 - 2\pi i x} + \frac{1}{1 - 2\pi i y} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$, and thus if and only if the integral operator on $L^2(\mathbb{R})$ with kernel

$$(x, y) \mapsto \left( \mathcal{F} \varphi^\circ \right)(x + y) \left( \frac{1}{1 - 2\pi i a x} + \frac{1}{1 - 2\pi i a y} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$. By Theorem 13.19, this holds if and only if the integral operator on $L^2(\mathbb{R})$ with kernel

$$(x, y) \mapsto \left( \mathcal{F} \varphi^\circ \right)(x + y) \left( \frac{1}{1 - 2\pi i x} + \frac{1}{1 - 2\pi i y} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$. It remains to apply Theorem 13.12 once more. ■

Corollary 13.21. Let $\psi \in L^2_{\text{loc}}(\mathbb{R})$, $a \in \mathbb{R} \setminus \{0\}$, and $p > 1/2$. Define

$$\psi_{[a]}(t) \overset{\text{def}}{=} \psi(at).$$

Then $K_\psi \in S_p$ if and only if $K_{\psi_{[a]}} \in S_p$. ■
Remark. Theorem 13.20 and its corollary do not generalize to the case $p \leq 1/2$. Indeed, if $\phi$ is the characteristic function of an interval, then $Q\phi \in S_p$ for any $p > 0$ but if $a \neq 1$, then $Q\phi(a) \not\in S_p$ by Corollary 8.12. It follows from the proof above that Theorem 13.19 too does not extend to $p \leq 1/2$.

Remark. Note that if $\phi \in X_p$, then $\phi([a]) \in X_p$ for any $a \in \mathbb{R}$ and any $p > 0$. Moreover, if $\phi \in Y_p$, then $\phi([a]) \in Y_p$ for any $a \in \mathbb{R}$ and any $p > 0$. Indeed, let $A > 1$. It is easy to see that (1.3) is equivalent to the condition

$$\sum_{n \in \mathbb{Z}} A^{np/2} \left( \int_{A^n} |\phi(x)|^2 dx \right)^{p/2} < \infty,$$

while the condition in Theorem 5.3 (vii) is equivalent to

$$\sum_{n \in \mathbb{Z}} \|x\phi(x)\|_{BV[A^n, A^{n+1}]}^p < \infty,$$

which easily implies the above assertions.

**Theorem 13.22.** Let $\alpha, \beta \in \mathbb{C} \setminus \mathbb{R}$ and let $p > 0$. Then the integral operator on $L^2(\mathbb{R})$ with kernel function

$$(x, y) \mapsto h(x + y) \left( \frac{1}{x + \alpha} + \frac{1}{y + \beta} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$ if and only if convolution with the function $h(x)(x + \alpha + \beta)$ is an operator from $L^2(\mathbb{R}, (1 + x^2) dx)$ to $L^2(\mathbb{R}, (1 + x^2)^{-1} dx)$ of class $S_p$.

**Proof.** Clearly, the integral operator on $L^2(\mathbb{R})$ with kernel function

$$(x, y) \mapsto h(x + y) \left( \frac{1}{x + \alpha} + \frac{1}{y + \beta} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$ if and only if so does the integral operator with kernel function

$$(x, y) \mapsto h(x - y) \frac{x - y + \alpha + \beta}{(x + \alpha)(y - \beta)}, \quad x, y \in \mathbb{R}.$$

To complete the proof, it remains to observe that multiplication by $(x - \beta)^{-1}$ is an isomorphism from $L^2(\mathbb{R})$ onto $L^2(\mathbb{R}, (1 + x^2)^2 dx)$ and multiplication by $(x + \alpha)^{-1}$ is an isomorphism from $L^2(\mathbb{R}, (1 + x^2)^{-2} dx)$ onto $L^2(\mathbb{R})$.

**Corollary 13.23.** Let $\alpha, \beta, \gamma \in \mathbb{C} \setminus \mathbb{R}$ such that $\alpha + \beta \not\in \mathbb{R}$ and let $p > 1/2$. Then the integral operator with kernel function

$$(x, y) \mapsto h(x + y) \left( \frac{1}{x + \alpha} + \frac{1}{y + \beta} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_p$ if and only if convolution with the function $h(x)(x + \gamma)$ is an operator from $L^2(\mathbb{R}, (1 + x^2) dx)$ to $L^2(\mathbb{R}, (1 + x^2)^{-1} dx)$ of class $S_p$. 
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Proof. It suffices to apply Theorem 13.19. □

Remark. In the same way we can prove that the following statements are equivalent for any \( \alpha \in \mathbb{C} \setminus \mathbb{R} \) and for any \( p > 0 \):

(i) the integral operator on \( L^2(\mathbb{R}) \) with kernel function
\[
(x, y) \mapsto k(x + y)(x + \alpha)^{-1}, \quad x, y \in \mathbb{R},
\]
belongs to \( S_p \);

(ii) the integral operator on \( L^2(\mathbb{R}) \) with kernel function
\[
(x, y) \mapsto k(x + y)(y + \alpha)^{-1}, \quad x, y \in \mathbb{R},
\]
belongs to \( S_p \);

(iii) convolution with \( k \) is an operator from \( L^2(\mathbb{R}) \) to \( L^2(\mathbb{R}, (1 + x^2)^{-1} \, dx) \) of class \( S_p \);

(iv) convolution with \( k \) is an operator from \( L^2(\mathbb{R}, (1 + x^2) \, dx) \) to \( L^2(\mathbb{R}) \) of class \( S_p \).

Let us repeat that Theorem 13.15 implies that the integral operator with kernel function \( k(x + y)(x + \alpha)^{-1} \) can be a nonzero operator in \( S_p \) only if \( p > 1 \).

14. Matrix representation

Let \( \varphi \) be a function in \( L^2_{\text{loc}}(\mathbb{R}) \) such that \( \varphi(x + 1) = \varphi(x) \), \( x \in \mathbb{R} \). Consider the operators \( Q_{\varphi}^{[0,1]} \) and \( Q_{\varphi}^{[0,2]} \) on \( L^2[0, 1] \) and \( L^2[0, 2] \) respectively. Obviously,
\[
\| Q_{\varphi}^{[0,1]} \|_{S_p} \leq \| Q_{\varphi}^{[0,2]} \|_{S_p}, \quad 0 < p < \infty. \tag{14.1}
\]

Obviously,
\[
\| Q_{\varphi}^{[0,2]} \| \geq \| P_{[1,2] \times [0,1]} Q_{\varphi}^{[0,2]} \| = \| \varphi \|_{L^2[0,1]}. \tag{14.2}
\]

It is also easy to see that
\[
\| Q_{\varphi}^{[0,2]} \|_{S_p} \leq C(p) \left( \| Q_{\varphi}^{[0,1]} \|_{S_p} + \| \varphi \|_{L^2[0,1]} \right), \quad 0 < p < \infty, \tag{14.3}
\]
where \( C(p) \) is a constant that may depend only on \( p \).

**Theorem 14.1.** Let \( 0 < p < \infty \). Suppose that \( \varphi \) is a function in \( L^2_{\text{loc}}(\mathbb{R}) \) such that \( \varphi(x) = \varphi(x + 1) \) and \( \psi(x) \overset{\text{def}}{=} \varphi(1 - x) \). Then
\[
C_1(p) \left( \| Q_{\varphi}^{[0,1]} \|_{S_p} + \| Q_{\varphi}^{[0,1]} \|_{S_p} \right) \leq \| Q_{\varphi}^{[0,2]} \|_{S_p} \leq C_2(p) \left( \| Q_{\varphi}^{[0,1]} \|_{S_p} + \| Q_{\psi}^{[0,1]} \|_{S_p} \right).
\]
**Proof.** To prove the left inequality, consider the integral operator $K$ on $L^2[0, 1]$ with kernel function 

$$(x, y) \mapsto \varphi(\min\{x, y\}).$$

Clearly, the operators $K$ and $Q_{\varphi}^{[0,1]}$ are unitarily equivalent, and so $\|K\|_{S_p} = \|Q_{\varphi}^{[0,1]}\|_{S_p}$ for any $p > 0$. Note that

$$\varphi(\min\{x, y\}) + \varphi(\max\{x, y\}) = \varphi(x) + \varphi(y).$$

Hence, $K + Q_{\varphi}^{[0,1]}$ is the integral operator with kernel function $(x, y) \mapsto \varphi(x) + \varphi(y)$. Thus $\|K + Q_{\varphi}^{[0,1]}\|_{S_p} \leq C(p)\|\varphi\|_{L^2}$. Now the left inequality is obvious. To prove the right inequality, we have to show that

$$\|\varphi\|_{L^2[0,1]} \leq C(p) \left( \|Q_{\varphi}^{[0,1]}\|_{S_p} + \|Q_{\varphi}^{[0,1]}\|_{S_p} \right).$$

Clearly,

$$(K + Q_{\varphi}^{[0,1]}) 1 = \varphi + \int_0^1 \varphi(t) \, dt.$$

It follows that

$$\| (K + Q_{\varphi}^{[0,1]}) 1 \|^2_{L^2[0,1]} = \|\varphi\|^2_{L^2[0,1]} + 3 \left| \int_0^1 \varphi(t) \, dt \right|^2 \geq \|\varphi\|^2_{L^2[0,1]}.$$

Thus,

$$\|K + Q_{\varphi}^{[0,1]}\|_{S_p} \geq \|K\|_{S_p} \geq \|\varphi\|_{L^2[0,1]},$$

and so

$$\|\varphi\|_{L^2[0,1]} \leq \| (K + Q_{\varphi}^{[0,1]}) \|_{S_p} \leq C(p) \left( \|K\|_{S_p} + \|Q_{\varphi}^{[0,1]}\|_{S_p} \right) = C(p) \left( \|Q_{\varphi}^{[0,1]}\|_{S_p} + \|Q_{\varphi}^{[0,1]}\|_{S_p} \right).$$

**Corollary 14.2.** Under the hypotheses of Theorem 14.1

$$\|Q_{\psi}^{[0,2]}\|_{S_p} \leq C(p) \|Q_{\varphi}^{[0,1]}\|_{S_p}. \quad \blacksquare$$

**Theorem 14.3.** Let $p > 0$ and $a \in \mathbb{R}$. If $\varphi$ is a function satisfying the hypotheses of Theorem 14.1 and $\psi(x) \overset{\text{def}}{=} \varphi(x - a)$, then

$$\|Q_{\psi}^{[0,2]}\|_{S_p} \leq C(p) \|Q_{\varphi}^{[0,2]}\|_{S_p}.$$
Proof. Clearly, it is sufficient to consider the case \( a \in (0, 1) \). Then \( Q^{[0,1]}_\varphi \) is by a translation unitarily equivalent to \( Q^{[1-a, 2-a]}_\varphi \), and thus

\[
\|Q^{[0,1]}_\varphi\|_{S_p} = \|Q^{[1-a, 2-a]}_\varphi\|_{S_p} \leq \|Q^{[0,2]}_\varphi\|_{S_p}.
\]

The result follows by (14.3) and (14.2). □

Let \( \phi \) be a function on the unit circle \( \mathbb{T} \). Put

\[
\begin{align*}
T_+ &\overset{\text{def}}{=} \{ \zeta \in \mathbb{T} : \text{Im} \zeta \geq 0 \}, \\
T_- &\overset{\text{def}}{=} \{ \zeta \in \mathbb{T} : \text{Im} \zeta < 0 \}
\end{align*}
\]

and

\[
\begin{align*}
k_\phi(\zeta, \tau) &\overset{\text{def}}{=} \\
&= \begin{cases} \\
\phi(\zeta^2), & \zeta \in T_+, \\
\phi(\zeta^2), & \zeta \in T_-, \end{cases} \quad (\zeta, \tau) \in \mathbb{T}^2.
\end{align*}
\]

(14.4)

It is easy to see that the functions \( \phi \) and \( k_\phi \) are equimeasurable. In particular, \( \|\phi\|_{L^2(\mathbb{T})} = \|k_\phi\|_{L^2(\mathbb{T}^2)} \). Note also that if \( \phi \) is continuous on \( \mathbb{T} \), then \( k_\phi \) is continuous on \( \mathbb{T}^2 \). Let \( \phi \in L^2(\mathbb{T}) \). Denote by \( K_\phi \) the integral operator on \( L^2(\mathbb{T}) \) with kernel function \( k_\phi \).

**Theorem 14.4.** Let \( p > 0 \). Suppose that \( \phi \in L^2(\mathbb{T}) \) and \( \varphi(t) \overset{\text{def}}{=} \phi(e^{2\pi it}), t \in \mathbb{R} \). Then

\[
C_1(p) \|Q^{[0,2]}_\varphi\|_{S_p} \leq \|K_\phi\|_{S_p} \leq C_2(p) \|Q^{[0,2]}_\varphi\|_{S_p},
\]

where \( C_1(p) \) and \( C_2(p) \) may depend only on \( p \).

**Proof.** Consider the integral operator \( K \) on \( L^2[0, 1] \) with kernel function \( k \in L^2([0, 1]^2) \) defined by

\[
k(x, y) = \begin{cases} \\
\varphi(2 \max\{x, y\}), & |x - y| \leq 1/2, \\
\varphi(2 \min\{x, y\}), & |x - y| > 1/2.
\end{cases}
\]

It is easy to see that \( K \) is unitarily equivalent to \( K_\phi \). For \( \alpha, \beta = 0, 1 \) we consider the integral operator \( K^{(\alpha, \beta)} \) with kernel function

\[
(x, y) \mapsto k(x, y)\chi_{[\alpha/2, (1+\alpha)/2]}(x)\chi_{[\beta/2, (1+\beta)/2]}(y).
\]

Using the substitution \( (x, y) \mapsto (2x, 2y) \), we find that \( 2\|K^{(0,0)}\|_{S_p} = \|Q^{[0,1]}_\varphi\|_{S_p} \). In a similar way we can obtain \( 2\|K^{(1,1)}\|_{S_p} = \|Q^{[0,1]}_\varphi\|_{S_p} \). Let \( \psi(t) \overset{\text{def}}{=} \varphi(1 - t) \). It is
also easy to see that \(2\|K^{(0,1)}\|_{S_p} = 2\|K^{(1,0)}\|_{S_p} = \|Q_{\psi}^{[0,1]}\|_{S_p}\). Hence,

\[
\frac{1}{4} \left( \|Q_{\psi}^{[0,1]}\|_{S_p} + \|Q_{\psi}^{[0,1]}\|_{S_p} \right) = \frac{1}{4} \sum_{\alpha=0}^{1} \sum_{\beta=0}^{1} \|K^{(\alpha,\beta)}\|_{S_p}
\]

\[
\leq \|K\|_{S_p} \leq C(p) \sum_{\alpha=0}^{1} \sum_{\beta=0}^{1} \|K^{(\alpha,\beta)}\|_{S_p}
\]

\[
= C(p) \left( \|Q_{\psi}^{[0,1]}\|_{S_p} + \|Q_{\psi}^{[0,1]}\|_{S_p} \right).
\]

It remains to apply Theorem 14.1.

We denote by \(\hat{f}(n)\) denote the \(n\)th Fourier coefficient of a function \(f\) in \(L^1(\mathbb{T})\). For convenience we put

\[
\hat{f}(n + 1/2) \overset{\text{def}}{=} 0, \quad n \in \mathbb{Z}.
\]

For a function \(k\) in \(L^1(\mathbb{T}^2)\) we denote by \(\{\hat{k}(m, n)\}_{(m, n) \in \mathbb{Z}^2}\) the sequence of its Fourier coefficients.

Let \(\phi\) be a function on \(\mathbb{T}\). Put

\[
k^+_{\phi}(\zeta, \tau) \overset{\text{def}}{=} \begin{cases} \phi(\zeta^2), & \zeta \tau \in \mathbb{T}_+ \setminus 1, \\ 0, & \zeta \tau \in \mathbb{T}_- \end{cases},
\]

and

\[
k^-_{\phi}(\zeta, \tau) \overset{\text{def}}{=} \begin{cases} 0, & \zeta \tau \in \mathbb{T}_+ \setminus 1, \\ \phi(\tau^2), & \zeta \tau \in \mathbb{T}_- \end{cases}.
\]

Clearly, \(k^+_{\phi}(\zeta, \tau) = k^-_{\phi}(\tau, \zeta)\) and \(k_{\phi}(\zeta, \tau) = k^+_{\phi}(\zeta, \tau) + k^-_{\phi}(\zeta, \tau)\), where \(k_{\phi}\) is defined by (14.4).

**Lemma 14.5.** Let \(\phi \in L^1(\mathbb{T})\). Then for \((m, n) \in \mathbb{Z}^2\)

\[
\hat{k}^+_{\phi}(m, n) = \begin{cases} \frac{1}{2} \phi \left( \frac{m}{2} \right), & n = 0, \\ \frac{1}{\pi n} \phi \left( \frac{m+n}{2} \right), & m, n \text{ are odd}, \\ 0, & \text{otherwise}. \end{cases}
\]

**Proof.** Let us first observe that for any \(\zeta \in \mathbb{T}\) and \(n \in \mathbb{Z}\) we have

\[
\int_{\{\tau \in \mathbb{T} : \tau \zeta \in \mathbb{T}_+\}} \tau^{-n} dm(\tau) = \begin{cases} \frac{1}{2}, & n = 0, \\ \frac{1}{\pi n} \zeta^{-n}, & n \text{ is odd}, \\ 0, & \text{otherwise}. \end{cases}
\]
It follows that
\[ \int_T k_\phi^+(\zeta, \tau) \zeta^{-m} \tau^{-n} \, dm(\zeta) = \int_{\{\tau \in T, \zeta \in T^+\}} \phi(\zeta) \zeta^{-m} \tau^{-n} \, dm(\tau) \]
\[ = \begin{cases} \frac{1}{2} \phi(\zeta^2) \zeta^{-m}, & n = 0, \\ \frac{1}{\pi m} \phi(\zeta^2) \zeta^{-m-n}, & n \text{ is odd}, \\ 0, & \text{otherwise.} \end{cases} \]

It remains to integrate the last identity in \( \zeta \). □

**Corollary 14.6.** Let \( \phi \in L^1(T) \). Then
\[ \hat{k}_\phi^- (m, n) = \begin{cases} \frac{1}{2} \hat{\phi}(\frac{n}{2}), & m = 0, \\ \frac{1}{\pi m} \hat{\phi}(\frac{m+n}{2}), & m, n \text{ are odd}, \\ 0, & \text{otherwise}. \end{cases} \]

**Proof.** It suffices to observe that \( k_\phi^- (\zeta, \tau) = k_\phi^+ (\tau, \zeta) \). □

**Corollary 14.7.** Let \( \phi \in L^1(T) \). Then
\[ \hat{k}_\phi (m, n) = \begin{cases} \frac{1}{2} \hat{\phi}(\frac{m}{2}), & n = 0, \\ \frac{1}{2} \hat{\phi}(\frac{n}{2}), & m = 0, \\ \hat{\phi}(0), & m = n = 0, \\ \frac{1}{\pi} \left( \frac{1}{m} + \frac{1}{n} \right) \hat{\phi}(\frac{m+n}{2}), & m, n \text{ are odd}, \\ 0, & \text{otherwise}. \end{cases} \]

**Proof.** It suffices to observe that \( k_\phi (\zeta, \tau) = k_\phi^+ (\zeta, \tau) + k_\phi^+ (\tau, \zeta) \). □

**Theorem 14.8.** Let \( p > 0 \). Suppose that \( \varphi(t) = \sum_{k \in \mathbb{Z}} a_k e^{2\pi i k t} \) and \( \sum_{k \in \mathbb{Z}} |a_k|^2 < \infty \).

Then \( Q_{\varphi}^{[0,2]} \in S_p \) if and only if the matrix
\[ \left\{ a_{m+n+1} \left( \frac{1}{m+n+1} + \frac{1}{m+n} \right) \right\}_{m,n \in \mathbb{Z}} \quad (14.5) \]
belongs to \( S_p \).

Here we identify operators on \( \ell^2(\mathbb{Z}) \) with their matrices with respect to the standard orthonormal basis of \( \ell^2(\mathbb{Z}) \).

**Proof.** Consider the function \( \phi \) on \( T \) defined by \( \phi(z) = \sum_{n \in \mathbb{Z}} a_n z^n \). By Theorem 14.4, \( Q_{\varphi}^{[0,2]} \in S_p \) if and only if \( K_\phi \in S_p \). It easy to see that the operator \( K_\phi \) belongs to \( S_p \) if and only if the matrix \( \{ k_\phi(m,n) \}_{m,n \in \mathbb{Z}} \) belongs to \( S_p \). Corollary
14.7 implies that $\hat{k}_\phi(m, n) \neq 0$ only if $mn$ is odd or $mn = 0$. Hence, it is easy to check that $\{\hat{k}_\phi(m, n)\}_{m, n \in \mathbb{Z}} \in S_p$ if and only if $\{\hat{k}_\phi(2m + 1, 2n + 1)\}_{m, n \in \mathbb{Z}} \in S_p$. It remains to note that

$$
\hat{k}_\phi(2m + 1, 2n + 1) = \frac{i}{\pi} \left( \frac{1}{2m + 1} + \frac{1}{2n + 1} \right) a_{m+n+1}
$$

by Corollary 14.7. □

Clearly, the same reasoning shows that $Q_\varphi^{[0,2]} \phi$ is bounded on $L^2[0, 1]$ if and only if the matrix (14.3) is bounded. The following result shows that the boundedness of (14.3) is equivalent to its membership of $S_p$, $p > 1$.

**Theorem 14.9.** Let $\{a_k\}_{k \in \mathbb{Z}}$ be a two-sided sequence of complex numbers and let

$$
A \equiv \left\{ a_{m+n+1} \left( \frac{1}{m + \frac{1}{2}} + \frac{1}{n + \frac{1}{2}} \right) \right\}_{m, n \in \mathbb{Z}}.
$$

Suppose that $p > 1$. The following are equivalent:

(i) $A$ is a bounded operator on $\ell^2(\mathbb{Z})$;

(ii) $A \in S_p$;

(iii) $\{a_k\}_{k \in \mathbb{Z}} \in \ell^2(\mathbb{Z})$.

**Proof.** Suppose that $A$ is bounded. Then the sequence

$$
\left\{ a_{n+1} \left( 2 + \frac{1}{n + \frac{1}{2}} \right) \right\}_{n \in \mathbb{Z}}
$$

belongs to $\ell^2(\mathbb{Z})$ which implies (iii). Clearly, (iii) is equivalent to the fact that $\varphi \in L^2[0, 1]$. By Theorem 3.3, $Q_\varphi^{[0,2]} \phi \in S_p$, and so by Theorem 14.8, $A \in S_p$. The implication (ii)⇒(i) is trivial. □

Related results, that matrices of a roughly similar sort are bounded if and only if they are in certain $S_p$ can be found in [W1].

**Remark.** Note that the following identities hold:

$$
\frac{i}{\pi} \sum_{m, n \in \mathbb{Z}} a_{m+n+1} \left( \frac{1}{m + \frac{1}{2}} + \frac{1}{n + \frac{1}{2}} \right) \zeta^{m+n} = \frac{\phi(\zeta) - \phi(\tau)}{\sqrt{\zeta \tau}},
$$

$$
\frac{i}{\pi} \sum_{m, n \in \mathbb{Z}} a_{m+n+1} \zeta^{m+n} = \frac{\phi(\zeta)}{\sqrt{\zeta \tau}},
$$

$$
\frac{i}{\pi} \sum_{m, n \in \mathbb{Z}} a_{m+n+1} \frac{\zeta^{m+n}}{m + \frac{1}{2}} = -\frac{\phi(\tau)}{\sqrt{\zeta \tau}},
$$

where $\sqrt{\zeta \tau}$ is chosen so that $\sqrt{\zeta \tau} \in \mathbb{T}_+$ (the series converge in $L^2(\mathbb{T}^2)$).
Indeed, it suffices to note that by Corollary 14.7,
\[ \frac{1}{\pi} \sum_{m,n \in \mathbb{Z}} a_{m+n+1} \left( \frac{1}{2m+1} + \frac{1}{2n+1} \right) \zeta^{2m+1} \tau^{2n+1} = \frac{1}{2} \left( k_\phi(\zeta, \tau) - k_\phi(\zeta, -\tau) \right), \]
by Lemma 14.5,
\[ \frac{1}{\pi} \sum_{m,n \in \mathbb{Z}} a_{m+n+1} \frac{1}{2m+1} \zeta^{2m+1} \tau^{2n+1} = \frac{1}{2} \left( k_\phi^+(\zeta, \tau) - k_\phi^+(\zeta, -\tau) \right), \]
and by Corollary 14.6,
\[ \frac{1}{\pi} \sum_{m,n \in \mathbb{Z}} a_{m+n+1} \frac{1}{2m+1} \zeta^{2m+1} \tau^{2n+1} = \frac{1}{2} \left( k_\phi^-(\zeta, \tau) - k_\phi^-(\zeta, -\tau) \right). \]

**Remark.** Note that if \( p > 1/2 \), then
\[ A \overset{\text{def}}{=} \left\{ a_{m+n+1} \left( \frac{1}{m+\frac{1}{2}} + \frac{1}{n+\frac{1}{2}} \right) \right\}_{m,n \in \mathbb{Z}} \in S_p \]
if and only if
\[ B \overset{\text{def}}{=} \left\{ a_{m+n} \left( \frac{1}{m+\frac{1}{2}} + \frac{1}{n+\frac{1}{2}} \right) \right\}_{m,n \in \mathbb{Z}} \in S_p. \quad (14.6) \]

Indeed, put \( \psi(t) \overset{\text{def}}{=} e^{2\pi i t \varphi(t)} \). By Theorem 14.8, it suffices to prove that \( Q_\varphi^{[0,2]} \in S_p \) implies \( Q_\psi^{[0,2]} \in S_p \). This follows from Theorem 1.3.

Note however that for \( p \leq 1/2 \) this is not true. Indeed, if \( a_0 = 1 \) and \( a_n = 0 \) for \( n \neq 0 \) (in other words, \( \varphi(t) = 1 \), \( t \in \mathbb{R} \)), then it is easy to see that \( A \) is the zero matrix, and so it belongs to \( S_p \) for any \( p > 0 \). On the other hand, the matrix \( B \) has nonzero entries \( -(n^2 - 1/4)^{-1} \) for \( m = -n \), and so it belongs to \( S_p \) only for \( p > 1/2 \). The situation is similar in the case where the restriction \( \varphi |_{[0,1]} \) is the characteristic function of an interval in which case \( A \in S_p \) for any \( p > 0 \) but \( B \in S_p \) only for \( p > 1/2 \), see Theorem 8.11 and Corollary 11.1.

Suppose now that \( p > 1/2 \) and consider the following submatrices of the matrix \( B \) defined by (14.6):
\[ B_1 = \left\{ a_{m+n} \left( \frac{1}{m+\frac{1}{2}} + \frac{1}{n+\frac{1}{2}} \right) \right\}_{m,n \geq 0}, \]
\[ B_2 = \left\{ a_{m+n} \left( \frac{1}{m+\frac{1}{2}} + \frac{1}{n+\frac{1}{2}} \right) \right\}_{m \geq 0, n < 0}, \]
\[ B_3 = \left\{ a_{m+n} \left( \frac{1}{m+\frac{1}{2}} + \frac{1}{n+\frac{1}{2}} \right) \right\}_{m < 0, n \geq 0}. \]
and

\[
B_4 = \left\{ a_{m+n} \left( \frac{1}{m + \frac{1}{2}} + \frac{1}{n + \frac{1}{2}} \right) \right\}_{m,n < 0}.
\]

Clearly, \( B \in S_p \) if and only if all matrices \( B_j, 1 \leq j \leq 4 \), belong to \( S_p \).

It is direct that \( B_1 \in S_p \) if and only if the matrix

\[
\left\{ a_{j+k} \frac{j+k+1}{(j+1)(k+1)} \right\}_{j,k \geq 0}
\]

belongs to \( S_p \). Matrices of the form

\[
\{a_{j+k}(1+j)^\alpha(1+k)^\beta\}_{j,k \geq 0}
\]

are called weighted Hankel matrices. It was proved in [Pel2] that if \( \alpha > -1/2 \), \( \beta > -1/2 \), and \( 0 < p \leq 1 \), the matrix (14.8) belongs to \( S_p \) if and only if the function \( \sum a_n z^n \) belongs to the Besov class \( B_{p+\alpha+\beta}^1 \) of functions on the unit circle \( \mathbb{T} \). More recent results on Schatten class properties of weighted Hankel matrices are in [RW] and [W2]. However, in the case of interest, the weighted Hankel matrix (14.7) for \( \alpha = \beta = -1 \), no characterization of such matrices of class \( S_p \) is known. In the next section we obtain some necessary conditions for the matrix (14.7) to belong to \( S_1 \).

It is also easy to see that \( B_4 \in S_p \) if and only if the weighted Hankel matrix

\[
\left\{ a_{-(j+k+2)} \frac{j+k+1}{(j+1)(k+1)} \right\}_{j,k \geq 0}
\]

belongs to \( S_p \).

It can also be easily shown that \( B_2 \in S_p \) if and only if \( B_3 \in S_p \) and this is equivalent to the fact that the weighted Toeplitz matrix

\[
\left\{ a_{j-k-1} \frac{j-k}{(1+j)(1+k)} \right\}_{j,k \geq 0}
\]

belongs to \( S_p \).

Summarizing the above, we can state the following result.

**Theorem 14.10.** Let \( 1/2 < p \leq 1 \) and let \( \varphi \) be a function in \( L^2[0,1] \) of the form \( \varphi(t) = \sum_{n \in \mathbb{Z}} a_ne^{2\pi it} \), \( t \in [0,1] \). Then \( Q_{\varphi}^{[0,1]} \in S_p \) if and only if the matrices (14.7), (14.9), and (14.10) belong to \( S_p \).

In the next section we use the results above to obtain necessary conditions for the nuclearity of operators \( Q_\varphi \).

Let us consider now the family of functions \( \{F_\lambda\}_{\lambda \in \mathbb{C}} \) in \( L^2([0,1]^2) \) defined by

\[
F_\lambda(t,s) \overset{\text{def}}{=} \varphi(\max\{s,t\}) e^{-2\pi \lambda |s-t|} + \varphi(\min\{s,t\}) e^{2\pi \lambda |s-t|-2\pi \lambda t}.\]
We identify $[0,1)^2$ with $T^2$ via the map $(s,t) \mapsto (e^{2\pi is}, e^{2\pi it})$ and we can consider the Fourier coefficients of functions on $[0,1)^2$.

**Theorem 14.11.** Suppose that $\lambda \notin \mathbb{Z}$. Then

$$\hat{F}_\lambda(m,n) = \frac{1 - e^{-2\pi i \lambda}}{2\pi i} \left( \frac{1}{\lambda - m} + \frac{1}{\lambda - n} \right) \hat{\varphi}(m + n). \quad (14.11)$$

**Proof.** We have

$$\hat{F}_\lambda(m,n) \overset{\text{def}}{=} \iint_{[0,1) \times [0,1)} F_\lambda(s,t) e^{-2\pi imst} e^{-2\pi int} ds \, dt = \iint_{t \geq s} + \iint_{t \leq s}.$$

Let us compute the first integral:

$$\iint_{t \geq s} = \frac{1}{2\pi i} \left( \int_0^1 \phi(t) e^{2\pi i \lambda (s-t)} e^{-2\pi i mt - 2\pi i ns} dt \right) ds$$

$$+ \int_0^1 \left( \int_s^1 \phi(s) e^{2\pi i \lambda (t-s)} e^{-2\pi i mt - 2\pi i ns} dt \right) ds$$

$$= \int_0^1 \phi(t) e^{-2\pi i \lambda t - 2\pi i nt} \left( \int_0^1 e^{2\pi i \lambda (s) ds} \right) dt$$

$$+ \int_0^1 \phi(s) e^{-2\pi i \lambda s - 2\pi i \lambda - 2\pi i ns} \left( \int_s^1 e^{2\pi i \lambda (t) dt} \right) ds$$

$$= \int_0^1 \phi(t) e^{-2\pi i \lambda t - 2\pi i nt} \frac{e^{2\pi i \lambda (s) - 1}}{2\pi i (s-n)} \left( \int_0^1 e^{2\pi i \lambda (s) ds} \right) dt$$

$$+ \int_0^1 \phi(s) e^{-2\pi i \lambda s - 2\pi i \lambda - 2\pi i ns} \frac{e^{2\pi i \lambda - e^{2\pi i \lambda (s)}}}{2\pi i (s-n)} ds$$

69
\[
\begin{align*}
\hat{\varphi}(m+n) & = \frac{1}{2\pi i(\lambda - n)} \int_0^1 \varphi(t) e^{-2\pi i \lambda t - 2\pi i m t} dt \\
& + \frac{1}{2\pi i(\lambda - m)} \int_0^1 \varphi(s) e^{-2\pi i \lambda s - 2\pi i n s} ds - \frac{e^{-2\pi i \lambda} \hat{\varphi}(m+n)}{2\pi i(\lambda - m)}.
\end{align*}
\]

Similarly,
\[
\begin{align*}
\int_{t\leq s} \hat{\varphi}(m+n) & = \frac{1}{2\pi i(\lambda - m)} \int_0^1 \varphi(s) e^{-2\pi i \lambda s - 2\pi i n s} ds \\
& + \frac{1}{2\pi i(\lambda - n)} \int_0^1 \varphi(t) e^{-2\pi i \lambda t - 2\pi i m t} dt - \frac{e^{-2\pi i \lambda} \hat{\varphi}(m+n)}{2\pi i(\lambda - n)}
\end{align*}
\]

which implies (14.11). \(\blacksquare\)

**Theorem 14.12.** Let \(\lambda \in \mathbb{C}\). The integral operator with kernel function \(F_\lambda\) is bounded on \(L^2[0,1]\) if and only if \(\varphi \in L^2([0,1])\).

**Proof.** Clearly, the integral operator with kernel function \(F_\lambda\) belongs to \(S_2\) if \(\varphi \in L^2([0,1])\). Suppose now that the integral operator with kernel function \(F_\lambda\) is bounded. If \(\lambda \in \mathbb{Z}\), then
\[
F_\lambda(s,t) = \left( \varphi(\max\{s,t\}) e^{-4\pi i \lambda \max\{s,t\}} + \varphi(\min\{s,t\}) e^{-4\pi i \lambda \min\{s,t\}} \right) e^{2\pi i \lambda (s+t)}
\]
\[
= \left( \varphi(s) e^{-4\pi i \lambda s} + \varphi(t) e^{-4\pi i \lambda t} \right) e^{2\pi i \lambda (s+t)}.
\]
Consequently, the boundedness of this operator implies that \(\varphi \in L^2[0,1]\). If \(\lambda \not\in \mathbb{Z}\), then the boundedness of the integral operator with kernel function \(F_\lambda\) implies that
\[
\sum_{m \in \mathbb{Z}} \left| \tilde{F}_\lambda(m,0) \right|^2 < +\infty
\]
and by Theorem 14.11 we obtain
\[
\sum_{m \in \mathbb{Z}} |\hat{\varphi}(m)|^2 \left| \frac{2\lambda - m}{\lambda - m} \right|^2 < +\infty,
\]
whence \(\varphi \in L^2[0,1]\). \(\blacksquare\)

**Lemma 14.13.** Let \(w, a \in \mathbb{C}\) and \(w \neq 1\). Let \(p > \frac{1}{7}\). Then the function
\[
(s,t) \mapsto (w - e^{a(s-t)})^{-1} \chi_\Delta(s) \chi_\Delta(t), \quad s, t \in \mathbb{R},
\]
is a Schur multiplier of \(S_p\) if \(\Delta\) is an interval of sufficiently small length.
Proof. Clearly, it suffices to consider the case \( p < 1 \). Note that \( w - e^{a|s-t|} \) is a Schur multiplier of \( S_p(L^2(\Delta)) \) by Theorem \( 7.3 \), since
\[
w - e^{a|s-t|} = w - e^{a \max\{s,t\}} e^{-a \min\{s,t\}}.
\]
We have to prove that this multiplier is an isomorphism of \( S_p(L^2(\Delta)) \) if \( \Delta \) has sufficiently small length. For \( \omega \in L^\infty(\Delta^2) \) we put
\[
\| \omega \|_{\mathcal{M}_p(\Delta)} \overset{\text{def}}{=} \sup \| \omega k \|_{S_p(L^2(\Delta))},
\]
where the supremum is taken over all integral operators with kernel \( k \in L^2(\Delta^2) \) such that \( \|k\|_{S_p} = 1 \). Here by \( \|k\|_{S_p} \) we mean the \( S_p \) norm (quasi-norm if \( p < 1 \)) of the integral operator with kernel function \( k \). Obviously, it suffices to prove the inequality
\[
\| e^{a \max\{s,t\}} e^{-a \min\{s,t\}} \|_{\mathcal{M}_p(\Delta)} - 1 < |w - 1|
\]
provided the length of \( \Delta \) is sufficiently small. Theorem \( 7.7 \) implies that, for any \( x_0 \in \Delta \),
\[
\lim_{|\Delta| \to 0} \| e^{a (\max\{s,t\} - x_0)} - 1 \|_{\mathcal{M}_p(\Delta)} = 0 \quad \text{and} \quad \lim_{|\Delta| \to 0} \| e^{-a (\min\{s,t\} - x_0)} - 1 \|_{\mathcal{M}_p(\Delta)} = 0.
\]
Hence, the desired inequality is obvious. ■

Theorem 14.14. Suppose that \( \lambda \notin \mathbb{Z} \) and \( p > 1/2 \). Then \( \varphi^{[0,2]} \in S_p \) if and only if the integral operator with kernel function \( F_\lambda \) belongs to \( S_p \).

Proof. Suppose that \( \varphi^{[0,2]} \in S_p \). Then the integral operators with kernel functions \( \varphi(\max\{s,t\}) \) and \( \varphi(\min\{s,t\}) \) belong to \( S_p(L^2[0,1]) \) (see Theorem \( 14.1 \)). Note that \( e^{2\pi i \lambda |s-t|} = e^{2\pi i \lambda (2\max\{s,t\} - s-t)} \). It follows now from Theorem \( 7.3 \) that the integral operator with kernel function \( F_\lambda \) belongs to \( S_p \).

Suppose now that the integral operator with kernel function \( F_\lambda \) belongs to \( S_p \). We have to prove that \( \varphi^{[0,2]} \in S_p \). By Theorem \( 14.12 \), \( \varphi \in L^2[0,1] \), and so it suffices to show that \( \varphi^{[0,1]} \in S_p \). By Lemma \( 14.13 \) we can choose a positive number \( \delta \) such that the function \( (e^{2\pi i \lambda} - e^{-4\pi i \lambda |s-t|})^{-1} \) belongs to \( \mathcal{M}_p(\Delta) \) for any interval \( \Delta \) of length less than \( \delta \). We can represent the interval \( [0,1] \) in the form \( \bigcup_{j=1}^N \Delta_j \), where the \( \Delta_j \) are pairwise disjoint intervals with lengths less than \( \delta \). Clearly,
\[
F_\lambda(s,t) = \varphi(\max\{s,t\}) e^{-2\pi i \lambda |s-t|} + (\varphi(s) + \varphi(t)) - \varphi(\max\{s,t\}) e^{2\pi i \lambda |s-t|} - 2\pi i.
\]
Let \( s, t \in \Delta_j \). Then
\[
\varphi(\max\{s,t\}) = \frac{F_\lambda(s,t) - (\varphi(s) + \varphi(t)) e^{2\pi i \lambda |s-t| - 2\pi i}}{e^{-2\pi i \lambda |s-t|} - e^{2\pi i \lambda |s-t| - 2\pi i}} = \frac{(F_\lambda(s,t) - (\varphi(s) + \varphi(t)) e^{2\pi i \lambda (\max\{s,t\} - \min\{s,t\}) - 1}) e^{2\pi i \lambda (1 + \max\{s,t\} - \min\{s,t\})}}{e^{2\pi i \lambda} - e^{4\pi i \lambda |s-t|}}.
\]
Theorem 7.3 and Lemma 14.13 imply that the integral operator with kernel function
\[(s, t) \mapsto \varphi(\max\{t, s\})\chi_{\Delta_j}(t)\chi_{\Delta_j}(s), \quad s, t \in \mathbb{R},\]
belongs to \(S_p\). To complete the proof, it remains to observe that the kernel function
\[(s, t) \mapsto \varphi(\max\{s, t\}) - \sum_{j=1}^{N} \varphi(\max\{s, t\})\chi_{\Delta_j}(s)\chi_{\Delta_j}(t)\]
determines a finite rank operator. \(\blacksquare\)

Theorem 14.14 implies that if \(p > 1/2\), \(\lambda_1, \lambda_2 \notin \mathbb{Z}\), and \(F_{\lambda_1} \in S_p\), then \(F_{\lambda_2} \in S_p\).
This can also be easily deduced from the following elementary fact: if \(x \in \ell^2(\mathbb{Z})\) and \(y \in \ell^p(\mathbb{Z})\) with \(p \leq 2\), then \(\{x_{m+n} y_n\}_{m, n \in \mathbb{Z}} \in S_p\).

15. Necessary conditions for \(Q_\varphi \in S_1\)

In this section we obtain various necessary conditions for \(Q_\varphi \in S_1\).

**Theorem 15.1.** Let \(\{a_n\}_{n \geq 0}\) be a sequence in \(\ell^2\). If the matrix
\[
\Gamma = \left\{ a_{j+k} \left( \frac{1}{j + \frac{1}{2}} + \frac{1}{k + \frac{1}{2}} \right) \right\}_{j, k \geq 0}
\]
belongs to \(S_1\), then the function \(\sum_{n \geq 0} \log(2 + n) a_n z^n\) belongs to the Hardy class \(H^1\).

We need the following well-known lemma (see e.g., [Pel1]).

**Lemma 15.2.** Suppose that the matrix \(\{a_{jk}\}_{j, k \geq 0}\) belongs to \(S_1\). Then the function \(\sum_{n \geq 0} \left( \sum_{j=0}^{n} a_{j, n-j} \right) z^n\) belongs to the Hardy class \(H^1\).

**Proof.** It is sufficient to prove this when the matrix has rank one in which case the result is an immediate consequence of the fact that \(H^2 \cdot H^2 \subset H^1\). \(\blacksquare\)

**Lemma 15.3.** Let \(m \in \mathbb{Z}_+\) and let
\[
\beta_n \overset{\text{def}}{=} \sum_{j=0}^{n} \frac{1}{j + \frac{1}{2}}. \tag{15.1}
\]

Then there exists \(d \in \mathbb{R}\) such that
\[
|\beta_n - \log(2 + n) - d| \leq \text{const} \frac{1}{1 + n}.
\]
Proof. We use the following well known fact (see, for example, [2] Ch. I, (8.9))
\[
\sum_{j=1}^{n} \frac{1}{j} - \log n - \gamma \leq \text{const} \cdot n^{-1},
\]
where $\gamma$ is the Euler constant. We have
\[
\sum_{j=0}^{n} \frac{1}{j + \frac{1}{2}} = 2 \sum_{j=0}^{n} \frac{1}{2j + 1} = 2 \sum_{j=1}^{2n+1} \frac{1}{j} - \sum_{j=1}^{n} \frac{1}{j},
\]
and so by (15.2),
\[
\left| \sum_{j=0}^{n} \frac{1}{j + \frac{1}{2}} - 2 \log(2n + 1) + \log n - \gamma \right| \leq \text{const} \cdot n^{-1}
\]
which implies the result. ■

Proof of Theorem 15.1. By Lemma 15.2, we have
\[
\sum_{m \geq 0} a_m \left( \sum_{j=0}^{m} \left( \frac{1}{j + \frac{1}{2}} + \frac{1}{(m-j+\frac{1}{2})} \right) \right) z^m = 2 \sum_{m \geq 0} a_m \left( \sum_{j=0}^{m} \frac{1}{j + \frac{1}{2}} \right) z^m \in H^1.
\]
Since $\{a_n\}_{n \geq 0} \in \ell^2$, it is not hard to check that Lemma 15.3 implies that $\sum_{n \geq 0} \log(2 + n) a_n z^n \in H^1$. ■

Theorem 15.4. Let $\varphi \in L^2[0, b]$ and $\varphi(x) = \sum_{n \in \mathbb{Z}} a_n e^{2\pi i nx/b}$. If $Q_{\varphi}^{[0,b]} \in S_1$, then the functions $\sum_{n \geq 0} a_n \log(2 + n) z^n$ and $\sum_{n \geq 0} a_{-n} \log(2 + n) z^n$ in the unit disc $\mathbb{D}$ belong to the Hardy class $H^1$.

Proof. Without loss of generality we may assume that $b = 1$. By Theorem 14.8, the matrices
\[
\Gamma = \left\{ a_{j+k+1} \left( \frac{1}{j + \frac{1}{2}} + \frac{1}{k + \frac{1}{2}} \right) \right\}_{j, k \geq 0}
\]
and
\[
\Gamma = \left\{ a_{-(j+k+1)} \left( \frac{1}{j + \frac{1}{2}} + \frac{1}{k + \frac{1}{2}} \right) \right\}_{j, k \geq 0}
\]
belong to $S_1$. The result follows now from Theorem 15.1. ■

Theorem 15.5. Let $I$ be a compact interval in $(0, \infty)$ and let $\varphi$ be a function in $L^1_{\text{loc}}(\mathbb{R}^+)$ such that $Q_\varphi \in S_1$. If
\[
a_n = \int_{I} \varphi(x) e^{-2\pi i nx/|I|} dx, \quad n \in \mathbb{Z},
\]
then the functions $\sum_{n \geq 0} a_n \log(2 + n)z^n$ and $\sum_{n \geq 0} a_{-n} \log(2 + n)z^n$ belong to the Hardy class $H^1$.

**Proof.** Since $I$ is separated away from 0, it follows that $\varphi|I \in L^2(I)$. We can now apply a translation and reduce the result to Theorem 15.4. $\blacksquare$

**Corollary 15.6.** Under the hypotheses of either Theorem 15.4 or 15.5 the following holds:

(i) $|a_n| \leq \text{const}(\log(2 + |n|))^{-1}$, $n \in \mathbb{Z}$;

(ii) suppose that $\{n_k\}_{k \geq 0}$ is an Hadamard lacunary sequence of positive integers, i.e.,

$$\inf_{k \geq 0} \frac{n_{k+1}}{n_k} > 1,$$

then

$$\sum_{k \geq 0} |a_{n_k}|^2(\log(1 + n_k^2))^2 < \infty \quad \text{and} \quad \sum_{k \geq 0} |a_{-n_k}|^2(\log(1 + n_k^2))^2 < \infty.$$

**Proof.** (i) follows immediately from Theorem 15.5 and the obvious fact that the Fourier coefficients of an $H^1$ function are bounded. Finally, (ii) is an immediate consequence of Theorem 15.5 and Paley’s inequality (see [Z, v. 2, Ch. XII, (7.8)]). $\blacksquare$

Note that if $I$ is a compact interval in $(0, \infty)$, the restrictions of function in $X_1$ to $I$ fill the space $L^2(I)$, and so the sequence of Fourier coefficients $\{a_n\}_{n \in \mathbb{Z}}$ can be an arbitrary sequence in $\ell^2$. Thus Corollary 15.6 also shows that the condition $\varphi \in X_1$ is not sufficient for $Q_\varphi \in S_1$.

Now we are going to use Theorem 13.12 to obtain another necessary condition for $Q_\varphi \in S_1$.

We denote by $S^1$ the Stein–Weiss space of functions $f$ in $L^1(\mathbb{R})$ such that $\mathcal{F}^{-1}(\chi_{\mathbb{R}}) \mathcal{F} f \in L^1(\mathbb{R})$, where $\mathcal{F}$ is Fourier transformation.

**Theorem 15.7.** Let $h \in L^2_{\text{loc}}(\mathbb{R})$. Suppose that the integral operator on $L^2(\mathbb{R})$ with kernel function

$$(x, y) \mapsto h^\bullet(x, y) \overset{\text{def}}{=} h(x + y) \left( \frac{1}{x + i} + \frac{1}{y - i} \right), \quad x, y \in \mathbb{R},$$

belongs to $S_1$. Then the Fourier transform of the function $h(x) \log(1 + x^2)$ belongs to the Stein–Weiss space $S^1$.

**Proof.** Clearly, the integral operator with kernel function $h^\bullet \chi_{[0, +\infty)^2}$ belongs to $S_1$. Put

$$g(x) \overset{\text{def}}{=} \int_{\mathbb{R}} h^\bullet(t, x - t) \chi_{[0, +\infty)^2}(t, x - t) dt.$$
We have
\[ g(x) = \begin{cases} 
  h(x) \int_0^x \left( \frac{1}{t+1} + \frac{1}{x-t+1} \right) dt = h(x) \log(1+x^2), & x > 0, \\
  0, & x < 0. 
\end{cases} \]

It follows from Theorem 6.3 that \( Fg \in L^1(\mathbb{R}) \). In the same way it can be shown that the Fourier transform of the function \( h(x) \log(1+x^2) \chi_{\mathbb{R}_-}(x) \) belongs to \( L^1(\mathbb{R}) \). This implies the result. \( \blacksquare \)

**Corollary 15.8.** Let \( h \in L^2_{\text{loc}}(\mathbb{R}) \) and let \( a, b \in \mathbb{C} \setminus \mathbb{R} \) such that \( a + b \notin \mathbb{R} \). Suppose that the integral operator on \( L^2(\mathbb{R}) \) with kernel function
\[ h_{a,b}(x, y) \overset{\text{def}}{=} h(x + y) \left( \frac{1}{x + a} + \frac{1}{y + b} \right) \]
belongs to \( S_1 \). Then the Fourier transform of the function \( h(x+c) \log(1+x^2) \) belongs to \( S^1 \) for any \( c \in \mathbb{R} \).

**Proof.** Clearly, the integral operators on \( L^2(\mathbb{R}) \) with kernels functions \( h(x + y + c) \left( \frac{1}{x + a + c} + \frac{1}{y + b} \right) \) belong to \( S_1 \). Consequently, by Theorem 13.19, the integral operator on \( L^2(\mathbb{R}) \) with kernel function \( h(x+y+c) \left( \frac{1}{x+1} + \frac{1}{y-1} \right) \) belongs to \( S_1 \). It remains to apply Theorem 15.7. \( \blacksquare \)

**Corollary 15.9.** Suppose that \( h \), \( a \) and \( b \) satisfy the hypotheses of Corollary 15.8. Then \( h(x) \log |x| \to 0 \) as \( |x| \to \infty \). \( \blacksquare \)

Now Corollary 15.9 and Theorem 13.12 imply the following theorem

**Theorem 15.10.** Let \( \varphi \in L^2_{\text{loc}}(\mathbb{R}_+) \). Suppose that \( Q_{\varphi} \in S_1 \). Then
\[ \log |x| \int_{\mathbb{R}_+} \varphi(t) t^x dt \to 0 \quad \text{as} \quad |x| \to \infty. \] (15.3)

Note that it follows from Theorem 6.2 that \( \varphi \in L^1(\mathbb{R}_+) \), and so the integral in (15.3) is well defined. It is easy to see that if \( \varphi \) is an arbitrary \( L^2 \) function supported on a compact subset of \((0, \infty)\), then \( \varphi \in X_1 \). However, \( \varphi \) does not have to satisfy (15.3), and so Theorem 15.10 also implies that the condition \( \varphi \in X_1 \) is not sufficient for \( Q_{\varphi} \in S_1 \).

We conclude this section with necessary conditions on the \( L^1 \) modulus of continuity of symbols. If \( f \) is a function on \( \mathbb{T} \), then its \( L^1 \) modulus of continuity \( \omega_f^{(1)} \) is defined by, in analogy with (10.2),
\[ \omega_f^{(1)}(t) \overset{\text{def}}{=} \sup_{\zeta \in \mathbb{T}, \ |1-\zeta|<t} \int_{\mathbb{T}} |f(\zeta \tau) - f(\tau)| \, dm(\tau), \quad t > 0. \]
The following result is possibly known to experts. We were not able to find a reference, and we prove it here.

**Theorem 15.11.** Let $f \in L^1(\mathbb{T})$ and let

$$g(z) = \sum_{n \in \mathbb{Z}} \frac{\hat{f}(n)}{\log(|n| + 2)} z^n.$$

Then $g \in L^1(\mathbb{T})$ and

$$\lim_{t \to 0} \omega^{(1)}_{g}(t) \log \frac{1}{t} = 0.$$ (15.4)

Consider the function $h$ on $\mathbb{T}$ defined by

$$h(z) \stackrel{\text{def}}{=} \sum_{n \in \mathbb{Z}} (\log(|n| + 2))^{-1}z^n.$$

It is well-known (see, for example, [Z, Ch. V, (1.5)]) that the series converges for $z \in \mathbb{T} \setminus \{1\}$, $h \geq 0$ and $h \in L^1(\mathbb{T})$. We define the function $h$ on $\mathbb{R}$ by

$$h(x) \stackrel{\text{def}}{=} h(e^{ix}) = (\log 2)^{-1} + 2 \sum_{n \geq 1} (\log(n + 2))^{-1} \cos nx.$$ (15.5)

Then $h$ is continuously differentiable on $\mathbb{R} \setminus 2\pi \mathbb{Z}$, see [Z, Ch. V, Miscellaneous theorems and examples, 7].

We use the following notation. Let $\varphi$ and $\psi$ be nonvanishing functions on an interval $(0, a)$. We write

$$\varphi \overset{0}{\sim} \psi, \quad \text{if} \quad \lim_{x \to 0} \frac{\varphi(x)}{\psi(x)} = 1.$$

**Lemma 15.12.** Let $h$ be the function defined by (15.5). Then

$$h(x) \overset{0}{\sim} \frac{\pi}{x(\log x)^2}.$$ (15.6)

and

$$h'(x) \overset{0}{\sim} -\frac{\pi}{x^2(\log x)^2}.$$ (15.7)
Proof. (15.6) is proved in [Z, Ch. V, (2.17)]. Let us prove (15.7). Using Abel’s transformation, we obtain

\[
 h(x) = \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) \frac{\sin(n + \frac{x}{2})}{\sin \frac{x}{2}}
\]

\[
 = \cot \frac{x}{2} \left( \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) \sin nx \right)
\]

\[
 + \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) \cos nx.
\]

Consequently,

\[
 h'(x) = -\frac{1}{2 \sin^2 \frac{x}{2}} \left( \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) \sin nx \right)
\]

\[
 + \cot \frac{x}{2} \left( \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) n \cos nx \right)
\]

\[
 - \sum_{n \geq 0} \left( (\log(n + 2))^{-1} - (\log(n + 3))^{-1} \right) n \sin nx \triangleq \Sigma_1 + \Sigma_2 + \Sigma_3.
\]

It remains to observe that

\[
 \Sigma_1 \sim -\frac{\pi}{x^2 (\log x)^2}
\]

by [Z, Ch. V, (2.13)], while

\[
 \Sigma_2 \sim -\frac{2\pi}{x^2 (\log x)^3},
\]

and

\[
 \Sigma_3 \sim -\frac{1}{x (\log x)^2}
\]

by [Z, Ch. V, (2.18)]. □

Corollary 15.13. The following inequality holds

\[
 \int_T |h(\zeta \tau) - h(\tau)|d\mu(\tau) \leq C \left( \log \frac{3}{|\zeta - 1|} \right)^{-1}
\]

for any \( \zeta \in \mathbb{T} \).
Proof. It suffices to prove that

$$\int_{-\pi}^{\pi} |h(x + t) - h(x)| \, dx \leq C \left( \log \frac{1}{t} \right)^{-1}$$

for sufficiently small positive $t$. We have

$$\int_{-\pi}^{\pi} |h(x + t) - h(x)| \, dx = \int_{|x| \leq 2t} |h(x + t) - h(x)| \, dx + \int_{2t \leq |x| \leq \pi} |h(x + t) - h(x)| \, dx$$

$$\leq 2 \int_{|x| \leq 3t} |h(x)| \, dx + \int_{2t \leq |x| \leq \pi} |h(x + t) - h(x)| \, dx$$

$$= 2I_1 + I_2.$$ 

Using Lemma 15.12, we obtain

$$I_1 \leq C \int_{0}^{3t} \frac{1}{x(\log x)^2} \, dx \leq C \left( \log \frac{1}{t} \right)^{-1}$$

and

$$I_2 \leq Ct \int_{2t}^{\pi} \frac{dx}{x^2(\log \frac{x}{2t})^2} \leq C \left( \log \frac{1}{t} \right)^{-2},$$

if $t > 0$ is sufficiently small. ■

Proof of Theorem 15.11. Note that $g = f \ast h$. Consequently, $g \in L^1(\mathbb{T})$. It follows easily from Corollary 15.13 that

$$\omega_{g}^{(1)}(t) \leq \text{const} \, \|f\|_{L^1} \left( \log \frac{3}{t} \right)^{-1}, \quad 0 < t < 2.$$ 

The result follows now from the obvious fact that (15.4) holds for trigonometric polynomials $f$. ■

For a function $f \in L^1(\mathbb{R})$, we defined the $L^1$ modulus of continuity $\omega_f^{(1)}$ in (10.2):

$$\omega_f^{(1)}(t) = \sup_{|s| \leq t} \int_{\mathbb{R}} |f(x + s) - f(x)| \, dx, \quad t > 0.$$ 
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In fact this definition can be extended to functions $f$ not necessarily in $L^1(\mathbb{R})$. It is sufficient to assume that
\[
\int_{\mathbb{R}} |f(x + s) - f(x)| dx < \infty, \quad s \in \mathbb{R}.
\]

In a similar way we can prove the following analog of Theorem 15.11.

Theorem 15.14. Let $f \in L^1(\mathbb{R})$. Then there exists a function $g \in L^1(\mathbb{R})$ such that
\[
(\mathcal{F}f)(x) = (\mathcal{F}g(x)) \log(|x| + 2), \quad x \in \mathbb{R},
\]
and
\[
\lim_{t \to 0} \omega_g^{(1)}(t) \log \frac{1}{t} = 0.
\]

Proof. Indeed, let
\[
h(x) \overset{\text{def}}{=} \int_{\mathbb{R}} (\log(2 + |t|))^{-1} e^{-2\pi i x t} dt = 2 \int_{0}^{\infty} (\log(2 + t))^{-1} \cos(2\pi t x) dt.
\]
Then $h$ is an even positive continuously differentiable function on $\mathbb{R} \setminus \{0\}$. We can repeat the above reasoning to prove that
\[
h(x) \overset{0}{\sim} \frac{1}{2x(\log x)^2}
\]
and
\[
h'(x) \overset{0}{\sim} -\frac{1}{2x^2(\log x)^2}.
\]
Moreover, $|h(x)| \leq \text{const} \cdot x^{-2}$ and $|h'(x)| \leq \text{const} \cdot x^{-2}$ everywhere. These estimates allow us to obtain the inequality
\[
\int_{\mathbb{R}} |h(x + t) - h(x)| dx \leq \text{const} \left(\log \frac{1}{t}\right)^{-1}
\]
for $t \in (0, \frac{1}{2})$ and repeat the reasoning in the proof of Theorem 15.11.

Let us introduce some more notation. Set $\mathbb{C}_+ \overset{\text{def}}{=} \{z \in \mathbb{C} : \text{Im} z > 0\}$ and $\mathbb{C}_- \overset{\text{def}}{=} \{z \in \mathbb{C} : \text{Im} z < 0\}$. Let $f$ be a function in $L^1_{\text{loc}}(\mathbb{R})$ such that
\[
\int_{\mathbb{R}} \frac{|f(t)|}{1 + |t|} dt < +\infty.
\]
Consider the Cauchy transform of $f$ defined by
\[
(\mathcal{C}f)(\zeta) \overset{\text{def}}{=} \frac{1}{2\pi i} \int_{\mathbb{R}} \frac{f(t)}{t - \zeta} dt, \quad \text{Im} \zeta \neq 0.
\]
It is well known that \((Cf)|_{\mathbb{C}^+}\) and \((Cf)|_{\mathbb{C}^-}\) are holomorphic functions of bounded characteristic in \(\mathbb{C}^+\) and \(\mathbb{C}^-\) respectively, and so they have finite angular boundary values almost everywhere on \(\mathbb{R}\). Set 

\[
  f_+(x) \overset{\text{def}}{=} \lim_{y \to 0^+} (Cf)(x + iy) \quad \text{and} \quad f_-(x) \overset{\text{def}}{=} -\lim_{y \to 0^-} (Cf)(x + iy).
\]

By the Privalov theorem (see [Pr] for the case of a Jordan curve), \(f = f_+ + f_-\) almost everywhere on \(\mathbb{R}\). If \(f \in L^1(\mathbb{R}) + L^2(\mathbb{R})\), then

\[
  (Cf)(z) = \int_{0}^{\infty} (Ff)(t)e^{2\pi i tz} \, dt, \quad z \in \mathbb{C}^+,
\]

and

\[
  (Cf)(z) = -\int_{-\infty}^{0} (Ff)(t)e^{2\pi i tz} \, dt, \quad z \in \mathbb{C}^-.
\]

Note that \(f_+\) does not have to be in \(L^1(\mathbb{R})\) for an arbitrary function \(f \in L^1(\mathbb{R})\). In fact, if \(f \in L^1(\mathbb{R})\), then \(f_+ \in L^1(\mathbb{R})\) if and only if \(f\) belongs to the Stein–Weiss space \(\mathcal{F}^1\).

**Theorem 15.15.** Let \(f \in \mathcal{F}^1\). Suppose that there exists a function \(g \in L^1(\mathbb{R})\) such that \((Ff)(x) = (Fg)(x)\log(1 + x^2)\) for all \(x \in \mathbb{R}\). Then

\[
  \lim_{t \to 0^+} \omega^{(1)}_{g_+}(t) \log \frac{1}{t} = 0
\]

and

\[
  \lim_{t \to 0^-} \omega^{(1)}_{g_-}(t) \log \frac{1}{t} = 0.
\]

Note, however, that the assumptions of Theorem 15.15 do not imply that \(g_+ \in L^1(\mathbb{R})\) or \(g_- \in L^1(\mathbb{R})\).

We need some auxiliary facts. Let \(\mathcal{M}(\mathbb{R})\) be the space of finite Borel measures on \(\mathbb{R}\).

**Lemma 15.16.** Let \(f \in L^1(\mathbb{R})\). Suppose that \(f'' \in \mathcal{M}(\mathbb{R})\) (in the distributional sense). Then \(\mathcal{F}f \in L^1(\mathbb{R})\) and

\[
  \|\mathcal{F}f\|_{L^1(\mathbb{R})} \leq C \sqrt{\|f\|_{L^1(\mathbb{R})}\|f''\|_{\mathcal{M}(\mathbb{R})}}.
\]

**Proof.** The result follows from the obvious inequality:

\[
  |(\mathcal{F}f)(x)| \leq \min \left\{ \|f\|_{L^1}, \frac{\|f''\|_{\mathcal{M}(\mathbb{R})}}{4\pi^2x^2} \right\}, \quad x \in \mathbb{R}. \quad \blacksquare
\]
Corollary 15.17. Let $f \in L^1(\mathbb{R})$. Suppose that $\text{supp} \mathcal{F}f$ is bounded above. Then

$$\omega^{(1)}_f(t) \leq \text{const} \cdot t, \quad t > 0.$$ 

Proof. It suffices to construct a function $g_s \in L^1(\mathbb{R})$ such that $\|g_s\|_{L^1(\mathbb{R})} \leq C|s|$ and $f_+(x+s)-f_+(x) = (f*g_s)(x)$ for all $x \in \mathbb{R}$. Suppose that $\text{supp} f \subset (-\infty, M]$, where $M > 0$. We may take a function $g_s$ such that

$$(\mathcal{F}g_s)(t) = \begin{cases} 0, & t \leq 0, \\ e^{2\pi is} - 1, & t \in [0, M], \\ e^{2\pi is(2M-t)} - 1, & t \in [M, 2M], \\ 0, & t \geq 2M. \end{cases}$$

Clearly, $f_+(x+s)-f_+(x) = (f*g_s)(x)$ for all $x \in \mathbb{R}$. The inequality $\|g_s\|_{L^1(\mathbb{R})} \leq C|s|$ follows from Lemma 15.16 (with $C$ depending on $M$).

Lemma 15.18. Set $\rho(t) \equiv 2 \log(2 + |t|) - \log(1 + t^2)$. Then $\mathcal{F}\rho \in L^1$.

Proof. It suffices to observe that $\rho$ is even, $\lim_{t \to \infty} \rho(t) = 0$, $\rho$ has two continuous derivatives on $(0, \infty)$, and

$$\int_0^\infty t|\rho''(t)|dt < \infty.$$ 

Lemma 15.19. Let $\varphi$ be an even positive function in $C^2(\mathbb{R})$ such that $\varphi(x) = \log(1 + x^2)$ for sufficiently large $|x|$. Then $\mathcal{F}(\varphi^{-1}) \in L^1$.

Proof. See the proof of the previous lemma.

Proof of Theorem 15.15. We prove the first equality (the proof of the second one is the same). Let $\psi$ be a function in $L^1(\mathbb{R})$ such that $\text{supp} \mathcal{F}\psi$ is compact and $\text{supp} \mathcal{F}\psi = 1$ in a neighborhood of 0. Then $f = f * \psi + (f - f * \psi)$. The Fourier transform of the first summand has a compact support while the support of the Fourier transform of the second summand does not contain 0. Thus it is sufficient to consider two cases.

Case 1, $\text{supp} \mathcal{F}f$ is compact. The result follows from Corollary 15.17.

Case 2, $0 \notin \text{supp} \mathcal{F}f$. Clearly,

$$(\mathcal{F}f_+)(x) = (\mathcal{F}g_+)(x) \log(1 + x^2), \quad x \in \mathbb{R}.$$ 

Lemma 15.19 implies that $g_+ \in L^1(\mathbb{R})$. On the other hand, it follows from Lemma 15.18 that $(\mathcal{F}g_+)(x) \log(2 + |x|)$ is the Fourier transform of an $L^1$-function. It remains to apply Theorem 15.14. 
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Theorem 15.20. Let \( \varphi \) be a function in \( L^2[0, b] \) such that \( Q^{[0,b]} \in S_1 \) and let 
\[ \varphi(x) = \sum_{n \in \mathbb{Z}} a_n e^{2\pi i n x / b}. \]
If 
\[ \phi_+(\zeta) \overset{\text{def}}{=} \sum_{n \geq 0} a_n \zeta^n \quad \text{and} \quad \phi_-(\zeta) \overset{\text{def}}{=} \sum_{n < 0} a_n \zeta^n, \]
then
\[ \lim_{t \to 0^+} \omega_{\phi_+}^{(1)}(t) \log \frac{1}{t} = 0 \quad \text{and} \quad \lim_{t \to 0^-} \omega_{\phi_-}^{(1)}(t) \log \frac{1}{t} = 0. \] (15.9)

Proof. The result follows immediately from Theorems 15.4 and 15.11. \( \blacksquare \)

Theorem 15.21. Let \( I \) be a compact interval in \((0, \infty)\) and let \( \varphi \) be a function in \( L^1_{\text{loc}}(\mathbb{R}^+) \) such that \( Q_\varphi \in S_1 \). If 
\[ a_n = \int_I \varphi(x) e^{-2\pi i n x / |I|} dx, \quad n \in \mathbb{Z}, \]
and \( \phi_+ \) and \( \phi_- \) are defined by \( (15.8) \), then \( (15.3) \) holds.

Proof. The result is an immediate consequence of Theorem 15.20. \( \blacksquare \)

Recall that for a function \( \varphi \in L^2_{\text{loc}}(\mathbb{R}^+) \) the function \( \varphi^\circ \) is defined by \( (13.1) \). Note that if \( Q_\varphi \in S_1 \), then by Theorem 15.2, \( \varphi \in L^1(\mathbb{R}^+) \) and thus \( \varphi^\circ \in L^1(\mathbb{R}) \).

Theorem 15.22. Let \( \varphi \) be a function in \( L^2_{\text{loc}}(\mathbb{R}^+) \) such that \( Q_\varphi \in S_1 \). Then
\[ \lim_{t \to 0^+} \omega_{(\varphi^\circ)_+}^{(1)}(t) \log \frac{1}{t} = 0 \quad \text{and} \quad \lim_{t \to 0^-} \omega_{(\varphi^\circ)_-}^{(1)}(t) \log \frac{1}{t} = 0. \]
In particular,
\[ \lim_{t \to 0^-} \omega_{\varphi^\circ}^{(1)}(t) \log \frac{1}{t} = 0. \]

Proof. The result follows from Theorem 13.12, Corollary 15.8, and Theorem 15.15. \( \blacksquare \)

This result should be compared to Theorems 10.7 and 13.7. In particular, if \( \varphi \) has compact support in \( \mathbb{R}^+ \), we see that a Dini condition on the \( L^2 \) modulus of continuity is sufficient for \( Q_\varphi \in S_1 \), while the slightly weaker condition \( \lim_{t \to 0^-} \omega_\varphi^{(1)}(t) \log \frac{1}{t} = 0 \) on the \( L^1 \) modulus of continuity is necessary.

Theorem 15.23. Let \( \varphi \) be a function in \( L^2_{\text{loc}}(\mathbb{R}^+) \) such that \( Q_\varphi \in S_1 \). Then
\[ \lim_{a \to 1} \int_{\mathbb{R}^+} |\varphi(ax) - \varphi(x)| dx \cdot \log \frac{1}{|a - 1|} = 0. \]

Proof. By Theorem 15.22, we have
\[ \lim_{t \to 0^-} \int_{\mathbb{R}} |\varphi(e^{2s+2t}) e^{2s+2t} - \varphi(e^{2s}) e^{2s}| ds \cdot \log \frac{1}{t} = 0. \]
Substituting \(e^{2s} = x\) and \(e^{2t} = a\), we obtain
\[
\lim_{a \to 1} \int_{\mathbb{R}_+} |a\varphi(ax) - \varphi(x)| \, dx \cdot \log \frac{1}{|a - 1|} = 0.
\]

It remains to observe that by Theorem 8.2, \(\varphi \in L^1(\mathbb{R}_+)\) and obviously,
\[
\lim_{a \to 1} |a - 1| \cdot \log \frac{1}{|a - 1|} = 0. \quad \blacksquare
\]

### 16. Dilation of Symbols

Let \(\varphi\) be a function in \(L^2_{\text{loc}}(\mathbb{R})\) such that \(\varphi(x + 1) = \varphi(x), x \in \mathbb{R}\). For \(a > 0\) we define the function \(\varphi_a\) on \([0, 1]\) by \(\varphi_a(x) \overset{\text{def}}{=} \varphi(ax)\) for \(x \in [0, 1]\). We are going to obtain in this section upper and lower estimates for \(Q_{\varphi_a}[0, 1]\).

Note that we can extend \(\varphi_a\) to \(\mathbb{R}\) as a 1-periodic function on \(\mathbb{R}\). Using an obvious estimate, see (14.1)-(14.3),
\[
C_1 \left(\|Q^{[0,1]}_{\varphi_a}\|_{s_p} + \|\varphi_a\|_{L^2[0,1]}\right) \leq \|Q^{[0,2]}_{\varphi_a}\|_{s_p} \leq C_2 \left(\|Q^{[0,1]}_{\varphi_a}\|_{s_p} + \|\varphi_a\|_{L^2[0,1]}\right),
\]
we can reduce the estimation of \(\|Q^{[0,1]}_{\varphi_a}\|_{s_p}\) to that of \(\|Q^{[0,2]}_{\varphi_a}\|_{s_p}\). We can consider the Fourier coefficients of \(\varphi_a\) defined by
\[
\hat{\varphi}_a(n) \overset{\text{def}}{=} \int_0^1 \varphi(t) e^{-2\pi int} \, dt, \quad n \in \mathbb{Z}.
\]

**Theorem 16.1.** Let \(\varphi\) be a 1-periodic function in \(L^2_{\text{loc}}(\mathbb{R})\) and let \(a > 0\). Suppose that \(\varphi\) has bounded variation on \([0, 1]\). Then
\[
\|Q^{[0,2]}_{\varphi_a}\|_{s_p} \leq C(\varphi) \log(2 + a)
\]
and
\[
\|Q^{[0,2]}_{\varphi_a}\|_{s_p} \leq C(\varphi)(1 + a)^{1/p - 1}, \quad 1/2 < p < 1.
\]

**Proof.** The result follows from Theorem 7.7. \(\blacksquare\)

**Theorem 16.2.** Let \(\varphi\) be a nonconstant 1-periodic function in \(L^2_{\text{loc}}(\mathbb{R})\). Then for \(a \geq 1\)
\[
\|Q^{[0,1]}_{\varphi_a}\|_{s_1} \geq C(\varphi) \log(2 + a).
\]

**Proof.** It follows from (16.1) that it is sufficient to prove that
\[
\|Q^{[0,2]}_{\varphi_a}\|_{s_1} \geq C(\varphi) \log(2 + a). \quad (16.2)
\]
First we consider the case where \( a \) is an integer. There exists an integer \( k \in \mathbb{Z} \setminus \{0\} \) such that \( \hat{\varphi}(k) \neq 0 \). By Corollary 13.6,
\[
|\hat{\varphi}_a(l)| \leq C(\log(2 + |l|))^{-1} \|Q_{\varphi_a}\|_{s_1}.
\]
Substituting \( l = ak \), we obtain (16.2), since \( \hat{\varphi}_a(ak) = \hat{\varphi}(k) \).

Let now \( a \) be an arbitrary number in \((1, \infty)\). For any \( k \in \mathbb{Z} \setminus \{0\} \), there exists \( k \in \mathbb{Z} \setminus \{0\} \) such that \( \hat{\varphi}_a(k) \neq 0 \). Consequently, there exists a neighborhood \( U_\sigma \) of \( \sigma \) such that \( \hat{\varphi}_a(k) \neq 0 \) for any \( \tau \in U_\sigma \). The first part of the proof allows us to obtain the required estimate for any \( a > 1 \) such that \( a/N \in U_\sigma \) for some positive integer \( N \). To complete the proof, we can choose a finite subcover \( U_{\sigma_j} \) of \([1, 2]\).

**Theorem 16.3.** Let \( \varphi \) be a nonconstant 1-periodic function in \( L^2_{\text{loc}}(\mathbb{R}) \) and let \( 0 < p < 1 \). Then for \( a \geq 1 \)
\[
\|Q_{\varphi_a}^{[0,1]}\|_{s_p} \geq C(\varphi)a^{1/p - 1}.
\]

**Proof.** It suffices to consider the case when \( a \) is an even integer. The general case may be reduced to this special case in the same way as in the proof of Theorem 16.2. With any kernel \( k \) on the square \([0, 1)^2\) and any integer \( n \geq 1 \) we associate the kernel \( k^{[n]} \) defined by
\[
k^{[n]}(x, y) = n^2 \int_{\frac{j}{n}}^{\frac{j+1}{n}} \int_{\frac{l}{n}}^{\frac{l+1}{n}} k(t, s) \, dt \, ds, \quad \text{if} \quad x \in \left[ \frac{j}{n}, \frac{j+1}{n} \right) \quad \text{and} \quad y \in \left[ \frac{l}{n}, \frac{l+1}{n} \right).
\]
Clearly, \( \|k^{[n]}\|_{s_p} \leq \|k\|_{s_p} \) for any positive \( p \) (recall that \( \|k\|_{s_p} \) means the \( S_p \)-norm (or quasinorm) of the integral operator with kernel \( k \)).

Suppose that
\[
\int_0^1 \varphi(t) \, dt \neq 2 \int_0^1 t \varphi(t) \, dt.
\]
Put \( k_n(x, y) \overset{\text{def}}{=} \varphi(n \max\{x, y\}) \) for \( x, y \in [0, 1) \). Clearly,
\[
\left\| k^{[n]}_{2n} - k^{[2n]}_{2n} \right\|_{s_p} \leq 2^{1/p} \|k_{2n}\|_{s_p}.
\]
It is not hard to see that on \( \left[ \frac{j}{n}, \frac{j+1}{n} \right) \times \left[ \frac{l}{n}, \frac{l+1}{n} \right) \)
\[
k^{[n]}_{2n} = \begin{cases} 
\frac{1}{n} \int_0^1 \varphi(t) \, dt, & j \neq l, \\
\frac{1}{n} \int_0^1 \varphi(t) \, dt + \frac{1}{2} \int_0^1 t \varphi(t) \, dt, & j = l.
\end{cases}
\]
Next, on \([\frac{j}{2n}, \frac{j+1}{2n}] \times [\frac{l}{2n}, \frac{l+1}{2n}]\)

\[
k_{2n}^{[2]}(t) = \begin{cases} 
\int_0^1 \varphi(t) \, dt, & j \neq l, \\
\frac{1}{2} \int_0^1 t \varphi(t) \, dt, & j = l.
\end{cases}
\]

Thus, the kernel \(k_{2n}^n - k_{2n}^{[2]}\) vanishes outside the “diagonal” \(\bigcup_{j=0}^{n-1} \left[\frac{j}{n}, \frac{j+1}{n}\right] \times \left[\frac{j}{n}, \frac{j+1}{n}\right]\).

Clearly, for \(x, y \in \left[0, \frac{n-1}{n}\right] \times \left[0, \frac{n-1}{n}\right]\) we have

\[
k_{2n}^{[n]}(x, y) - k_{2n}^{[2]}(x, y) = k_{2n}^{[n]} \left( x + \frac{1}{n}, y + \frac{1}{n} \right) - k_{2n}^{[2]} \left( x + \frac{1}{n}, y + \frac{1}{n} \right).
\]

Consequently,

\[
\left\| k_{2n}^{[n]} - k_{2n}^{[2]} \right\|_{S_p} = n^{1/p} \left\| k_{2n}^{[n]} - k_{2n}^{[2]} \right\|_{\chi(0, \frac{1}{n}) \times (0, \frac{1}{n})}.
\]

We have

\[
k_{2n}^{[n]} - k_{2n}^{[2]} = \frac{1}{2} \int_0^1 \varphi(t) \, dt - \int_0^1 t \varphi(t) \, dt
\]
on \((0, \frac{1}{2n}) \times [0, \frac{1}{2n}) \cup \left( \frac{1}{2n}, \frac{1}{n} \right) \times \left[ \frac{1}{2n}, \frac{1}{n} \right)\) and

\[
k_{2n}^{[n]} - k_{2n}^{[2]} = \int_0^1 t \varphi(t) \, dt - \frac{1}{2} \int_0^1 \varphi(t) \, dt
\]
on \((0, \frac{1}{2n}) \times \left( \frac{1}{2n}, \frac{1}{n} \right) \cup \left( \frac{1}{2n}, \frac{1}{n} \right) \times [0, \frac{1}{2n})\). Now it is easy to see that

\[
\left\| k_{2n}^{[n]} - k_{2n}^{[2]} \right\|_{S_p} = cn^{1/p-1}
\]

for some nonzero \(c\), since \(\frac{1}{0} \int \varphi(t) \, dt \neq 2 \frac{1}{0} \int t \varphi(t) \, dt\).

Suppose now that \(\varphi\) is an arbitrary nonconstant 1-periodic function. It suffices to prove that there exists \(b \in \mathbb{R}\) such that \(\frac{1}{0} \int \varphi(t - b) \, dt \neq 2 \frac{1}{0} \int t \varphi(t - b) \, dt\). Suppose that

\[
\int_0^1 \varphi(t - b) \, dt = 2 \int_0^1 t \varphi(t - b) \, dt, \quad b \in \mathbb{R}.
\]

Let \(h\) be the 1-periodic function such that \(h(t) = 2t - 1\) for \(t \in [0, 1]\). Clearly, \(h(n) \neq 0\) for \(n \neq 0\). Thus it follows from (16.3) that \(\varphi\) is constant.
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