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Abstract. We consider the Hardy-type operator

$$(T f)(x) := v(x) \int_a^x u(t)f(t)dt, \quad x > a.$$ 

and establish properties of $T$ as a map from $L^p(a, b)$ into $L^q(a, b)$ for $1 < p \leq q \leq 2$, $2 \leq p \leq q < \infty$ and $1 < p \leq 2 \leq q < \infty$. The main result is that, with appropriate assumptions on $u$ and $v$, the approximation numbers $a_n(T)$ of $T$ satisfy the inequality

$$c_1 \int_a^b |uv|^r dt \leq \liminf_{n \to \infty} na_n(T) \leq \limsup_{n \to \infty} na_n(T) \leq c_2 \int_a^b |uv|^r dt$$

when $1 < p \leq q \leq 2$ or $2 \leq p \leq q < \infty$, and in the case $1 < p \leq 2 \leq q < \infty$ we have

$$\limsup_{n \to \infty} na_n(T) \leq c_3 \int_0^d |u(t)v(t)|^r dt$$

and

$$c_4 \int_0^d |u(t)v(t)|^r dt \leq \liminf_{n \to \infty} n^{(1/2-1/q)r+1} a_n(T),$$

where $r = \frac{p'}{p''}$ and constants $c_1, c_2, c_3, c_4$. Upper and lower estimates for the $l^r$ and $l^{r,k}$ norms of $\{a_n(T)\}$ are also given.
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1. Introduction

The operator $T : L^p(a,b) \to L^q(a,b)$ (where $0 \leq a \leq b \leq d < \infty$) defined by

$$T f(x) = v(x) \int_0^x u(t) f(t) dt$$

was studied in [1] and [5], in the case $1 \leq p \leq q \leq \infty$, for real-valued functions $u \in L^p(0,c), v \in L^p(c,d)$, for any $c \in (0,d)$ and $p' = p/(p-1)$. In the aforementioned works, the following estimates for the approximation numbers $a_n(T)$ of $T$ were obtained:

$$a_{N(\varepsilon)+3} \leq \sigma_p \varepsilon,$$

$$a_{N(\varepsilon) - 1} \geq \nu_q (N(\varepsilon) - 1)^{1/q - 1/p} \varepsilon,$$

and

$$a_{N(\varepsilon)/2 - 1} \geq \varepsilon/2,$$

where $\sigma_p, \nu_q$, are constants depending on $q$, and $N(\varepsilon)$ is an $\varepsilon$-depending natural number.

In the case $p = q$, these results are sharp and are used in [2] and [5] to obtain asymptotic results for the approximation numbers.

Specifically, it was proved in [2] that for $p = q = 2$

$$\lim_{n \to \infty} n a_n(T) = \frac{1}{\pi} \int_0^d |u(t)v(t)| dt$$

and that for $1 < p = q < \infty$,

$$\frac{1}{4} \alpha_p \int_0^d |u(t)v(t)| dt \leq \liminf_{n \to \infty} n a_n(T) \leq \limsup_{n \to \infty} n a_n(T) \leq \alpha_p \int_0^d |u(t)v(t)| dt.$$

The endpoint cases were studied in [5]: it was shown there that for $p = q = \infty$ (and similarly for $p = q = 1$)

$$\frac{1}{4} \int_0^d |u(t)v_s(t)| dt \leq \liminf_{n \to \infty} n a_n(T) \leq \limsup_{n \to \infty} n a_n(T) \leq \int_0^d |u(t)v_s(t)| dt,$$

where

$$v_s(t) = \lim_{\varepsilon \to 0^+} \|v \chi(t-\varepsilon,t+\varepsilon)\|_{L^\infty}.$$

If $p < q$, the estimates (2) and (3) are not sharp.

The estimates (2) and (3) were used in [8] to obtain the following asymptotic results for the approximation numbers in the case $1 < p < q < \infty$:

$$\limsup_{n \to \infty} n a_n^r(T) \leq c_{p,q} \int_0^d |u(t)v(t)|^r dt$$

and

$$\leq d_{p,q} \int_0^d |u(t)v(t)|^r dt \leq \liminf_{n \to \infty} n^{(1/p - 1/q)r + 1} a_n^r(T)$$

where $r = pq'/(q + p')$.

Since the estimates upon which they are based are not sharp, these results aren’t sharp either, in contrast to (5), (6). Our research is directed toward finding alternative, refined versions of (2) and (3) in the case $p < q$, aiming to get better...
asymptotic results than (8) and (9). In this paper, we succeed in showing that for
1 \leq p \leq q \leq \infty,
\begin{equation}
(10) \quad a_{N(\varepsilon)+1} \leq 2\varepsilon,
\end{equation}
and for 1 \leq p \leq q \leq 2 or 2 \leq p \leq q \leq \infty
\begin{equation}
(11) \quad a_{N(\varepsilon)/4-1} \geq c\varepsilon,
\end{equation}
and for 1 < p \leq 2 \leq q < \infty
\begin{equation}
(12) \quad a_{N(\varepsilon)/4-1} \geq c\varepsilon N(\varepsilon)^{1/2-1/q},
\end{equation}
where c is a constant independent of \varepsilon and N(\varepsilon). And under some condition on u and v we show that for 1 \leq p \leq q \leq 2 or 2 \leq p \leq q \leq \infty
\begin{equation}
c_1 \int_a^b |uv|^r \leq \liminf_{n \to \infty} n a_n^*(T) \leq \liminf_{n \to \infty} n a_n^*(T) \leq c_2 \int_a^b |uv|^r,
\end{equation}
and for 1 < p \leq 2 < q < \infty
\begin{equation}
\limsup_{n \to \infty} n a_n^*(T) \leq c_{p,q} \int_0^d |u(t)v(t)|^r dt
\end{equation}
and
\begin{equation}
d_{p,q} \int_0^d |u(t)v(t)|^r dt \leq \liminf_{n \to \infty} n^{(1/2-1/q)r+1} a_n^*(T),
\end{equation}
where r = \frac{p}{p+q}. We also describe \ell^r and \ell^{r,s} norms of \{a_n\}_{n=1}^\infty.

Under much stronger condition on u and v in neighborhood of boundary points of I this problem was also studied in [7] by using different technique.

2. Preliminaries

Throughout this paper we will suppose that 1 < p \leq q \leq 2. In what follows we shall be concerned with the operator T defined in (1) as a map from L^p(0,d) into L^q(0,d) where 0 < d \leq \infty. The functions u, v are subject to the following restrictions: for all x \in (0,d)
\begin{equation}
(13) \quad u \in L^{p'}(0,x),
\end{equation}
and
\begin{equation}
(14) \quad v \in L^q(x,d).
\end{equation}
It is well-known that these assumptions guarantee that T is well defined (see (9)).
Moreover, the norm of this operator is equivalent to:
\begin{equation}
J := \sup_{x \in (0,d)} \left( \int_0^x |u(t)|^{p'} dt \right)^{1/p'} \left( \int_x^d |v(t)|^q dt \right)^{1/q},
\end{equation}
(see [4],[9] and [5]). We define the operator T_I by
\begin{equation}
(15) \quad T_I f(x) := v(x)\chi_I(x) \int_0^x u(t)f(t)\chi_I(t)dt, \quad x > 0,
\end{equation}
where I = (a,b) \subset (0,d), and the quantity
\begin{equation}
(16) \quad J(I) := \sup_{x \in I} \left( \int_a^x |u(t)|^{p'} dt \right)^{1/p'} \left( \int_x^d |v(t)|^q dt \right)^{1/q}.
\end{equation}
It is obvious that $J(I) \approx \|T_I\|_{p \rightarrow q}$, where the symbol $\approx$ indicates that the quotient of the two sides is bounded above and below by positive constants.

**Proposition 2.1.** There are two positive constants $K_1$, $K_2$ such that for any $I = (a, b) \subset (0, d)$ the inequality

$$K_1 J(a, b) \leq \|T_I\| \leq K_2 J(a, b)$$

holds.

We start by proving an important continuity property of $J$:

**Lemma 2.2.** Suppose that (13) and (14) are satisfied. Then the function $J(. , b)$ is continuous and non-increasing on $(0, b)$, for any $b \leq \infty$.

**Proof:** It is easy to verify that $J(. , b)$ is non-increasing on $(0, b)$. To prove the continuity of $J$, fix $x \in (0, b)$ an $\varepsilon > 0$. By (13) and (14) there exists $0 < h_0 < \min\{x, b - x\}$ such that

$$\left( \int_{x-h_0}^{x} |u(t)|^{p'} \, dt \right)^{1/p'} \|v\|_{q, (x-h_0, x)} < \varepsilon.$$

It follows that for $h, 0 < h < h_0$,

$$J(x, b) \leq J(x-h, b) = \sup_{x-h < z < b} \left( \int_{x-h}^{z} |u(t)|^{p'} \, dt \right)^{1/p'} \|v\|_{q, (z, b)} = \max \left\{ \sup_{x-h < z < x} \left( \int_{x-h}^{z} |u(t)|^{p'} \, dt \right)^{1/p'} \|v\|_{q, (z, b)}, \right.$$  

$$\left. \sup_{x< z < b} \left( \int_{x-h}^{z} + \int_{z}^{b} |u(t)|^{p'} \, dt \right)^{1/p'} \|v\|_{q, (z, b)} \right\}$$

(17) $$\leq \max \{\varepsilon, \varepsilon + J(x, d)\} = \varepsilon + J(x, d),$$

which yields $0 < J(x-h, b) - J(x, b) < \varepsilon$. The inequality $0 < J(x, b) - J(x+h, b) < \varepsilon$ can be proved analogously.

For the sake of completeness, we include the following known result (see [4] and [10]):

**Proposition 2.3.** The operator $T$ defined by (1), with $1 < p < \infty$ and $u, v$ satisfying (13), (14) and $J < \infty$ is a compact map from $L^p(0, d)$ into $L^q(0, d)$ if and only if $\lim_{c \rightarrow a^+} J(0, c) = \lim_{c \rightarrow d^-} J(c, d) = 0$.

In what follows $A(I)$ is a function defined on all sub-intervals $I = (a, b) \subset (0, d)$, defined by

$$(18) \quad A(I) = A(a, b) := \sup_{\|f\|_{p, I} = 1} \inf_{\alpha \in \mathbb{R}} \|Tf - \alpha v\|_{p, I}.$$ 

A similar function can be found in [5]. Next, we prove some basic properties of $A(I)$. Choosing $\alpha = 0$ in (18) we immediately obtain for any $I = (a, b)$, $0 \leq a < b \leq d$,

$$(19) \quad A(I) \leq \|T_I\|.$$

**Lemma 2.4.** Let $I = (a, b)$ and $\|u\|_{p', I} < \infty$, $\|v\|_{q, I} < \infty$. Set

$$\tilde{A}(I) = \sup_{\|f\|_{p, I} = 1} \inf_{\alpha \leq 2} \|\alpha\|_{P, I}.$$ 

Then $A(I) = \tilde{A}(I)$. 

Proof: Hölder’s inequality yields

\[ \|T_I\| = \sup_{\|f\|_{p,I} = 1} \int_a^b \left( \left| \int_a^x f(t)u(t)dt \right|^q \right)^{1/q} dx \]

\[ \leq \sup_{\|f\|_{p,I} = 1} \left( \int_a^b |v(x)|^q \left( \int_a^x |f(t)|^p dt \right)^{q/p} \left( \int_a^x |u(t)|^{p'} dt \right)^{q'/p'} dx \right)^{1/q} \]

\[ \leq \left( \int_a^b |v(x)|^q \left( \int_a^b |u(t)|^{p'} dt \right)^{q/p'} \right)^{1/q} = \|u\|_{p',I} \|v\|_{q,I}. \]

If \( \|v\|_{q,I} = 0 \) then \( A(I) = \tilde{A}(I) = 0 \). Assume \( \|v\|_{q,I} > 0 \). Let \( \|f\|_{p,I} = 1 \) and suppose that \( |\alpha| > 2\|u\|_{p',I} \). Then \( |\alpha| \geq 2^{1-q} \|v\|_{q,I} \) and using the trivial inequality \( |a - b|^q \geq 2^{1-q}|a|^q - |b|^q \) valid for any real numbers \( a, b \) we obtain for each \( \alpha \in \mathbb{R} \)

\[ \int_a^b \left| \alpha - \int_a^x f(t)u(t)dt \right| v(x)^q \geq \int_a^b |\alpha v(x)| - \left| \int_a^x f(t)u(t)dt \right|^q dx \]

\[ \geq 2^{1-q}|\alpha|^q \int_a^b |v(x)|^q dx - \int_a^b |v(x)| \left| \int_a^x f(t)u(t)dt \right|^q dx \]

\[ > 2^{1-q} \left( 2\|T_I\|^{1/q} \right)^q \int_a^b |v(x)|^q dx - \|T_I\|^q = \|T_I\|^q. \]

In conjunction with (19), the above yields

\[ \|T_I\| \geq A(I) \]

\[ = \sup_{\|f\|_{p,I} = 1} \min \left\{ \inf_{|\alpha| \leq 2\|u\|_{p',I}} \left( \int_a^b \left| \alpha - \int_a^x f(t)u(t)dt \right| v(x)^q \right)^{1/q}, \right. \]

\[ \left. \inf_{|\alpha| > 2\|u\|_{p',I}} \left( \int_a^b \left| \alpha - \int_a^x f(t)u(t)dt \right| v(x)^q \right)^{1/q} \right\} \]

\[ = \inf_{|\alpha| \leq 2\|u\|_{p',I}} \left( \int_a^b \left| \alpha - \int_a^x f(t)u(t)dt \right| v(x)^q \right)^{1/q} = \tilde{A}(I), \]

which finishes the proof. □

Lemma 2.5. Let \( u \) and \( v \) satisfy (13) and (14) respectively. Then \( A(I_1) \leq A(I_2) \), provided \( I_1 \subset I_2 \). Moreover, given \( 0 < b < d \) the function \( A(., b) \) is continuous on \((0, b)\).
Proof: Let $0 \leq a_1 \leq a_2 < b_2 \leq b_1 \leq d$, $I_1 = (a_1, b_1)$, $I_2 = (a_2, b_2)$. Then

$$A(I_1) = \sup_{\|f\|_{p}, r_1 = 1} \inf_{\alpha \in \mathbb{R}} \left( \int_{a_1}^{b_1} |v(x)\left( \int_{a_1}^{x} (f(t)u(t)dt - \alpha) \right)|^{q} \right)^{1/q}$$

$$\geq \sup_{\|f\|_{p}, r_2 = 1} \inf_{\alpha \in \mathbb{R}} \left( \int_{a_1}^{b_1} |v(x)\left( \int_{a_1}^{x} (f(t)u(t)dt - \alpha) \right)|^{q} \right)^{1/q}$$

$$\geq \sup_{\|f\|_{p}, r_2 = 1} \inf_{\alpha \in \mathbb{R}} \left( \int_{a_2}^{b_2} |v(x)\left( \int_{a_2}^{x} (f(t)u(t)dt - \alpha) \right)|^{q} \right)^{1/q} = A(I_2)$$

which proves the first part of lemma.

For the remaining statement, fix $b \in (0, d)$ and $0 < y < b$. Let $\varepsilon > 0$. By (13) and (14) there exists $0 < h_0$ such that $0 < y - h_0$ and

$$\int_{y-h_0}^{y} |u|^{p'} < \varepsilon \quad \text{and} \quad \int_{y-h_0}^{y} |v|^{q} < \varepsilon.$$

Set $D_h = 2\|u\|_{p', (y-h, b)}$ for any $0 \leq h < y$. Recall that by (13), one has $D_h < \infty$ for $0 \leq h < d$. Using the trivial inequality $(a + b)^{1/q} \leq a^{1/q} + b^{1/q}$, the triangle inequality and the Hölder inequality, it follows that

$$A(y, b) \leq A(y - h, b)$$

$$= \sup_{\|f\|_{p}, (y-h, b) = 1} \inf_{1 \leq |\alpha| \leq D_h} \left\{ \int_{y-h}^{b} \left( \alpha - \int_{y-h}^{x} f(t)u(t)dt \right)v(x)|^{q} \right\}^{1/q}$$

$$= \sup_{\|f\|_{p}, (y-h, b) = 1} \inf_{1 \leq |\alpha| \leq D_h} \left\{ \int_{y-h}^{y} \left( \alpha - \int_{y-h}^{x} f(t)u(t)dt \right)v(x)|^{q} dx \right\}^{1/q}$$

$$\leq \sup_{\|f\|_{p}, (y-h, b) = 1} \inf_{1 \leq |\alpha| \leq D_h} \left\{ \int_{y-h}^{y} v(x)|^{q} \left( \int_{y-h}^{x} |u(t)|^{p'} dt \right)^{q/p} \left( \int_{y-h}^{x} |f(t)|^{p} dt \right)^{1/q} dx \right\}^{1/q}$$

$$+ \left[ \alpha^{q} \int_{y-h}^{y} v(x)|^{q} dx \right]^{1/q}$$

$$+ \left[ \int_{y}^{b} v(x)\left( \int_{y}^{x} f(t)u(t)dt - \alpha \right)v(x)|^{q} dx \right]^{1/q}$$

$$\leq \left\{ \varepsilon^{1+1/p'} + D_h \varepsilon^{1/q} + \|v\|_{q, (y,b)} \varepsilon^{1/p'} \right\}$$
Since $D_0 \leq D_h \leq D_{ho}$ we have by Lemma 2.4
\[
\inf_{|\alpha| \leq D_h} \left( \int_y^x \left( \int_y^x f(t)u(t)dt - \alpha \right) v(x) \, dx \right)^{\frac{q}{p}}
\leq \inf_{|\alpha| \leq D_h} \left( \int_y^b \left( \int_y^x f(t)u(t)dt - \alpha \right) v(x) \, dx \right)^{\frac{q}{p}} = A(y,b)
\]
and thus
\[
A(y,b) \leq A(y-h,b) \leq 2^{q-1}(1^{1/p} + D_{ho}e^{1/q} + \|v\|_{q,y,b}1^{1/p} + A(y,b))
\]
which proves that
\[
\lim_{h \to 0^+} A(y-h,b) = A(y,b).
\]
Analogously,
\[
\lim_{h \to 0^+} A(y+h,b) = A(y,b).
\]
which finishes the proof of our lemma. □

**Lemma 2.6.** Suppose $u,v > 0$ satisfy (13) and (14) and that $T : L^p(a,b) \to L^q(a,b)$ is compact. Let $I_1 = (c,d)$ and $I_2 = (c',d')$ be subintervals of $(a,b)$, with $I_2 \subset I_1$, $|I_2| > 0$, $|I_1 - I_2| > 0$, $\int_a^b v q(x)dx < \infty$. Then $0 < A(I_2) < A(I_1)$.

**Proof:** Let $0 \leq f \in L^p(I_2)$, $0 < \|f\|_{p,I_2} \leq \|f\|_{p,I_1} \leq 1$ with supp $f \subset I_2$. Let $y \in I_2$ then
\[
\|T(c,y)\|_{p,I_2} > 0 \quad \text{and} \quad \|T(y,d')\|_{p,I_2} > 0
\]
and then by simple modification of [EHL2, Lemma 3.5] for case $p < q$ we have
\[
\min\{|T(c,y)|_{q,I_2}, |T(y,d')|_{q,I_2}\} \leq \min_{x \in J} |T_x,J|_{q,I_2}
\]
which means $A(I_2) > 0$.

Next, suppose that $c = c' < d < d$. A slight modification of [EHL2, Theorem 3.8] for $p < q$, yields $x_0 \in I_2$ and $x_1 \in I_1$ such that $A(I_2) = |T_{x_0,I_2}|_{q,I_2}$ and $A(I_1) = |T_{x_1,I_1}|_{q,I_1}$. Since $u,v > 0$ on $I_1$, it is then quite easy to see that $x_0 \in I_2$ and $x_1 \in I_1^\circ$.

If $x_0 = x_1$, then, since $u,v > 0$ on $I_1$, we get
\[
A(I_1) = |T_{x_1,I_1}|_{q,I_1} > |T_{x_1,I_1}|_{q,I_2} = |T_{x_1,I_2}|_{q,I_2} = A(I_2).
\]

On the other hand, if $x_0 \neq x_1$, then
\[
A(I_1) = |T_{x_1,I_1}|_{q,I_1} \geq |T_{x_1,I_1}|_{q,I_2} \geq |T_{x_2,I_2}|_{q,I_2} \geq |T_{x_2,I_2}|_{q,I_2} = A(I_2).
\]

The case $c < c < d' < d$ could be proved similarly and the case $c < c < d' < d$ follows from previous cases and the monotonicity of $A(I_1)$. □

Let $I = (a,b) \subset (0,d)$ and $I_i = (a_i,b_i) \subset I$, $i = 1,2, \ldots, k$. Say that $\{I_i\}_{i=1}^k \in \mathcal{P}(I)$ if $\bigcup_{i=1}^k I_i \supset I$ and assume the intervals $\{I_i\}_{i=1}^k$ to be non-overlapping.

Now, for any interval $I \subset (0,d)$ and $\varepsilon > 0$, we define the numbers $M$ and $N$, as follows:
\[
M(I, \varepsilon) := \inf\{n : J(I) \leq \varepsilon, \{I_i\}_{i=1}^n \in \mathcal{P}(I)\}
\]
and
\[
N(I, \varepsilon) := \inf\{n : A(I_i) \leq \varepsilon, \{I_i\}_{i=1}^n \in \mathcal{P}(I)\}.
\]
Since by Proposition 2.1, \( A(I) \leq \| T_I \| \leq K_2J(I) \), we have
\[
(22) \quad N(I, \varepsilon) \leq M(I, K_2\varepsilon).
\]
Put \( N(\varepsilon) = N((0, d), \varepsilon) \) and \( M(\varepsilon) = M((0, d), \varepsilon) \). From Proposition 2.3 and the definition of \( J(I) \) one gets the following:

**Remark 2.7.** Suppose that (13) and (14) are satisfied. Then \( T : L^p(0, d) \to L^q(0, d) \) is compact if and only if \( M(\varepsilon) < \infty \) for each \( \varepsilon > 0 \).

**Lemma 2.8.** Let \( T \) be a compact operator. Then
\[
\lim_{x \to 0^+} A(0, x) = 0 \quad \text{and} \quad \lim_{x \to -\infty} A(x, d) = 0.
\]

**Lemma 2.9.** Suppose that \( T \) is a compact operator, \( \varepsilon > 0 \) and \( I = (a, b) \subset (0, d) \). Let \( m = N(I, \varepsilon) \). Then there exists an sequence of non-overlapping intervals \( \{ I_i \}_{i=1}^m \) covering \( I \), such that \( A(I_i) = \varepsilon \) for \( i \in \{2, \ldots, m-1\} \), \( A(I_1) \leq \varepsilon \), and \( A(I_m) \leq \varepsilon \).

**Proof:** From Remark 2.8 and (22), one has \( m < \infty \). Define a system \( S = \{ I_j \}_{j \in J} \), \( I_j \subset I \), of intervals as follows: Set \( b_1 = \inf\{ x \in I : A(x, b) \leq \varepsilon \} \). By Lemma 2.8 we have \( a \leq b_1 < b \). Put \( I_1 = [b_1, b] \). Then \( A(I_1) \leq \varepsilon \). If \( a = b_1 \) write \( S = \{ I_1 \} \), otherwise set \( b_2 = \inf\{ x \in I : A(x, b_1) \leq \varepsilon \} \) and \( I_2 = [b_2, b_1] \). Observe that by Lemma 2.5 we have \( A(I_2) = \varepsilon \). We can now proceed by mathematical induction to construct a (finite or infinite) system of intervals \( S = \{ I_j \}_{j=1}^\infty \). Note that we have only \( A(I_1) \leq \varepsilon \) (not \( A(I_0) = \varepsilon \)) provided \( \alpha < \infty \) and \( A(I_\beta) = \varepsilon \) for \( \beta < \alpha \). Writing \( b_0 = b \) we can set \( I_j = [b_j, b_{j-1}] \), \( 1 \leq j \leq \alpha \).

Our next step is to show that \( \alpha = m \). By the definition of \( m \) one has \( \alpha \geq m \) and a finite sequence of numbers \( a = a_m < a_{m-1} < \ldots < a_0 = b \) and intervals \( J_i = [a_i, a_{i-1}] \), \( i = 1, 2, \ldots, m \) such that \( A(J_i) \leq \varepsilon \). Notice that \( b_1 \leq a_1 \), for if not, we can take \( \lambda : 0 < \lambda < b_1 \), which, from Lemma 2.5 and the definition of \( I \), would yield \( \varepsilon < A(\lambda, b_0) \leq A(J_1) \leq \varepsilon \), which is a contradiction. Assume now that for some \( \alpha > 0 \), \( b_k > a_k \). If \( b_{k-1} \leq a_k \), then talking \( a_k < \lambda < b_k \), Lemma 2.5 and the definition of \( I_k \), yield \( \varepsilon < A(\lambda, b_{k-1}) \leq A(J_k) \leq \varepsilon \), which is a contradiction, so that \( a_{k-1} \leq b_{k-1} \). Repeating this reasoning, one arrives at \( b_1 > a_1 \), which is again a contradiction. Thus, \( b_k \leq a_k \) for all \( k = 1, 2, \ldots, m \). Choosing \( k = m \) we have \( b_m = a \) and consequently, \( \alpha = m \) and \( S \) covers \( I \) which finishes the proof. \( \Box \)

For future reference (see the proof of (11) in the next section) we include the following lemmas and remarks.

Let \( X \) be a Banach space and \( M \subset X \). Recall the definition of the distance function \( \text{dist}(., M) \),
\[
\text{dist}(x, M) = \inf\{\| x - y \| : y \in M \}, \ x \in X.
\]

**Lemma 2.10.** Let \( T \) be a compact operator, \( u, v > 0 \), \( \varepsilon > 0 \), \( I = (a, b) \subset (0, d) \) and \( m = N(I, \varepsilon) \).

(i) There exists \( 0 < \varepsilon_1 < \varepsilon \) and a sequence of non-overlapping intervals \( \{ I_i \}_{i=1}^m \) covering \( I \), such that \( A(I_i) = \varepsilon_1 \) for \( i \in \{1, \ldots, m\} \).

(ii) There exists \( \varepsilon_2 > 0 < \varepsilon \) such that \( m + 1 = N(I, \varepsilon_2) \).

**Proof:** The proof follows from the strict monotony and the continuity of \( A(I) \). \( \Box \)

**Lemma 2.11.** Let \( H \) be an infinite dimensional separable Hilbert space. Let \( Y = \{ y_1, \ldots, y_{2n} \} \) be any orthonormal set with \( 2n \) vectors and let \( X \) be any \( m \)-dimensional subspace of \( H \) with \( m \leq n \). Then there exists an integer \( j, 1 \leq j \leq 2n \),
such that

$$\text{dist}(u_j, X) \geq \frac{1}{\sqrt{2}}.$$  

**Proof:** Denote the inner product in $H$ by $(u, v)$. Extend $Y$ to an orthonormal topological basis $\{u_i\}_{i=1}^{\infty}$ of $H$. Choose an orthonormal basis of $X$, say $v_1, \ldots, v_m$. Denote by $P$ the orthogonal projection of $H$ into $X$. Then

$$Pu = \sum_{j=1}^{m} (u, v_j)v_j$$

for any $u \in H$.

Since $P$ is a self-adjoint projection we obtain

$$\sum_{k=1}^{2n} \|u_k - Pu_k\|^2 = \sum_{k=1}^{2n} (1 - 2(u_k, Pu_k) + (Pu_k, Pu_k))$$

$$= 2n - \sum_{k=1}^{2n} (u_k, Pu_k) = 2n - \sum_{k=1}^{2n} \sum_{j=1}^{m} (u_k, v_j)^2$$

$$= 2n - m \sum_{j=1}^{m} \sum_{k=1}^{2n} (u_k, v_j)^2.$$  

The Parseval identity yields

$$\sum_{k=1}^{\infty} (u_k, v_j)^2 = \|v_j\|^2 = 1,$$

which implies

$$\sum_{k=1}^{2n} (u_k, v_j)^2 \leq 1.$$  

Consequently,

$$\sum_{k=1}^{2n} \|u_k - Pu_k\|^2 \geq 2n - m \geq n,$$

which guarantees the existence of an integer $j$, $1 \leq j \leq 2n$, with $\|u_j - Pu_j\|^2 \geq 1/2$. Then

$$\text{dist}(u_j, X) = \|u_j - Pu_j\| \geq \frac{1}{\sqrt{2}},$$

which finishes the proof. □

**Lemma 2.12.** Let $1 \leq p \leq 2$ and $X$ be any $n$-dimensional subspace of $l_p$. Set $e_j \in l_p$, $e_j = \{\delta_{ij}\}_{i=1}^{\infty}$ where $\delta_{ij}$ is Kronecker’s symbol. Then there exists an integer $j$, $1 \leq j \leq 2n$, such that

$$\text{dist}_p(e_j, X) \geq \frac{1}{\sqrt{2}}.$$  

**Proof:** Denote by $\|\cdot\|_p$ the norm and by $\text{dist}_p$ the distance function in $l_p$. Since $\|\cdot\|_{l_2} \leq \|\cdot\|_p$, we can consider $X$ as an $n$-dimensional subspace of $l_2$. Thus, using
the previous lemma there is $j$, $1 \leq j \leq 2n$ with $\text{dist}_2(e_j, X) \geq \frac{1}{\sqrt{2}}$ from which immediately follows that

$$\text{dist}_p(e_j, X) = \inf \{\|e_j - x\|_p; x \in X\} \geq \inf \{\|e_j - x\|_2; x \in X\} = \text{dist}_2(e_j, X) \geq \frac{1}{\sqrt{2}}.$$  

\[\square\]

**Lemma 2.13.** Let $2 < p \leq \infty$, $n \in \mathbb{N}$ and $X$ be any $n$-dimensional subspace of $l^p$. Set $e_j = \{\delta_{ij}\}_{i=1}^\infty \in l^p$ where $\delta_{ij}$ is the Kronecker’s symbol. Then there is $j$, $1 \leq j \leq 2n$ such that

$$\text{dist}_p(e_j, X) \geq 2^{1/p-1}n^{1/p-1/2}. \tag{23}$$

**Proof.** Let $R : l^p \to l^p$ be the restriction operator given by

$$R(a) = (a_1, a_2, \ldots, a_{2n}, 0, 0, \ldots)$$

where $a = (a_1, a_2, \ldots) \in l^p$. Chose $u_i \in X$ such that $\text{dist}_p(e_i, X) = \|e_i - u_i\|$. Using the well-known inequality

$$\|R(a)\|_2 \leq (2n)^{1/2-1/p}\|R(a)\|_p$$

it follows that for each $1 \leq i \leq 2n$,

$$\text{dist}_p(e_i, X) = \|e_i - u_i\|_p \geq \|R(e_i) - R(u_i)\|_p$$

$$\geq (2n)^{1/2-1/p}\|R(e_i) - R(u_i)\|_2 \geq (2n)^{1/2-1/p}\text{dist}_2(e_i, R(X)).$$

Since $R(X)$ is a linear subspace of $l^2$, by Lemma 2.11 there exists $j$ with

$$\text{dist}_2(e_j, X) \geq \frac{1}{\sqrt{2}},$$

which finishes the proof of the lemma.  

\[\square\]

It is shown in the appendix that the power of $n$ in (23) is the best possible if $2 < p \leq \infty$.

With the aid of the last lemmas we can use get a modified version Lemma 2.11 with \(H\) replaced with \(L^p(0, d)\).

We start by recalling some lemmas referring to the properties of the map taking $x \in X$ to its nearest element $M_A(x) \in A \subset X$.

**Lemma 2.14.** Assume that $X$ is a strictly convex Banach space, $V \subset X$ be a finite dimensional subspace of $X$ and $x_0 \in X$. Set $A = \{x_0 + v; v \in V\}$. Then for any $x \in X$ there exists a unique element $v$ such that

$$\|x - v\| = \inf \{\|x - y\|; y \in A\}.$$ 

Denote by $M_A$ the mapping which assigns to $x \in X$ the nearest element of $A$.

**Lemma 2.15.** For any $\alpha \in \mathbb{R}$, $x \in X$ and $v \in V$, one has

$$M_V(\alpha x) = \alpha M_V(x), \tag{24}$$

$$M_V(x + v) = M_V(x) + v \tag{25}$$

and

$$\|x - v\| \geq \frac{1}{2}\|M_V(x) - v\|. \tag{26}$$
The proof of these last two lemmas can be found in [11].
Recall that $P : X \to X$ is called a projection if $P$ is linear, $P^2 = P$ and $\|P\| < \infty$.

**Lemma 2.16.** Let $X$ be a strictly convex Banach space and $V \subset X$ be a subspace, $\dim(V) = \sqrt{n}$ is finite. Then there exists a projection $P : X \to V$ which is onto such that $\|P\| \leq \sqrt{n}$.

For proof see [11,III.B, Theorem 10].

The following lemma, whose proof is included for the sake of completeness, plays a critical role in the sequel, since it provides an approximation to the map $M_A$ above by an linear operator of at most one dimensional range. The proof can also be found in [5].

**Lemma 2.17.** Let $I \subset (0, d), 1 \leq q \leq \infty$ and let $\int_I |g(t)v(t)|^q dt < \infty$. Set

$$
\omega_I(g) = \begin{cases} 
0 & \text{if } \int_I |v(t)|^q dt = 0 \\
\left(\frac{\int_I g(t)|v(t)|^q dt}{\int_I |v(t)|^q dt}\right)/\int_I |v(t)|^q dt & \text{if } 0 < \int_I |v(t)|^q dt < \infty \\
0 & \text{if } \int_I |v(t)|^q dt = \infty.
\end{cases}
$$

Then

$$
\inf_{\alpha \in \mathbb{R}} \|(g - \alpha)v\|_{q,I} \leq \|(g - \omega_I(g))v\|_{q,I} \leq 2 \inf_{\alpha \in \mathbb{R}} \|(g - \alpha)v\|_{q,I}
$$

**Proof:** It suffices to prove the second inequality. Fix $g$ such that $\int_I g(t)|v(t)|^q dt < \infty$.

Assume first that $\int_I |v(t)|^q dt = 0$. Then $v(t) = 0$ almost everywhere in $I$ and all members in (27) are equal zero.

Let $\int_I |v(t)|^q dt = \infty$. We claim that $\|\alpha v\|_{q,I} \leq \|(\alpha - g)v\|_{q,I}$. If $\alpha = 0$ the inequality is clear. Let $\alpha \neq 0$, otherwise $\|\alpha v\|_{q,I} = \infty$ and by the triangle inequality, it follows that $\|(\alpha - g)v\|_{q,I} \geq \|\alpha v\|_{q,I} - \|g v\|_{q,I} = \infty$ and hence the claim. Thus, for each $\alpha \in \mathbb{R}$

$$
\|g - \omega_I(g))v\|_{q,I} = \|(g - \alpha + \alpha)v\|_{q,I} \leq 2\|(g - \alpha)v\|_{q,I}
$$

which gives

$$
\|(g - \omega_I(g))v\|_{q,I} \leq 2 \inf_{\alpha \in \mathbb{R}} \|(g - \alpha)v\|_{q,I}.
$$

Assume now $0 < \int_I |v(t)|^q dt < \infty$. By the H"older's inequality, we obtain, for any $\alpha \in \mathbb{R}$

$$
\|(\alpha - w_I(g))v\|_{q,I}^q = \int_I \left|\left(\alpha - \frac{\int_I g(t)|v(t)|^q dt}{\int_I |v(t)|^q dt}\right)v(x)\right|^q dx
$$

$$
= \int_I |v(x)|^q \left|\frac{\int_I (\alpha - g(t))|v(t)|^q dt}{\int_I |v(t)|^q dt}\right|^q dx
$$

$$
= \int_I \frac{|v(t)|^q}{\int_I |v(t)|^q dt} \left|\int_I (\alpha - g(t))|v(t)|^q dt\right|^q dx
$$
There exists an integer $j$, Lemma 2.19. Let
\[ \left( \int_1 |v(t)|^q dx \right)^{1-q} \left| \int_1 (\alpha - g(t))|v(t)||v(t)|^{q-1} dt \right|^q \]
\leq \left( \int_1 |v(x)|^q dx \right)^{1-q} \int_1 |(\alpha - g(t))v(t)|^q dt \left( \int_1 |v(t)|^{q'(q-1)} dt \right)^{q/q'}
= \int_1 |(\alpha - g(t))v(t)|^q dt = \|(\alpha - g)v\|_{q,t}^q
which proves $\|(\alpha - w_I(g))v\|_{q,I} \leq \|(\alpha - g)v\|_{q,I}$.

Now, using this inequality, for any real $\alpha$ one has:
\[ \|g - w_I(g)v\|_{q,I} \leq \|(g - \alpha)v\|_{q,I} + \|(\alpha - w_I(g))v\|_{q,I} \leq 2\|(\alpha - w_I(g))v\|. \]
The lemma follows by taking the infimum over $\alpha$ on the right hand side . □

**Lemma 2.18.** Let $X = L^p(0,d)$, $p > 1$. Let $v_1, v_2, \ldots, v_n$ be functions in $X$ with pairwise disjoint supports with $\|v_i\|_p = 1$ for $i = 1, 2, \ldots, n$. Set $V$ = span\{v_1, v_2, \ldots, v_n\}. Then there is a projection $P_V$ with rank $p \leq n$, such that
\[ \|f - M_V(f)\|_{p,0} \leq \|f - P_V(f)\|_{p,0} \leq 2\|f - M_V(f)\|_{p,0} \]
where $M_V$ is defined on Lemma 2.14.

**Proof.** Denote $S_i = \text{supp } v_i$, $V_i = \text{span\{v_i\}}$. Given any $f \in X$, with supp $f \subset S_i$,
let $M_i(f) = M_{v_i}(f)$, $P_i = \omega_i(f\chi_{S_i})\chi_{S_i}$, and $Pf = \sum_{i=1}^n P_i(f\chi_{S_i})\chi_{S_i}$.

From the definition of $M_i$ and $P_i$, we have $\|f - M_V(f)\|_{p,0} \leq \|f - P_V(f)\|_{p,0}$,
which is the first inequality. Also
\[ \|f - M_V(f)\|_p^p = \sum_{i=1}^n \|f\chi_{S_i} + M_i(f)\chi_{S_i}\|_{p,S_i}^p \geq \sum_{i=1}^n \|f\chi_{S_i} - M_i(f\chi_{S_i})\chi_{S_i}\|_{p,S_i}^p \]
\[ \leq 2^{-1/p} \sum_{i=1}^n \|f\chi_{S_i} - P_i(f\chi_{S_i})\chi_{S_i}\|_{p,S_i}^p = 2^{-1/p}\|f - P(f)\chi_{S_i}\|_p^p \]
which gives the second inequality and finishes the proof. □

**Lemma 2.19.** Let $1 < p \leq 2$ and let $u_1, \ldots, u_{2n}$ be a system of functions from $L^p(0,d)$ with disjoint supports. Let $X \subset L^p(0,d)$ be a subspace, dim $X \leq n$. Then there exists an integer $j, 1 \leq j \leq 2n$, such that
\[ \text{dist}_p(u_j, X) \geq \frac{1}{3\sqrt{2}}\|u_j\|_p. \]

**Proof:** If $\|u_i\|_p = 0$ for some $i$, it suffices to choose $j = i$. Let $\|u_i\|_p > 0$ for all $1 \leq i \leq 2n$. Set $v_i = \frac{u_i}{\|u_i\|_p}$. Let $V$ = span\{v_1, v_2, \ldots, v_{2n}\} and let $P_V$ be the projection from the previous lemma. Let $Y = P_V(X)$. Then $Y \subset V$, dim $Y \leq n$. Denote by $Z$ the subspace of $l^p$ consisting of all sequences $\{a_k\}_{k=1}^\infty$ such that $a_k = 0$ for all $k > 2n$. Let $e_i$ be the canonical basis of $Z$. Define a linear mapping $I : Y \rightarrow Z$ by
\[ I(\sum_{i=1}^{2n} \alpha_i v_i) = \sum_{i=1}^{2n} \alpha_i e_i. \]
Since \( \|v_i\| = 1 \) and the functions \( v_i \) have pairwise disjoint supports, it follows that \( I \) is an isometry between \( Y \) and \( Z \). According to Lemma 2.12 there exists \( 1 \leq j \leq 2n \) such that

\[
\text{dist}_p(e_j, I(Y)) \geq \frac{1}{\sqrt{2}},
\]

and from Lemma 2.14 there is a unique \( p \)

\[
\text{dist}_p(v_j, X) = \|v_j - x\|_p.
\]

By the definition of \( P_V \) and \( M_V \), we have

\[
\frac{1}{2}\|x - M(x)\|_p \leq \frac{1}{2}\|x - P_V(x)\|_p \leq \|x - M_V(x)\|_p \leq \|v_j - x\|_p
\]

which yields, with the triangle inequality,

\[
\|P_V(x) - v_j\|_p \leq \|P_V(x) - x\|_p + \|x - v_j\|_p \leq 2\|x - v_j\|_p \leq 2\|x - v_j\|_p + \|x - v_j\|_p \leq 3\|x - v_j\|_p.
\]

This together with (28) and (29), gives

\[
\text{dist}_p(v_j, X) = \|v_j - x\|_p \geq \frac{1}{3}\|v_j - P_V(x)\|_p
\]

\[
\geq \frac{1}{3}\text{dist}_p(v_j, Y) = \frac{1}{3}\text{dist}_p(e_j, I(Y)) \geq \frac{1}{3\sqrt{2}}.
\]

Denoting by \( M_I \) the mapping which assigns to any \( f \in L^p(0, d) \) the element of \( X \) nearest to \( f \) and using (24) we can rewrite the previous inequality as

\[
\text{dist}_p(u_j, X) = \|u_j - M_I(u_j)\|_p = \|u_j\|_p \|v_j - M_I(v_j)\|_p
\]

\[
= \|u_j\|_p \text{dist}_p(v_j, X) \geq \frac{1}{3\sqrt{2}} \|u_j\|_p
\]

which yields the claim. □

**Lemma 2.20.** Let \( 2 < p \leq \infty \) and let \( u_1, \ldots, u_{2n} \) be a system of functions from \( L^p(0, d) \) with disjoint supports. Let \( X \subset L^p(0, d) \) be a subspace, \( \dim X \leq n \). Then there exists an integer \( j \), \( 1 \leq j \leq 2n \), such that

\[
\text{dist}_p(u_j, X) \geq \frac{1}{2\sqrt{2}} \|u_j\|_p n^{1/p - 1/2}.
\]

**Proof:** Let \( V, M_V, P_V, Y, Z \) and \( I \) have the same meanings as in Lemma 2.19. Proceeding as before, Lemma 2.13 yields \( j : 1 \leq j \leq 2n \) such that

\[
\text{dist}_p(e_j, I(Y)) \geq \frac{1}{2} n^{1/p - 1/2}.
\]

Let \( x \in X \) be the element given by Lemma 2.14 so that

\[
\text{dist}(v_j, X) = \|v_j - x\|_p.
\]

In exactly the same way as in Lemma 2.19, one gets

\[
\text{dist}_p(v_j, X) \geq \frac{1}{3} n^{1/p - 1/2},
\]

which can be written as

\[
\text{dist}_p(u_j, X) \geq \frac{1}{3} \|u_j\|_p n^{1/p - 1/2},
\]

and the proof is complete. □
3. Bounds for the approximation numbers

We recall that, given any \( m \in \mathbb{N} \), the \( m^{th} \) approximation number \( a_m(S) \) of a bounded operator \( S \) from \( L^p \) into \( L^q \), is defined by

\[
a_m(S) := \inf_F \|S - F\|_{p \to q},
\]

where the infimum is taken over all bounded linear maps \( F : L^p(0, d) \to L^q(0, d) \) with rank less than \( m \). Further discussions on approximation numbers may be found in [3]. An operator \( S \) is compact if and only if \( a_m(S) \to 0 \) as \( m \to \infty \). The first two lemmas of this section provide estimates for \( a_m(T) \) for \( T \) as in (1), which are the analogous of those obtained in [1] and [5]. Hereafter, we shall always assume (13) and (14).

Lemma 3.1. Let \( 1 \leq p \leq q \leq \infty \) and suppose that \( T : L^p(0, d) \to L^q(0, d) \) is bounded. Let \( \varepsilon > 0 \) and suppose that there exist \( N \in \mathbb{N} \) and numbers \( c_k, k = 0, 1, \ldots, N \), with \( 0 = c_0 < c_1 < \cdots < c_N = d \), such that \( A(I_k) \leq \varepsilon \) for \( k = 0, 1, \ldots, N - 1 \), where \( I_k = (c_k, c_{k+1}) \). Then \( a_{N+1}(T) \leq 2\varepsilon \).

Proof: Consider for \( f \in L^p(a, b) \) and \( 0 \leq k \leq N - 1 \) one-dimensional linear operators given by

\[
P_kf(x) := \chi_{I_k}(x)v(x) \left( \int_{c_k}^x u(t) dt \omega_k \left( \int_{c_k}^x u(t) dt \right) \right).
\]

where \( \omega_k \) is the functional from Lemma 2.17. We claim that \( P_k \) is bounded from \( L^p(0, d) \) into \( L^q(0, d) \) for each \( k \).

Assume first that either \( 0 = \|v\|_{\text{q,I}_k} \) or \( \|v\|_{\text{q,I}_k} = \infty \). Then \( P_k = 0 \) and consequently, it is bounded.

Assume now \( 0 < \|v\|_{\text{q,I}_k} < \infty \) and fix \( f, \|f\|_{p,(0,d)} = 1 \). Then using Hölder’s inequality, we obtain

\[
\frac{\left| \omega_k \left( \int_{c_k}^x u(t) f(t) dt \right) \right|}{\|T\|_{\text{q,I}_k}} \leq \frac{1}{\|v\|_{\text{q,I}_k}} \int_{I_k} |v(x)|^q dx \int_{I_k} |f(x)|^q dx \leq \left( \frac{1}{\|v\|_{\text{q,I}_k}} \int_{I_k} |v(x)|^q dx \right)^{1/q} \left( \frac{1}{\|v\|_{\text{q,I}_k}} \int_{I_k} |f(x)|^{q/q'} dx \right)^{1/q'}
\]

and consequently,

\[
\int_0^d \| (P_k f)(x) \| dx = \int_{I_k} \left( \int_{c_k}^x u(t) dt \omega_k \left( \int_{c_k}^x u(t) dt \right) \right)^q dx \leq 2^{q-1} \left( \int_{I_k} |v(x)|^q dx \int_{c_k}^x u(t) dt \right)^q + \omega_k^q \left( \int_{c_k}^x u(t) dt dx \right) \leq 2^{q-1}(\|Tf\|_q^q + \frac{\|T\|}{\|v\|_{\text{q,I}_k}}) \leq \|T\|(1 + \frac{1}{\|v\|_{\text{q,I}_k}}).
\]
Set \( P = \sum_{k=0}^{N-1} P_k \). Then \( P \) is a linear bounded operator from \( L^p(0,d) \) into \( L^q(0,d) \). Moreover, we have by Lemma 2.17 and the well-known inequality 
\[
(\sum_{k=1}^{\infty} |a_k|^q)^{1/q} \leq (\sum_{k=1}^{\infty} |a_k|^p)^{1/p}
\]

\[
\|Tf - Pf\|_{q,I} = \sum_{k=0}^{N-1} \|Tf - P_kf\|_{q,I_k}^q \leq \sum_{k=0}^{N-1} \|Tf - P_kf\|_{q,I_k}^q \leq 2^{q-1} \sum_{k=0}^{N-1} \inf_{\alpha \in \mathbb{R}} \|Tf - \alpha v\|_{p,I_k}^q \leq 2^{q} \sum_{k=0}^{N-1} A(q, I_k) \|f\|_{p,I_k}^q \leq (2\epsilon)^q \sum_{k=0}^{N-1} \|f\|_{p,I_k}^q \leq (2\epsilon)^q
\]

by Lemma 2.5. Since rank \( P \leq N \), the proof of the lemma is complete. □

**Lemma 3.2.** Let \( 1 < p \leq q < \infty \), \( T \) be bounded from \( L^p(0,d) \) to \( L^q(0,d) \), \( 0 \leq a < b < c < d \) and denote \( I = [a,b] \) and \( J = [b,c] \). Further, let \( f, g \in L^p(0,d) \) with \( \text{supp } f \subset I \), \( \text{supp } g \subset J \), \( \|f\|_p = \|g\|_p = 1 \).

Let \( r, s \) be real numbers and set

\[ h(x) = v(x) \int_0^d u(t)(rf(t) + sg(t))dt. \]

Assume \( \int_{a}^{c} u(t)h(x) = 0 \). Then

\[ \|h\|_q \geq (|r|^q \inf_{\alpha \in \mathbb{R}} \|Tf - \alpha v\|_q^q + |s|^q \inf_{\alpha \in \mathbb{R}} \|Tg - \alpha v\|_q^q)^{1/q}. \]

**Proof:** Since \( \text{supp } f \subset I \) and \( \text{supp } g \subset J \) we have

\[ \int_{a}^{c} v(x) \left| \int_0^x u(t)(rf(t) + sg(t))dt \right|^q dx = 0. \]

If \( x \in (c,d) \) we have (recall that \( \int_{a}^{c} u(t)h(x) = 0 \)) that

\[ \int_{c}^{d} \left| v(x) \int_0^x u(t)(rf(t) + sg(t))dt \right|^q dx = \int_{c}^{d} \left| v(x) \int_{a}^{c} u(t)h(t)dt \right|^q dx = 0. \]
Assume first $s \neq 0$. Then it follows from (30) and (31) that

\[
\|h\|_q^q = \int_0^d |v(x)\int_0^x u(t)(rf(t) + sg(t))dt|^q \, dx = \int_0^a + \int_a^b + \int_b^c
\]

\[
= \int_0^d |v(x)\int_0^x u(t)(rf(t) + sg(t))dt|^q \, dx
\]

\[
+ \int_0^d |v(x)(\int_b^c u(t)(rf(t) + sg(t))dt)|^q \, dx
\]

\[
= \int_0^d |v(x)\int_0^x u(t)rf(t)dt|^q \, dx
\]

\[
+ \int_0^d |v(x)(\int_b^c u(t)rf(t)dt)|^q \, dx
\]

\[
\geq |r|^q \int_0^d |v(x)(\int_0^x u(t)f(t)dt - \alpha)|^q \, dx
\]

\[
+ |s|^q \int_0^d |v(x)(\int_b^c u(t)f(t)dt - \alpha)|^q \, dx
\]

\[
= |r|^q \inf_{x \in \mathbb{R}} \|Tf - \alpha\|_{q,I}^q + |s|^q \inf_{x \in \mathbb{R}} \|Tg - \alpha\|_{q,1}
\]

which finishes the proof of the lemma. \(\square\)

**Lemma 3.3.** Let $1 < p \leq q \leq 2$, $T$ be bounded from $L^p(0,d)$ to $L^q(0,d)$, $\varepsilon > 0$, $N \in \mathbb{N}$ and $0 \leq d_0 < d_1 < \cdots < d_{4N} < d$. Set $I_k = (d_k,d_{k+1})$ and assume that $A(I_k) \geq \varepsilon$ for $k = 0,1,\ldots,4N-1$. Then $a_N(T) \geq 2^{1/q-1/p-3/2}\varepsilon$.

**Proof:** Let $0 < \gamma < 1$. Then there exist functions $f_k \in L^p(I_k)$ such that $\|f_k\|_{p,I_k} = 1$ and

\[
\inf_{x \in \mathbb{R}} \|Tf_k - \alpha\|_{q,I_k} \geq \gamma A(I_k) \geq \gamma \varepsilon.
\]

By definition of the approximation numbers, there is a bounded linear mapping with rank $P \leq N$ such that

\[
a_{N+1}(T) \geq \gamma \|T - P\|_{p-q}.
\]
Then $P = \sum_{i=1}^{N} P_i$, where $P_i$ are one-dimensional operators from $L^p(0, d)$ into $L^q(0, d)$. Thus, we can write $(Pf)(x) = \phi_i(x)R_i(f)$ where $\phi_i \in L^q(0, d)$ and $R_i \in (L^p(0, d))^\ast$. Since $(L^p(0, d))^\ast = L^p(0, d)$, it follows that $R_i f(x) = \int_0^d \psi_i(t)f(t)dt$ and that there are functions $\psi_i \in L^p(0, d)$ such that

$$(Pf)(x) = \sum_{i=1}^{N} \phi_i(x) \int_0^d \psi_i(t)f(t)dt.$$  

Denote by $X$ the range of $P$. Notice that $\dim(X) \leq N$.

Define $J_i := I_{2i} \cup I_{2i+1}$ for $i = 0, 1, \ldots, 2N - 1$. For each $i \in \{0, 1, \ldots, 2N - 1\}$.

Let $(r_i, s_i)$ be orthogonal to the 2-dim vector. So that

$$(33) \quad |r_i|^p + |s_i|^p > 0 \quad \text{and} \quad r_i \int_{I_{2i}} u f_{2i} + s_i \int_{I_{2i+1}} u f_{2i+1} = 0.$$  

Set $g_i(t) = r_i f_{2i} + s_i f_{2i+1}$ and $h_i(x) = v(x) \int_0^x u(t)g_i(t)dt$. From $\|f_i\| = 1$ for each $i$: 0 ≤ $i$ ≤ 2N − 1 and (3.2), one has

$$\|g_i\| = (|r_i|^p \int_{I_{2i}} |f_{2i}(t)|^p dt + |s_i|^p \int_{I_{2i+1}} |f_{2i+1}(t)|^p dt)^{1/p} = (|r_i|^p + |s_i|^p)^{1/p}.$$  

Consequently, $\|h_i\| = \|T g_i\| < \infty$. Moreover, $\int_0^d h_i(t)dt = \int_{J_i} h_i(t)dt = 0$ whence $\sup h_i \subset J_i$ for all $i = 0, 1, \ldots, 2N - 1$.

Thus, using Lemma 2.19 one finds that there exists an integer $k$, 0 ≤ $k$ ≤ 2N− 1, such that

$$\text{dist}_q(h_k, X) \geq \frac{1}{2\sqrt{2}} ||h_k||_q,$$

from which it follows that

$$a_{N+1}(T) \geq \gamma \|T - P\|_{p \rightarrow q}$$

$$\geq \sup_{f \in L^p, \text{supp} f \subset J_k} \gamma \|Tf - Pf\|_q$$

$$\geq \gamma \|Tg_k - Pg_k\|_q = \gamma \|h_k - Pg_k\|_q$$

$$\geq \gamma \left( \text{dist}_q(h_k, X) \right) \geq \gamma \frac{\|h_k\|_q}{\|g_k\|_p}.$$  

Using Lemma 3.2, (32) and the inequality

$$\left( |r_k|^p + |s_k|^p \right)^{1/p} \leq 2^{1/p - 1/q} \left( |r_k|^p + |s_k|^p \right)^{1/p}$$

we obtain

$$\frac{\|h_k\|_q}{\|g_k\|_p} \geq \frac{\left( |r_k|^q \inf_{a \in \mathbb{R}} \|T_{I_{2k}} f - a v\|_q^2 + |s_k|^q \inf_{a \in \mathbb{R}} \|T_{I_{2k+1}} - a v\|_q^2 \right)^{1/q}}{\left( |r_k|^p + |s_k|^p \right)^{1/p}}$$

$$\geq \gamma \frac{\left( |r_k|^q + |s_k|^q \right)^{1/q}}{\left( |r_k|^p + |s_k|^p \right)^{1/p}} \geq \gamma \varepsilon \leq 2^{1/q - 1/p}$$

which together with the previous estimate gives

$$a_{N+1}(T) \geq \gamma^2 2^{1/q - 1/p - 3/2}.$$  

The proof is complete. □
Using the properties of approximation numbers on dual operators we can extend the previous result

**Lemma 3.4.** Let $2 \leq p \leq q \leq \infty$ and suppose that $T : L^p(0,d) \to L^q(0,d)$ is bounded. Let $\varepsilon > 0$ and suppose that there exist $N \in \mathbb{N}$ and numbers $d_k, k = 0,1,\ldots,4N$ with $0 = d_0 < d_1 < \cdots < d_{4N} < d$ such that $A(I_k) \geq \varepsilon$ for $k = 0,1,\ldots,N-1$, where $I_k = (d_k,d_{k+1})$. Then $a_N(T) \geq c\varepsilon$ where $c$ is positive and depends only on $p,d$.

**Proof:** The adjoint of $T$, $T'$, is bounded from $L^{q'}$ into $L^p$. It is easy to see that Lemma 3.2 holds for $T$ replaced by $T'$. Then the proof follows immediately from Proposition 2.5 and Remark 2.6 in [3]. □

**Lemma 3.5.** Let $1 \leq p \leq 2 \leq q \leq \infty$ and suppose that $T : L^p(0,d) \to L^q(0,d)$ is bounded. Let $\varepsilon > 0$ and suppose that there exist $N \in \mathbb{N}$ and numbers $d_k, k = 0,1,\ldots,4N$ with $0 = d_0 < d_1 < \cdots < d_{4N} < d$ such that $A(I_k) \geq \varepsilon$ for $k = 0,1,\ldots,N-1$, where $I_k = (d_k,d_{k+1})$. Then $a_N(T) \geq c\varepsilon^{1/q-1/2}$ where $c$ is positive and depends only on $p,d$.

**Proof:** Let $0 < \gamma < 1$. Then there exist functions $f_k \in L^p(I_k)$ such that $\|f_k\|_{p,I_k} = 1$ and

$$\inf_{\alpha \in \mathbb{R}} \|T f_k - \alpha v\|_{q,I_k} \geq \gamma A(I_k) \geq \gamma \varepsilon. \quad (34)$$

By definition of the approximation numbers there is a bounded linear mapping with rank $P \leq N$ such that

$$a_{N+1}(T) \geq \gamma \|T - P\|_{p-q}.$$

Write $P = \sum_{i=1}^N P_i$ and let $J_i$ be as in the proof of Lemma 3.3. In the notation of Lemma 3.3, in this case we also have $\|h_i\|_q = \|T g_i\|_q < \infty$ and $\int_0^d h_i(t) dt = \int_{J_i} h_i(t) dt$, so that

$$\text{supp} h_i \subset J_i \text{ for all } i = 0,1,\ldots,2N-1,$$

whence, by Lemma 2.19, there exists an integer $k$, $0 \leq k \leq 2N-1$, such that

$$\text{dist}_q(h_k,X) \geq \frac{1}{3\sqrt{2}} n^{1/q-1/2}\|h_k\|_q,$$

which gives

$$a_{N+1}(T) \geq \gamma \|T - P\|_{p-q} \geq \sup_{f \in L^p, \text{supp } f \subset I_k} \frac{\gamma \|T f - Pf\|_q}{\|f\|_p} \geq \gamma \frac{\|T g_k - Pg_k\|_q}{\|g_k\|_p} = \gamma \frac{\|h_k - Pg_k\|_q}{\|g_k\|_p} \geq \gamma \frac{\text{dist}_q(h_k,X)}{\|g_k\|_p} \geq \gamma \frac{\|h_k\|_q n^{1/q-1/2}}{3\sqrt{2} \|g_k\|_p}.$$

Using Lemma 3.2, (34) and the inequality

$$|r_k|^p + |s_k|^p \leq 2^{1/p-1/q} (|r_k|^p + |s_k|^p)^{1/p},$$

we obtain
\[
\frac{\|h_k\|_q}{\|g_k\|_p} \geq \frac{(|r_k|^q \inf_{\alpha \in \mathbb{R}} \|T_{2k} f - \alpha v\|_q^2 + |s_k|^q \inf_{\alpha \in \mathbb{R}} \|T_{2k+1} f - \alpha v\|_q^{1/q})}{(|r_k|^p + |s_k|^p)^{1/p}}
\]
\[
\geq \gamma \epsilon \frac{(|r_k|^q + |s_k|^q)^{1/q}}{(|r_k|^p + |s_k|^p)^{1/p}} \geq \gamma \epsilon 2^{1/q-1/p}
\]
which gives with the previous estimate
\[
a_{N+1}(T) \geq \gamma^2 \epsilon n^{1/q-1/2}
\]
for fixed \(c > 0\) and finishes the proof. □

The following theorem follows immediately from the previous lemmas. It improves results from [1] and [5].

**Theorem 3.6.** Suppose that \(T\) is compact (see Proposition 2.2 and Remark 2.3). Then, for small \(\epsilon > 0\), \(1 \leq p \leq q \leq \infty\)
\[
a_{N(\epsilon)+1}(T) \leq 2 \epsilon,
\]
for \(1 \leq p \leq q \leq 2\) or \(2 \leq p \leq q \leq \infty\)
\[
a_{\lfloor N(\epsilon) \rfloor-1}(T) > \epsilon \epsilon,
\]
and for \(1 \leq p \leq 2 \leq q \leq \infty\)
\[
a_{\lfloor N(\epsilon) \rfloor-1}(T) > \epsilon \epsilon N(\epsilon)^{1/q-1/2}.
\]
Here \(N(\epsilon) \equiv N((0, d), \epsilon)\) is defined in (21) and \([x]\) denotes the integer part of \(x\).

**Proof:** The first inequality is an immediate consequence of Lemma 3.1 and definition of \(N(\epsilon)\). The second inequality follows from Lemmas 2.4, 3.1 and 3.2. □

### 4. Local asymptotic result

The first part of this section is devoted to proving lemmas that will be needed in the proof of our local asymptotic results, which we present in the second part.

**Lemma 4.1.** Let \(u\) and \(v\) be constant functions on the interval \(I = (a, b) \subset (0, d)\) and let \(1 \leq p \leq q \leq \infty\). Then \(A(I) := A(I, u, v) = |u||v||I|^{1/p' + 1/q} A((0, 1), 1, 1)\).

**Proof:** If \(u = 0\) then \(A(I, u, v) = 0\) and the assertion is trivial. Assume that \(u \neq 0\). Using the substitutions \(y = \frac{x-a}{b-a}\) and \(t = a + s(b-a)\), we obtain
\[
A(I, u, v) = \sup_{\|f\|_p, \|f\|_q = 1} \inf_{\alpha \in \mathbb{R}} \|v\left(\int_a^x u f(t) dt - \alpha\right)\|_{q, I}
\]
\[
= |v||u| \sup_{\|f\|_p, \|f\|_q \leq 1} \inf_{\alpha \in \mathbb{R}} \|\int_a^x f(t) dt - \alpha\|_{q, I}
\]
\[
= \sup_{\|f\|_p, \|f\|_q \leq 1} \inf_{\alpha \in \mathbb{R}} \|\int_0^y f(a + s(b-a)) ds - \alpha\|_{q, (0, 1)}.
\]
Writing \( g(s) = f(a + s(b - a)) \) we have \( \|g\|_{p,(0,1)} = (b - a)^{-1/p}\|f\|_{p,(a,b)} \) and thus

\[
A(I, u, v) = |v||u||I|^{1+1/q} \sup_{\|g\|_{p,(0,1)}=(b-a)^{-1/p}} \| \int_a^x g(t)dt - \alpha \|_{q,(0,1)}
\]

\[
= |v||u||I|^{1/p' + 1/q} \sup_{\|g\|_{p,(0,1)}=1} \| \int_a^x g(t)dt - \alpha \|_{q,(0,1)}
\]

\[
= |v||u||I|^{1/p' + 1/q} A((0, 1), 1, 1).
\]

The proof is complete. □

**Lemma 4.2.** Let \( I = (a, b) \subset (0, d) \), \( 1 \leq p \leq q \leq \infty \), \( u_1, u_2 \in L^p(I) \) and \( v \in L^q(I) \). Then

\[
|A(I, u_1, v) - A(I, u_2, v)| \leq \|v\|_{q,I} \|u_1 - u_2\|_{p',I}
\]

**Proof:** Suppose first that \( A(I, u_1, v) \geq A(I, u_2, v) \). Then

\[
A(I, u_1, v) - A(I, u_2, v) = \sup_{\|f\|_{p,I}=1} \inf_{\alpha \in \mathbb{R}} \|v(x) \left( \int_a^x (u_1(t) - u_2(t) + u_2(t)f(t)dt - \alpha) \right) \|_{q,I} - A(I, u_2, v)
\]

\[
\leq \sup_{\|f\|_{p,I}=1} \inf_{\alpha \in \mathbb{R}} \left[ \|v(x) \int_a^x (u_1(t) - u_2(t))f(t)dt \|_{q,I} + \|v(x) \left( \int_a^x u_2(t)f(t)dt - \alpha \right) \|_{q,I} \right] - A(I, u_2, v)
\]

\[
\leq \|v\|_{q,I} \|u_1 - u_2\|_{p',I} + A(I, u_2, v) - A(I, u_2, v).
\]

The remaining case can be proved analogously. □

**Lemma 4.3.** Let \( I = (a, b) \subset (0, d) \), \( 1 \leq p \leq q \leq \infty \), \( u \in L^p(I) \), and \( v_1, v_2 \in L^q(I) \). Then

\[
|A(I, u, v_1) - A(I, u, v_2)| \leq 3\|v_1 - v_2\|_{q,I} \|u\|_{p',I}
\]
Let and \( m \) be fixed. Then by the absolute convergence of the Lebesque integral and the Luzin Theorem there exists \( \xi \), \( \eta \) such that setting

\[
\|v_1\|_{p,I} = \sup_{j} \|v_1(x)\left(\int_a^x u(t)f(t)dt - \alpha\right)\|_{q,I} - A(I, u, v_2)
\]

we have

\[
\|u - u_t\|_{p',I} < 1/l, \quad \|v - v_t\|_{q,I} < 1/l.
\]

and

\[
\|u^r - u_t^r\|_{s,I} < 1/l, \quad \|v^r - v_t^r\|_{s',I} < 1/l.
\]
Consequently,
\[
\left| \int_I |u|^r |v|^r - \int_I |u|^r |v|^r \right| \\
\leq \int_I |u|^r \left| |v|^r - |v|^r \right| + \int_I |v|^r \left| |u|^r - |u|^r \right| \\
\leq (\|u\|_{p', I} \left\| |v|^r - |v|^r \right\|_{s', I} + \left\| |u|^r - |u|^r \right\|_{s', I} \left\| |v|^r \right\|_{q, I}) \\
\leq \frac{1}{I} (\|u\|_{p'} + \|v\|_{q}) \leq \frac{1}{I} (\|u\|_{p'} + \|v\|_{q})
\]

Let \( \varepsilon > 0 \). Put \( N(\varepsilon) = N(\varepsilon, I) \). According to Lemma 2.9 there is a system of intervals \( \{ I_j \}_{j=1}^{N(\varepsilon)} \in \mathcal{P} \) such that

\[
A(I_1) \leq \varepsilon, \quad A(I_{N(\varepsilon)}) \leq \varepsilon \quad \text{and} \quad A(I_i) = \varepsilon \quad \text{for} \quad 2 \leq i \leq N(\varepsilon).
\]

Define,

\[
J_i = I_{2i} \cup I_{2i+1}, \quad i = 1, 2, \ldots, N(\varepsilon)/2,
\]

and

\[
J_{(N(\varepsilon)-1)/2} = J_{N(\varepsilon)-2} \cup J_{N(\varepsilon)-1} \cup J_{N(\varepsilon)} \quad \text{for odd} \ N(\varepsilon).
\]

In both cases \( \{ J_i \}_{j=1}^{N(\varepsilon)} \in \mathcal{P} \) and according to the definition of \( N(\varepsilon) \), \( A(J_i) > \varepsilon \) for all \( 1 \leq i \leq \lceil \frac{N(\varepsilon)}{2} \rceil \). Let \( W_i = [d_{i-1}, d_i] \), where \( a = d_0 < d_1 < d_2 < \cdots < d_m = b \). Set

\[
\mathcal{K} = \{ J_i; 1 \leq i \leq \lceil \frac{N(\varepsilon)}{2} \rceil \} \quad \text{and} \quad \text{there exists} \ j \in \{ 1, 2, \ldots, m \} \quad \text{such that} \ J_j \subset W_j \}.
\]

If \( J_i \notin \mathcal{K} \), there exists \( k \in \{ 1, 2, \ldots, m-1 \} \) such that \( d_k \in \text{int}(J_i) \). The number of such intervals \( J_i \) can be estimate by \( m-1 \). Then \( \# \mathcal{K} \geq \lceil \frac{N(\varepsilon)}{2} \rceil - m + 1 \). Using Lemmas 4.1, 4.2 and 4.3 one sees that

\[
\left( \left\lfloor \frac{N(\varepsilon)}{2} \right\rfloor - m - 1 \right) \varepsilon^r \leq \sum_{k \in \mathcal{K}} A^r(I_k; u, v) \\
\leq \sum_{k \in \mathcal{K}} \left[ A(I_k; u, v) + (A(I_k; u, v) - A(I_k; u, v)) + (A(I_k; u, v) - A(I_k; u, v)) \right]^r \\
\leq \max(1, 3^{r-1}) \sum_{k \in \mathcal{K}} \left( A^r(I_k; u, v) + |A(I_k; u, v) - A(I_k; u, v)|^r \\
+ |A(I_k; u, v) - A(I_k; u, v)|^r \right) \\
\leq \max(1, 3^{r-1}) \left[ a_{p, q} \sum_{j=1}^m \left| \xi_j \right|^r \left| \eta_j \right|^r |W(j)| + \sum_{j=1}^m \|u - u_l\|_{p', W(j)} \|v\|_{q, W(j)} \\
+ \sum_{j=1}^m \|v - v_l\|_{q, W(j)} \|u\|_{p', W(j)} \right].
\]
Using the discrete version of Hölder’s inequality
\[
\sum_{i=1}^{m} a_{i} b_{i} \leq \left( \sum_{i=1}^{m} a_{i}^{\alpha} \right)^{1/\alpha} \left( \sum_{i=1}^{m} b_{i}^{\beta} \right)^{1/\beta}
\]
and (35) we obtain
\[
([N(\varepsilon)/2] - m + 1)e^{r} \leq \max(1, 3^{r-1}) \left( \alpha_{p,q}^{r} \sum_{j=1}^{m} |\xi_{j}|^{r} |\eta_{j}|^{r} |W_{j}| + \left( \sum_{j=1}^{m} \|u - u_{j}\|^{p'}_{p',W_{j}} \right)^{1/s} \left( \sum_{j=1}^{m} \|v\|^{q}_{q,W_{j}} \right)^{1/s'} + \left( \sum_{j=1}^{m} \|v - v_{j}\|^{q'}_{q',W_{j}} \right)^{1/s} \left( \sum_{j=1}^{m} \|u\|^{p}_{p,W_{j}} \right)^{1/s'} \right)
\]

Thus, there is a constant \(c_{1} > 0\) independent of \(\varepsilon\) and \(l\) such that
\[
([N(\varepsilon)/2] - m + 1)e^{r} \leq c_{1} \left( \int_{I} |uv|^{r} + \frac{1}{l} + \frac{1}{l'} \right)
\]
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\( \leq \max(1, 2^{r-1}) \left( (N(\varepsilon) + m)\varepsilon^r + \frac{\alpha_{p,q}^r}{l^r} \right) \).

Thus, there exists \( c_2 > 0 \), independent of \( \varepsilon \) and \( l \) such that

\[ \int_I |uv|^r \leq c_2 \left( (N(\varepsilon) + m)\varepsilon^r + \frac{1}{l^r} \right). \]

Letting \( \varepsilon \to 0_+ \) here and in (36) we obtain for each \( l \)

\[ \limsup_{\varepsilon \to 0_+} \varepsilon^r N(\varepsilon) \leq 2c_1 \left( \int_I |uv|^r + \frac{1}{l} \right) \]

and

\[ \int_I |uv|^r \leq c_2 \liminf_{\varepsilon \to 0_+} \left( \varepsilon^r N(\varepsilon) + \frac{1}{l^r} \right). \]

The lemma follows letting \( l \to \infty \). \( \square \)

The latter lemma coupled with Theorem 3.4 yields the following theorem:

**Theorem 4.5.** Let \( 1 < p < q < 2 \) or \( 2 < p < q < \infty \), \( \|v\|_q < \infty \), \( \|u\|_{p'} < \infty \) and \( u, v > 0 \). Then

\[ c_1 \int_0^d |uv|^r \leq \liminf_{n \to \infty} na_n^r(T) \leq \limsup_{n \to \infty} na_n^r(T) \leq c_2 \int_0^d |uv|^r. \]

Let \( 1 < p < 2 < q < \infty \), \( \|v\|_q < \infty \), \( \|u\|_{p'} < \infty \) and \( u, v > 0 \). Then

\[ c_3 \int_0^d |uv|^r \leq \liminf_{n \to \infty} \alpha_n^{r/2} \alpha_n^r(T) \leq \limsup_{n \to \infty} na_n^r(T) \leq c_4 \int_0^d |uv|^r. \]

where \( r = \frac{p'q}{p'+q} \).

5. THE MAIN RESULT

For the remainder of this section we assume that \( \int_0^d |u(t)|^{p'} dt = \infty \). Furthermore, we set \( U(x) := \int_0^x |u(t)|^{p'} dt \). Let \( \{\xi_k\}_{k=-\infty}^{\infty} \), be a sequence satisfying

\[ U(\xi_k) = 2^{k} \]

and

\[ \sigma_k := 2^{k/q} \|v\|_q Z_k, \quad Z_k = [\xi_k, \xi_{k+1}]. \]

The sequence \( \{\sigma_k\} \) is the analogue of the sequence defined in [2] and [5], which in turn, was motivated by a similar sequence introduced in [9].

The following technical lemmas play a central role in this section.

**Lemma 5.1.** Let \( r > 0, k_0, k_1 \in \mathbb{Z} \) with \( k_0 \leq k_1 \). Let \( I = (a, b) \subset \bigcup_{k=k_0}^{k_1} Z_k \). Then

\[ J^r(I) \leq 4^{r/q} \max_{k_0 \leq k \leq k_1} \sigma_k^r. \]
Clearly, so that

Thus, Lemma 5.3.

Let \( \xi \in \mathbb{Z} \). According to the assumption \( r \leq \frac{p'q}{p+q} \), we have \( r \geq p'/s' > r > q/s \) and

\[
\sum_{i=1}^{l} \left( \int_{a_i}^{x_i} \|u\|^{p'} \right)^{r/p'} \| v \chi_{(x_i,b_i)} \|^r \leq \sum_{i=1}^{l} \|u\chi_I\|^r \| v \chi_I \|^r
\]

\[
\leq \left( \sum_{i=1}^{l} \|u\chi_I\|^r \right)^{1/s'} \left( \sum_{i=1}^{l} \| v \chi_I \|^r \right)^{1/s}
\]

\[
\leq \left( \sum_{i=1}^{l} \|u\chi_I\|^r \right)^{r/p'} \left( \sum_{i=1}^{l} \| v \chi_I \|^r \right)^{r/q}
\]

\[
\leq \|u\chi_I\|^r \| v \chi_I \|^n = (2^{p'/q} - 1)^{r/p'} \sigma_k^r.
\]

Thus,

\[
\sum_{i=1}^{l} J^r(I_i) = \sum_{i=1}^{l} \sup_{x_i \in I_i} \left( \int_{a_i}^{x_i} |u|^{p'} \right)^{r/p'} \| v \chi_{(x_i,b_i)} \|^r \leq (2^{p'/q} - 1)^{r/p'} \sigma_k^r.
\]

\[\square\]

**Lemma 5.3.** Let \( \cup_{i=1}^{k_1} I_i \subset \cup_{k=k_0}^{k_1} \mathbb{Z} \) and \( r \geq \frac{p'q}{p+q} \). Then

\[
\sum_{i=1}^{l} J^r(I_i) \leq (2^{p'/q} - 1)^{r/p'} + 2^{1+2r/q} \sum_{k=k_0}^{k_1} \sigma_k^r.
\]
Proof: Let
\[ A = \{ i \in \{1, 2, \ldots, l\} : \text{there exists } k \in \mathbb{Z} \text{ such that } \xi_k \in \text{int} I_i \}, \]
\[ B = \{ i \in \{1, 2, \ldots, l\} : \text{there exists } k \in \mathbb{Z} \text{ such that } I_i \subset Z_k \}. \]
Clearly, \( A \cap B = \emptyset \), \( A \cup B = \{1, 2, \ldots, l\} \). By Lemma 5.2 we obtain
\[
\sum_{i \in B} J^r(I_i) \leq (2^{p'/q} - 1)^{r/p'} \sum_{k=k_0}^{k_1} \sigma_k^r.
\]
Set \( A_i = \{ k \in \mathbb{Z} : \text{int}(I_i \cap Z_k) \neq \emptyset \} \) for \( i \in A \). Let \( A = \{ A_i : i \in A \} \). Since each \( k \) belongs at most to two elements of \( A \), Lemma 5.1 yields
\[
\sum_{i \in A} J^r(I_i) \leq 4^{r/q} \sum_{k \in A_i} \max \{ \sigma_k^r \} \leq 4^{r/q} 2 \sum_{k=k_0}^{k_1} \sigma_k^r.
\]
which coupled with (39) yields the assertion of this lemma. □

Lemma 5.4. Let \( K_1, K_2 \) be the constants from Proposition 2.1. Then
\[
K_1 \sup_{k \in \mathbb{Z}} \sigma_k \leq \|T\| \leq 4^{1/q} K_2 \sup_{k \in \mathbb{Z}} \sigma_k.
\]
Moreover, \( T \) is compact if and only if
\[
\lim_{n \to -\infty} \sup_{k \leq n} \sigma_k = \lim_{n \to -\infty} \sup_{k \geq n} \sigma_k = 0.
\]
Proof. Let \( (a, b) \subset (0, d) \). Set
\[
a(\varepsilon) = a + \varepsilon, \quad b(\varepsilon) = \begin{cases} b - \varepsilon & \text{if } b < \infty, \\ \frac{1}{\varepsilon} & \text{if } b = \infty. \end{cases}
\]
Define a function \( f(\varepsilon, x) \) by
\[
f(\varepsilon, x) = \left( \int_{a(\varepsilon)}^{x} |u|^{p'} \right)^{1/p'} \left( \int_{x}^{b(\varepsilon)} |u|^q \right)^{1/q}.
\]
Since \( f(\varepsilon, x) \not\to f(0, x) \) for \( \varepsilon \to 0_+ \) and any fixed \( x \) we have
\[
J(a(\varepsilon), b(\varepsilon)) = \sup_{a(\varepsilon) \leq x \leq b(\varepsilon)} f(\varepsilon, x) \not\to \sup_{a \leq x \leq b} f(0, x) = J(a, b).
\]
Choosing \( a = 0, b = d \) we have by Lemma 5.1
\[
J(a(\varepsilon), b(\varepsilon)) \leq 4^{1/q} \sup_{k \in \mathbb{Z}} \sigma_k
\]
and consequently,
\[
J(a, b) \leq 4^{1/q} \sup_{k \in \mathbb{Z}} \sigma_k.
\]
By the definition of \( \sigma_k \) it is easy to see that \( \sigma_k \leq J(0, d) \) for each \( k \in \mathbb{Z} \) which implies
\[
\sup_{k \in \mathbb{Z}} \sigma_k \leq J(a, b).
\]
Now, the first part of our lemma follows by applying Lemma 2.1.
The second part can be proved analogously by using Proposition 2.3. □
Lemma 5.5. Let $I' = [a', b'] \subset I = [a, b] \subset [0, d]$ and let $\varepsilon > 0$. Let $\{I_i\}_{i=1}^{N(I, \varepsilon)} \in \mathcal{P}(I)$ and $A(I_i) \leq \varepsilon$. Set $K = \{i; I_i \subset I'\}$, $K = \# K$. Then $K - 2 \leq N(I, \varepsilon) \leq K + 2$.

Proof. Let $\{I_i\}_{i=1}^{N(I', \varepsilon)} \in \mathcal{P}(I')$, $A(I_i) \leq \varepsilon$. Let $I_i = [a_i, a_{i+1}]$, $i = 1, 2, \ldots, N(I, \varepsilon)$, and $I'_j = [a'_j, a'_{j+1}]$, $j = 1, 2, \ldots, N(I', \varepsilon)$ and put $k_0 = \min K$ and $k_1 = \max K$. Write

\[ S_1 = \begin{cases} \{[a', a_{k_0}]\} & \text{if } a' < a_{k_0}, \\ \emptyset & \text{if } a' = a_{k_0}, \end{cases} \quad S_2 = \begin{cases} \{[a_{k_1+1}, b']\} & \text{if } a_{k_1+1} < b', \\ \emptyset & \text{if } a_{k_1+1} = b'. \end{cases} \]

Remark that by Lemma 2.5, $A(\tilde{I}) \leq \varepsilon$ for each $\tilde{I} \in S_1 \cup S_2$. Take a system of intervals $\mathcal{L} = S_1 \cup S_2 \cup \{I_i; i \in K\}$ so that $\mathcal{L} \in \mathcal{P}(I')$ and $A(\tilde{I}) \leq \varepsilon$ for $\tilde{I} \in \mathcal{L}$. Thus, by the definition of $N(I', \varepsilon)$ one has

\[ N(I', \varepsilon) \leq \# \mathcal{L} \leq \# K + 2 = K + 2. \]

To prove the inequality $K - 2 \leq N(I', \varepsilon)$ set

\[ S'_1 = \begin{cases} \{[k_{0-1}, a']\} & \text{if } k_{0-1} < a', \\ \emptyset & \text{if } k_{0-1} = a', \end{cases} \quad S'_2 = \begin{cases} \{[b', k_{1+2}]\} & \text{if } b' < k_{1+2}, \\ \emptyset & \text{if } b' = k_{1+2}. \end{cases} \]

Clearly, $A(\tilde{I}) \leq \varepsilon$ for $\tilde{I} \in S'_1 \cup S'_2$. Denote $\mathcal{N}_0 = \{I_i; I_i \subset [a, a']\}$, $\mathcal{N}_1 = \{I_i; I_i \subset [b', b]\}$ and set $n_0 = \# \mathcal{N}_0$, $n_1 = \# \mathcal{N}_1$. Take a system of intervals

\[ \mathcal{L}' = S'_1 \cup S'_2 \cup \mathcal{N}_0 \cup \mathcal{N}_1 \cup \{I'_j; j = 1, 2, \ldots, N(I', \varepsilon)\}. \]

Since, $A(\tilde{I}) \leq \varepsilon$ for any $\tilde{I} \in \mathcal{L}'$ and by definition of $N(I, \varepsilon)$, $N(I, \varepsilon) \leq \# \mathcal{L}'$. Moreover, since

\[ n_0 + n_1 + K \leq N(I, \varepsilon) \leq n_0 + n_1 + 2 \]

and

\[ n_0 + n_1 + N(I', \varepsilon) \leq \# \mathcal{L}' \leq n_0 + n_1 + N(I', \varepsilon) + 2 \]

we obtain

\[ n_0 + n_1 + K \leq n_0 + n_1 + N(I', \varepsilon) + 2 \]

which finishes the proof. \qed

Lemma 5.6. Let $1 < p \leq q < \infty$, $r = \frac{p' q}{p' + q}$. Let $\sum_{n \in \mathbb{Z}} \sigma_n < \infty$. Then $T$ is compact, $\int_0^d |u|^r < \infty$ and there are positive constants $c_1, c_2$ such that

\[ c_1 \int_0^d |u|^r \leq \liminf_{\varepsilon \to 0^+} \varepsilon N(\varepsilon) \leq \limsup_{\varepsilon \to 0^+} \varepsilon N(\varepsilon) \leq c_2 \int_0^d |u|^r. \]

Proof. By Lemma 5.4, $T$ is compact. Let $k \in \mathbb{Z}$ and set $s = p' q + 1$. It follows that $rs = p'$, $rs' = q$ and using Hölder’s inequality, we obtain

\[ \int_{\xi_k} |u|^r \leq \left( \int_{\xi_k} |u|^p \right)^{r/p'} \left( \int_{\xi_k} |u|^q \right)^{r/q}. \]

Moreover by the definition of $\xi_k$ one has

\[ (2p'/q - 1)^{1/p'} \left( \int_0^{\xi_k} |u|^p \right)^{1/p'} = \left( \int_{\xi_k} |u|^p \right)^{1/p'} \]
and consequently,
\[
\int_{Z_k} |uv|^r \leq (2^{p'/q} - 1)^{r/p'} \sigma_k^r.
\]
This proves \( \int_0^d |uv|^r \leq \infty \).

Fix \( \delta > 0 \). Take \( k_0, k_1 \in \mathbb{Z} \) such that
\[
\sum_{i\leq k_0-1} \sigma_i^r + \sum_{i\geq k_1} \sigma_i^r \leq ((2^{p'/q} - 1)^{r/p'} + 2^{1+2r/q})^{-1} \delta.
\]

Let \( \varepsilon > 0 \). Let \( \{I_j\}_{j=1}^{N(\varepsilon)} \in \mathcal{P}(0, d), A(I_j) \leq \varepsilon \). Remark that according to the definition of \( N(\varepsilon) \), \( A(I_j \cup I_{j+1}) > \varepsilon \) for \( j = 1, 2, \ldots, N(\varepsilon) - 1 \). Set \( I = [\xi_{k_0}, \xi_{k_1}] \) and
\[
\begin{align*}
N_0 &= \{I_j; I_j \subset [0, \xi_{k_0}]\}, & n_0(\varepsilon) &= \#N_0, \\
N_1 &= \{I_j; I_j \subset [\xi_{k_1}, d]\}, & n_1(\varepsilon) &= \#N_1, \\
\hat{N} &= \{I_j; I_j \subset I\}, & \hat{n}(\varepsilon) &= \#\hat{N}.
\end{align*}
\]
Then \( N(\varepsilon) \leq \hat{n}(\varepsilon) + n_0(\varepsilon) + n_1(\varepsilon) + 2 \). By Lemma 5.5, \( \hat{n}(\varepsilon) - 2 \leq N(I, \varepsilon) \leq \hat{n}(\varepsilon) + 2 \). Since \( n \leq 2(\lceil \frac{d}{2} \rceil) + 1 \) for any positive integer \( n \), we obtain
\[
\begin{align*}
\varepsilon^r (N(\varepsilon) - N(I, \varepsilon)) &\leq \varepsilon^r (N(\varepsilon) - \hat{n}(\varepsilon) + 2) \\
&\leq \varepsilon^r (n_0(\varepsilon) + n_1(\varepsilon) + 4) \leq 2\varepsilon^r \left(\frac{n_0(\varepsilon)}{2} + \frac{n_1(\varepsilon)}{2} + 3\right).
\end{align*}
\]

For \( j_0 = \min\{j; I_j \in N_1(\varepsilon)\} \), one has
\[
\begin{align*}
\frac{1}{2} \varepsilon^r (N(\varepsilon) - N(I, \varepsilon) - 6) &\leq \sum_{j=1}^{\left\lfloor \frac{n_0(\varepsilon)}{2} \right\rfloor} \varepsilon^r j_0 + \sum_{j=j_0}^{\left\lfloor \frac{n_1(\varepsilon)}{2} \right\rfloor} \varepsilon^r \\
&\leq \sum_{j=1}^{\left\lfloor \frac{n_0(\varepsilon)}{2} \right\rfloor} A^r(I_j \cup I_{j+1}) + \sum_{j=j_0}^{\left\lfloor \frac{n_1(\varepsilon)}{2} \right\rfloor} A^r(I_j \cup I_{j+1}).
\end{align*}
\]
Since \( A(I, \varepsilon) \leq J(I, \varepsilon) \) for \( I \subset J \) and according to Lemma 5.5 we have
\[
\begin{align*}
\frac{1}{2} \varepsilon^r (N(\varepsilon) - N(I, \varepsilon) - 6) &\leq \sum_{j=1}^{\left\lfloor \frac{n_0(\varepsilon)}{2} \right\rfloor} J^r(I_j \cup I_{j+1}) + \sum_{j=j_0}^{\left\lfloor \frac{n_1(\varepsilon)}{2} \right\rfloor} J^r(I_j \cup I_{j+1}) \\
&\leq ((2^{p'/q} - 1)^{r/q} + 2^{1+2r/q})(\sum_{i\leq k_0-1} \sigma_i^r + \sum_{i\geq k_1} \sigma_i^r) \leq \delta
\end{align*}
\]
which gives
\[
\varepsilon^r N(\varepsilon) \leq 2\delta + \varepsilon^r N(I, \varepsilon) + 6\varepsilon^r
\]
and consequently,
\[
(41) \quad \limsup_{\varepsilon \to 0^+} \varepsilon^r N(\varepsilon) \leq 2\delta + \limsup_{\varepsilon \to 0^+} \varepsilon^r N(I, \varepsilon).
\]
Again Lemma 5.5, gives \( N(I, \varepsilon) \leq \hat{n} + 2 \leq N(\varepsilon) + 2 \) and thus
\[
(42) \quad \limsup_{\varepsilon \to 0^+} \varepsilon^r N(I, \varepsilon) \leq \limsup_{\varepsilon \to 0^+} \varepsilon^r N(\varepsilon).
\]
By (40) we have

\[ (43) \quad \left| \int_0^d |uv|^{r'} - \int_I |uv|^r \right| \leq (2^{p'/q} - 1)^{r'/p'} \delta. \]

Using Lemma 4.4 one easily sees that

\[ c_1 \alpha_{p,q} \int_I |uv|^r \leq \liminf_{\varepsilon \to 0} \varepsilon^r N(I, \varepsilon) \leq \limsup_{\varepsilon \to 0} \varepsilon^r N(I, \varepsilon) \leq c_2 \alpha_{p,q} \int_I |uv|^r \]

which yields with (41), (42) and (43) that for any \( \delta > 0 \),

\[ c_1 \alpha_{p,q} \left( \int_0^d |uv|^{r'} - (2^{p'/q} - 1)^{r'/p'} \delta \right) \leq \liminf_{\varepsilon \to 0} \varepsilon^r N(\varepsilon) \]

\[ \leq \limsup_{\varepsilon \to 0} \varepsilon^r N(\varepsilon) \leq c_2 \alpha_{p,q} \left( \int_0^d |uv|^r \right) + 2\delta. \]

Letting \( \delta \to 0 \) we obtain our lemma. \( \square \)

**Theorem 5.7.** Suppose that (13) and (14) are satisfied and let \( r = \frac{p'q}{p' + q} \) and \( \sum_{t=-\infty}^{\infty} \sigma_t^r < \infty \).

Let \( 1 < p \leq q \leq 2 \) or \( 2 \leq p \leq q < \infty \). Then

\[ (44) \quad c_1 \int_0^d |u(t)v(t)|^r dt \leq \liminf_{n \to \infty} na_n^r(T) \leq \limsup_{n \to \infty} na_n^r(T) \leq c_2 \int_0^d |u(t)v(t)|^r dt. \]

Let \( 1 < p \leq 2 \leq q < \infty \). Then

\[ (45) \quad c_3 \int_0^d |u(t)v(t)|^r dt \leq \liminf_{n \to \infty} n^{(1/2 - 1/q)r + 1} a_n^r(T) \leq \limsup_{n \to \infty} na_n^r(T) \leq c_4 \int_0^d |u(t)v(t)|^r dt. \]

6. \( l^r \) and Weak-\( l^r \) Estimates

In this section we show that the \( L^r \) (\( L^{r,\infty} \))-norms of \( \{a_n(T)\}_{n \in \mathbb{N}} \) and \( \{\sigma_n\}_{n \in \mathbb{Z}} \) are equivalent for \( r \geq \min_{s \geq 1} \max(p'/s', q/s) \).

**Lemma 6.1.** Let \( I = [a, b] \) and \( \varepsilon > 0 \). Set

\[ \sigma(\varepsilon) := \{ k \in \mathbb{Z} : Z_k \subset I, \sigma_k > \varepsilon \}. \]

Suppose that \( \sigma_k \) contains at least four elements. Then

\[ A(I) > \frac{\varepsilon}{4^{1/q}}. \]
Let \( Z_{k_i}, i = 1, 2, 3, 4, k_1 < k_2 < k_3 < k_4 \), be 4 distinct members of \( \sigma(\varepsilon) \), and set \( I_1 = (\xi_{k_1}, \xi_{k_2}), I_2 = (\xi_{k_2+1}, \xi_{k_3}) \). Then, with \( f_0 = \chi_{I_1} + \chi_{I_2} \),

\[
A(I) \geq \inf_{\alpha} \|v(x) \left( \int_{\varepsilon}^{T} |u(t)| f_0(t) dt - \alpha \right) \|_{q,I}
\]

\[
\geq \inf_{\alpha} \max \left\{ \|v\|_{q,Z_{k_2}} \left| \int_{I_1} |u(t)| f(t) dt - \alpha \right|; \|v\|_{q,Z_{k_2}} \left| \int_{I_1 \cup I_2} |u(t)| f(t) dt - \alpha \right| \right\}
\]

\[
= \inf_{\alpha} \max \left\{ \|v\|_{q,Z_{k_2}} \left| 2^{k_2/q} - 2^{k_1/q} - \alpha \right|; \|v\|_{q,Z_{k_2}} \left| 2^{k_2/q} - 2^{k_1/q} + 2^{k_4/q} - 2^{(k_2+1)/q} - \alpha \right| \right\}
\]

\[
\geq \inf_{\alpha} \max \left\{ \frac{\varepsilon}{2(2^{k_4+1}/q)} \left| 2^{k_2/q} - 2^{k_1/q} - \alpha \right|; \frac{\varepsilon}{2(2^{k_4+1}/q)} \left| 2^{k_2/q} - 2^{k_1/q} + 2^{k_4/q} - 2^{(k_2+1)/q} - \alpha \right| \right\}
\]

\[
\geq \frac{\varepsilon}{2^{k_4/q} + 1} \frac{1}{2^{2k_1/q} + 2} \geq \frac{\varepsilon}{4^{1/q}}.
\]

\( \square \)

Lemma 6.2. Let \( \varepsilon > 0 \). Let \( K = \{ k \in Z; \sigma_k > 2^{1/q}\varepsilon \} \). Then

\[ \#K \leq 4N(\varepsilon) - 1. \]

\( \text{Proof:} \) Let \( I_i = [c_{i-1}, c_i] \) and \( i = 1, \ldots, N(\varepsilon) \). Divide \( K \) into two disjoint sets \( Z_1 \) and \( Z_2 \) by

\[
Z_1 = \{ k \in K; \text{there exists } j \in [1, \ldots, N(\varepsilon)] \text{ such that } c_j \in Z_k \},
\]

\[
Z_2 = \{ k \in K; \text{there exists } j \in [1, \ldots, N(\varepsilon)] \text{ such that } Z_k \in I_j \}.
\]

Clearly, \( \#Z_1 \leq N(\varepsilon) - 1 \).

Say that \( k_1, k_2 \in Z_2 \) are equivalent if there exists \( j \) such that \( Z_{k_1} \cup Z_{k_2} \subset I_j \). Denote the equivalence classes in \( Z_2 \) by \( Y_1 \) and \( Y_2 \). Assume \( #Y_1 \geq 4 \) for some \( i \).

Then there are \( k_1, k_2, k_3, k_4 \) and \( j \) such that \( Z_{k_1} \cup Z_{k_2} \cup Z_{k_3} \cup Z_{k_4} \subset I_j \). Using Lemma 6.1 with \( 2^{1/q}\varepsilon \) instead of \( \varepsilon \), we have \( A(I) > \varepsilon \) which contradicts the definition of \( A(I) \). Then \( #Y_1 \leq 3 \) for any \( i \in Z_2 \). Consequently, the mapping \( P \) defined by

\[
P(i) = j \text{ if } Z_i \subset I_j \text{ for any } i \in Z_2
\]

is an injection and, therefore,

\[ \#Z_2 \leq 3N(\varepsilon). \]

Thus,

\[ \#K = \#Z_1 + \#Z_2 \leq 4N(\varepsilon) - 1 \]

which completes the proof. \( \square \)

Lemma 6.3. Let \( 1 < p \leq q \leq 2 \) or \( 2 \leq p \leq q < \infty \). Then there are positive constants \( c_1, c_2, c_3 \) depending on \( p \) and \( q \) such that the inequality

\[ \#\{k; \sigma_k > t\} \leq c_1 \#\{k; a_k(T) \geq 2t\} + c_3 \]

holds for all \( t > 0 \).

\( \text{Proof:} \) According to Lemma 3.4 there are two positive constants \( c_1, c_2 \) depending on \( p, q \) such that

\[ a_{[c_1N(\varepsilon)]^{-1}}(T) > c_2\varepsilon. \]

Then

\[ \#\{k; a_k(T) > 2c_2\varepsilon\} \geq c_1N(\varepsilon) - 2 \]
and, according to Lemma 6.2, we have
\[
\# \{ k; \sigma_k > t \} \leq 4N \left( \frac{t}{2^{1/q}} \right) - 1 = \frac{4}{c_1} \left( c_1 N \left( \frac{t}{2^{1/q}} \right) - 2 \right) + \frac{4}{c_1} - 1
\]
\[
\leq \frac{4}{c_1} \# \left\{ k; a_k(T) > \frac{c_2}{2^{1/q}} t \right\} .
\]
The lemma follows by writing \( c_1, c_2 \) and \( c_3 \) instead of \( \frac{2}{c_1}, \frac{c_2}{2^{1/q}} \) and \( \frac{4}{c_1} - 1 \). □

We recall the following well-know fact: given a countable set \( S \) we have for any \( p, 1 \leq p < \infty \)
\[
\sum_{k \in S} |a_k|^p = p \int_0^\infty t^{p-1} \# \{ k \in S; |a_k| > t \} dt.
\]
It is easy to see that also
\[
\sum_{k \in S} |a_k|^p = p \int_0^\infty t^{p-1} \# \{ k \in S; |a_k| > t \} dt.
\]

**Lemma 6.4.** Let \( r > 0 \). There are constants \( c_1 \geq 0 \) and \( c_2 \geq 0 \) such that
\[
\| \{ \sigma \} \|_{r(\mathbb{Z})} \leq c_1 \| \{ a_k(T) \} \|_{r(\mathbb{N})} + c_2 \| \{ \sigma \} \|_{r(\mathbb{Z})}
\]

**Proof:** Set \( \lambda = \| \{ \sigma \} \|_{r(\mathbb{Z})} \). By Lemma 6.3 we have,
\[
\| \{ \sigma_k \} \|_{r(\mathbb{Z})} = r \int_0^\Lambda t^{r-1} \# \{ k \in \mathbb{Z}; \sigma_k > t \} dt
\]
\[
\leq r \int_0^\Lambda t^{r-1} (c_1 \# \{ k; a_k(T) > c_2 t \} + c_3 dt
\]
\[
= \frac{c_1}{c_2} \int_0^\Lambda t^{r-1} \# \{ k; a_k(T) > t \} dt + c_3 \lambda^r
\]
\[
= \frac{c_1}{c_2+1} \| \{ a_k(T) \} \|_{r(\mathbb{N})} + c_3 \lambda^r,
\]
and hence the proof is complete. □

**Lemma 6.5.** Let \( r > 0 \). Then there is a positive constant \( c \) such that
\[
\| \{ \sigma \} \|_{r(\mathbb{Z})} \leq c \| \{ a_k(T) \} \|_{r(\mathbb{N})}.
\]

**Proof:** By Remark 5.5,
\[
\| \{ \sigma_k \} \|_{r(\mathbb{Z})} \leq C \| T \| = C \| a_k(T) \|_{r(\mathbb{N})}
\]
The result then follows from Lemma 6.4. □

Now, we tackle the remaining inequality:

**Lemma 6.6.** Let \( 1 < p \leq q \leq 2 \) or \( 2 \leq p \leq q < \infty \) and \( s > r = \frac{p' q}{p + q} \). Then
\[
\| \{ a_n(T) \} \|_{r} \leq c \| \{ \sigma_k \} \|_{r}.
\]

**Proof:** Let \( I_i, i = 1, 2, \ldots, N(\varepsilon) \), be the collection of intervals given by (20) with \( I = (a, b) \) and \( N(\varepsilon) \equiv N((a, b), \varepsilon) \): note that in view of Lemma 2.1, we have \( J(I_i) = \varepsilon \) for \( 1 \leq i < N(\varepsilon) \). We group the intervals \( I_i \) into families \( F_j, j = 1, 2, \ldots \) such that each \( F_j \) consists of the maximal number of those intervals \( I_{k-1} \) in the collection, which satisfy the hypothesis of Lemma 5.1 and Lemma 5.2: \( I_{k_1} \subset (\xi_{k_0}, \xi_{k_0+1}) \), for
some \( k_0, k_2, \) and the next interval \( I_k \) intersects \( Z_{k_2+1} \) (This construction is based on our construction from [2], for more see Lemma 5.1. and Section 6 in [2]). Hence, by Lemma 5.1 and Lemma 5.2, there is a positive constant \( c \) such that
\[
\epsilon r \# F_j \leq c \max_{k_0 \leq n \leq k_2} \sigma_n^r = c \sigma_k^r
\]
It follows that, with \( n_j = \lfloor c \sigma_k^r / \epsilon r \rfloor \),
\[
N(\epsilon) = \sum_j \# F_j \\
\leq \sum_j \sum_{n=1}^{n_j} 1 = \sum_{n=1}^{\infty} \sum_{j \mid n_j \geq n} 1 \\
= \sum_{n=1}^{\infty} \# \left\{ j : \frac{c \sigma_k^r}{\epsilon r} \geq n \right\} \\
\leq \sum_{n=1}^{\infty} \# \left\{ k : \sigma_k^r \geq \frac{n \epsilon r}{c} \right\}.
\]
(46)
Thus, if \( \{\sigma_k\} \in l^s(\mathbf{Z}) \) for some \( s \in (r, \infty) \),
\[
s \int_0^{\infty} t^{s-1} N(t) dt \leq s \int_0^{\infty} \sum_{n=1}^{\infty} t^{s-1} \# \left\{ k : \sigma_k^r > \frac{nt^r}{c} \right\} dt \\
= sc^{s/r} \int_0^{\infty} \sum_{n=1}^{\infty} n^{-s/r} t^{s-1} \# \left\{ k : \sigma_k > z \right\} dz \\
\leq \| \{ \sigma_k \} \|_{l^s(\mathbf{Z})}
\]
(47)
where \( \preceq \) stands for less than or equal to a positive constant multiple of the right hand side. From the inequality \( N(\epsilon) \leq M(\epsilon) \) and Theorem 3.4, \( a_{N(\epsilon)+1}(T) \leq 2\epsilon \) and therefore
\[
\# \{ k \in \mathbf{N} : a_k(T) > t \} \leq N(t/2) + 1 \\
\leq M(t/2) + 1.
\]
This yields
\[
\| \{ a_k(T) \} \|_{l^s(\mathbf{N})} = s \int_0^{\infty} t^{s-1} \# \left\{ k \in \mathbf{N} : a_k(T) > t \right\} dt \\
\leq s \int_0^{\|T\|} t^{s-1} \left[ N\left( \frac{t}{2} \right) + 1 \right] dt \\
\preceq \| \{ \sigma_k \} \|_{l^s(\mathbf{Z})} + \| T \|^s \\
\preceq \| \{ \sigma_k \} \|_{l^s(\mathbf{Z})}
\]
by (47) and then, in virtue of Lemma 5.1 and Remark 5.5, \( \| T \| \preceq \| \{ \sigma_k(T) \} \|_{l^r(\mathbf{Z})} \leq \| \{ \sigma_k \} \|_{l^r(\mathbf{Z})} \). □

Lemmas 6.4 and 6.5 imply the following theorem:

**Theorem 6.7.** Let \( 1 < p \leq q \leq 2 \) and \( 2 \leq p \leq q < \infty \), \( r = \frac{p' q'}{p+q} \) and \( k > 0 \).

(i) Then there exists a positive constant \( C_1 \) such that
\[
\| \{ \sigma_k \} \|_{l^r(\mathbf{Z})} \leq C_1 \| \{ a_k(T) \} \|_{l^s(\mathbf{N})}.
\]
(ii) Let $s > r$. Then there is a positive constant $c_2$ such that
\[ \|\{a_k\}\|_{l^s(N)} \leq c_2 \|\{\sigma_k\}\|_{l^s(Z)}. \]

(iii) Let $1 \leq j \leq \infty$. Then there exists a positive constant $c_1$ such that
\[ \|\{\sigma_k\}\|_{l^{s,j}(Z)} \leq c_1 \|\{a_k(T)\}\|_{l^{s,j}(N)}. \]

(iv) Let $s > r$ and $1 \leq j \leq \infty$. Then there is a positive constant $c_2$ such that
\[ \|\{a_k\}\|_{l^{s,j}(N)} \leq c_2 \|\{\sigma_k\}\|_{l^{s,j}(Z)}. \]

**Proof:** Claims (i) and (ii) follow from Lemma 6.4 and Lemma 6.5. The assertions (iii) and (iv) can be obtained from (i) and (ii), by using real interpolation on the scale $l^{p,q}$. □

7. Appendix

In this section we show that the power of $n$ in (23) is the best possible for $2 < p \leq \infty$. Given a square matrix of a dimension $L$.

\[ A = \begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1L} \\
  a_{21} & a_{22} & \cdots & a_{2L} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{L1} & a_{L2} & \cdots & a_{LL}
\end{pmatrix} \tag{48} \]

we will denote, for $1 \leq I \leq L$, the $i$-th column of $A$ by $u_i(A)$ and the $i$-th row of $A$ by $v_i(A)$, i.e.
\[ c_i(A) = (a_{i1}, a_{i2}, \ldots, a_{iL}), \]
\[ r_i(A) = (a_{1i}, a_{2i}, \ldots, a_{Li}). \]

By $h(A)$ denote the rank of $A$ and by $u.v$ the canonical scalar product of vectors $u$ and $v$, i.e.
\[ u.v = \sum_{i=1}^{L} u_i v_i \]

where $u = (u_1, u_2, \ldots, u_L)$ and $v = (v_1, v_2, \ldots, v_L)$.

**Lemma 7.1.** Let $m \in \mathbb{N}$ and $L = 2^m$. Then there exists a square matrix $A$ given by (48) such that
\[ |a_{ij}| = 1 \quad \text{for} \quad 1 \leq i, j \leq L \]
and
\[ u_i(A).u_j(A) = 0 \quad \text{for} \quad 1 \leq i, j \leq L, \ i \neq j. \]

**Proof.** We use mathematical induction with respect to $m$. If $m = 1$ it suffices to take
\[ A = \begin{pmatrix}
  1 & 1 \\
  1 & -1
\end{pmatrix}. \]
Assume that the matrix $A$ given by (48) with $L = 2^m$ satisfies (49) and (50). Let $B$ be a square matrix of a dimension $2L = 2^{m+1}$ given by

$$B = \begin{pmatrix}
    a_{11} & a_{12} & \ldots & a_{1L} \\
    a_{21} & a_{22} & \ldots & a_{2L} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{L1} & a_{L2} & \ldots & a_{LL}
\end{pmatrix} = \begin{pmatrix}
    A & A \\
    A & -A
\end{pmatrix}.$$  

It is easy to see that $B$ satisfies (49) and (50). □

Lemma 7.2. Let $n \in \mathbb{N}$ and set $K = 2^n$, $L = K^2$. Then there exists a square matrix of a dimension $2L$,

$$M = \begin{pmatrix}
    m_{11} & m_{12} & \ldots & m_{1L} \\
    m_{21} & m_{22} & \ldots & m_{2L} \\
    \vdots & \vdots & \ddots & \vdots \\
    m_{L1} & m_{L2} & \ldots & m_{LL}
\end{pmatrix},$$

such that

(51) $h(M) \leq L,$

(52) $m_{ii} = K$ for $1 \leq i, j \leq 2L,$

(53) $|m_{ij}| \leq 1$ for $1 \leq i, j \leq 2L, i \neq j.$

Proof. Since $L = 2^n$ we have by Lemma 7.1 a matrix $A$,

$$A = \begin{pmatrix}
    a_{11} & a_{12} & \ldots & a_{1L} \\
    a_{21} & a_{22} & \ldots & a_{2L} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{L1} & a_{L2} & \ldots & a_{LL}
\end{pmatrix},$$

which satisfies (49) and (50). For $1 \leq i \leq L$, set

(54) $m_{ij} := \begin{cases} 
0 & \text{for } 1 \leq j \leq L, i \neq j, \\
K & \text{for } j = i, \\
a_{i,j-L} & \text{for } L + 1 \leq j \leq 2L
\end{cases}$

and let $r_1, r_2, \ldots, r_L$ be $2L$-dimensional vectors, $r_i = (m_{i1}, m_{i2}, \ldots, m_{i2L})$. Set for $1 \leq i \leq L$

(55) $r_{i+L} = \frac{1}{K} \sum_{j=1}^{L} a_{ij} r_j.$
Let $M$ be the matrix consisting of the rows $r_1, r_2, \ldots, r_{2L}$, i.e. $v_i(M) = r_i$. Denote the elements of $M$ by $m_{ij}$, so that

$$ M = \begin{pmatrix} m_{11} & m_{12} & \cdots & m_{1,2L} \\ m_{21} & m_{22} & \cdots & m_{2,2L} \\ \vdots & \vdots & \ddots & \vdots \\ m_{2L,1} & m_{2L,2} & \cdots & m_{2L,2L} \end{pmatrix}. $$

We claim that $M$ satisfies (51), (52) and (53).

Let $L + 1 \leq i \leq 2L$. Then by (55) a linear combination of $u_1, u_2, \ldots, u_L$ and then $h(M) \leq L$.

Next, we calculate $m_{ij}$. If $1 \leq i \leq L$, $m_{ii} = K$ by (54). Let $L + 1 \leq i \leq 2L$ and write $s = i - L$. Then by (49) and (55) we have

$$ m_{is} = m_{s+L,s+L} = \frac{1}{K} \sum_{j=1}^{L} m_{js+L} m_{js+L} = \frac{1}{K} \sum_{j=1}^{L} a_{js} a_{js} $$

$$ = \frac{1}{K} \|u_s(A)\|^2 = \frac{1}{K} L = K. $$

We now (53). Calculate $m_{ij}$, $i \neq j$. We have four possibilities:

(i) If $1 \leq i, j \leq L$ then by (54) we have $m_{ij} = 0$ and thus, $m_{ij} = 0$ satisfies (53).

(ii) If $1 \leq i \leq L$, $L + 1 \leq j \leq 2L$ then $m_{ij} = a_{i,j-L}$ and due to (49) it is $|m_{ij}| \leq 1$.

(iii) If $L + 1 \leq i \leq 2L$, $1 \leq j \leq L$ then setting $s = i - L$ we have by (54) and (55)

$$ m_{ij} = m_{s+L,j} = \frac{1}{K} \sum_{k=1}^{L} a_{ks} a_{kj} = \frac{1}{K} a_{js} m_{jj} = a_{js} $$

which gives by (49) $|m_{ij}| \leq 1$.

(iv) If $L + 1 \leq i \leq 2L$, $L + 1 \leq j \leq 2L$ denote $s = i - L$, $t = j - L$. By (54) and (55) we obtain

$$ m_{ij} = m_{s+L,j} = \frac{1}{K} \sum_{k=1}^{L} a_{ks} m_{kj} = \frac{1}{K} \sum_{k=1}^{L} a_{ks} a_{kt} = \frac{1}{K} u_s(A) u_t(A) $$

which gives with (50) that $m_{ij} = 0$ and proves (53).

Let $e_i$ denote the sequence which has 1 on $i$-th coordinate and 0 on other.

**Lemma 7.3.** Let $2 < p \leq \infty$ and $n \in \mathbb{N}$. Set $K = 2^n$ and $L = K^2$. Then there exists a subspace $X$ of $l^p$, $\dim X \leq L$ such that for each $i$, $1 \leq i \leq 2L$,

$$ \text{dist}_p(e_i, X) \leq \frac{2^{1/p}}{K^{1-2/p}}. $$

**Proof.** Let $M$ be the matrix of rank $2L$ from Lemma 7.2. Set for $1 \leq i \leq 2L$

$$ x_i = (m_{i1}, m_{i2}, \ldots, m_{i,2L}, 0, 0, \ldots). $$

and

$$ X = \text{lin}\{x_1, x_2, \ldots, x_{2L}\}. $$

By (51), $\dim X \leq L$.

Next, we estimate $\text{dist}_p(e_k, X)$ for $1 \leq k \leq 2L$. 

Assume first $p < \infty$. Then
\[
\text{dist}_p^p(e_k, X) \leq \|e_k - \frac{1}{K} \mathbf{x}\|_p^p
\]
\[
= \left\| \left( \frac{1}{K} m_{k,1}, \ldots, \frac{1}{K} m_{k,k-1}, 0, \frac{1}{K} m_{k,k+1}, \ldots, \frac{1}{K} m_{k,2L}, 0, 0, \ldots \right) \right\|_p^p
\]
\[
\leq \sum_{i=1}^{2L-1} \frac{1}{K^p} \leq \sum_{i=1}^{2L} \frac{1}{K^p} = \frac{2L}{K^p} = \frac{2}{K^{p-2}}.
\]
This gives $\text{dist}_p^p(e_k, X) \leq \frac{2^{1/p}}{K^{1-2/p}}$.

Next, assume $p = \infty$, so that
\[
\text{dist}_\infty^\infty(e_k, X) \leq \|e_k - \frac{1}{K} \mathbf{x}\|_\infty
\]
\[
= \left\| \left( \frac{1}{K} m_{k,1}, \ldots, \frac{1}{K} m_{k,k-1}, 0, \frac{1}{K} m_{k,k+1}, \ldots, \frac{1}{K} m_{k,2L}, 0, 0, \ldots \right) \right\|_\infty \leq \frac{1}{K}
\]

This concludes the proof.
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