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Abstract

The multidimensional ergodic Szemerédi theorem of Furstenberg
and Katznelson, which deals with commuting transformations, is ex-
tended to the case where the transformations generate a nilpotent
group:

Theorem. Let (X,B, µ) be a measure space with µ(X) < ∞ and let
T1, . . . , Tk be measure preserving transformations of X generating a
nilpotent group. Then for any A ∈ B with µ(A) > 0,

liminf
N→∞

1
N

N−1
∑

n=0

µ
(

T
−n
1 A ∩ . . . ∩ T

−n
k A

)

> 0.

Our main result also generalizes the polynomial Szemerédi The-
orem in [BL1]. In the course of the proof we describe a relatively
simple form to which any unitary action of a finitely generated nilpo-
tent group on a Hilbert space and any measure preserving action of
a finitely generated nilpotent group on a probability space can be
reduced.

0. Introduction

0.1. We were inspired by the following two theorems:

Theorem T. ([FW]) Let (X, ρ) be a compact metric space and let T1, . . . , Tk be commuting
homeomorphisms of X. Then for any ε > 0 there exist x ∈ X and n ∈ N such that

ρ
(
Tn
i x, x

)
< ε for every i = 1, . . . , k.

Theorem M. ([FK1]) Let (X,B, µ) be a measure space with µ(X) <∞, let T1, . . . , Tk be
commuting measure preserving transformations of X and let A ∈ B with µ(A) > 0. Then

liminf
N→∞

1

N

N−1∑

n=0

µ
(
T−n
1 A ∩ . . . ∩ T−n

k A
)
> 0.

1991 Mathematics Subject Classification: Primary 28D15, 47A35; Secondary 05A17, 46C50.

Key words: nilpotent group, measure preserving transformations, Szemerédi theorem.
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Theorems T and M are both statements about recurrence. Theorem T asserts that,
given a finite collection of commuting transformations of a compact metric space X, a
point x ∈ X returns to any its neighborhood simultaneously under the action of these
transformations (topological recurrence). It follows from Theorem M that, given a finite
collection of commuting transformations of a probability space X, every set A ⊆ X of
positive measure contains a subset of positive measure returning into A simultaneously
under the action of these transformations (measurable recurrence). Since every compact
metric space with an amenable group acting on it possesses an invariant Borel measure,
Theorem T is a corollary of Theorem M. At the same time, Theorem T is an important
component of the proof of Theorem M. Note also that both theorems are well known
classical results in the “single recurrence” case k = 1.

0.2. A natural question is whether multiple recurrence theorems, Theorems T and M,
hold true if the requirement that T1, . . . , Tk commute is omitted. An elegant example
of Furstenberg ([F2], Ch. 2) shows that, generally speaking, it is not so even if T1, . . . , Tk
generate a metabelian group (i.e. a group whose commutator is a commutative group). The
class of nilpotent groups is in a sense closest to that of commutative groups. The following
theorem, extending Theorem T to the case where T1, . . . , Tk, generate a nilpotent group,
was proved in [L]:

Theorem NT. Let (X, ρ) be a compact metric space, let G be a nilpotent group of
homeomorphisms of X, let T1, . . . , Tt ∈ G and let pi,j :Z −→ Z be polynomials satisfying
pi,j(0) = 0, i = 1, . . . , I, j = 1, . . . , t. For any ε > 0 there exist x ∈ X and n ∈ N such that

ρ
(
T

pi,t(n)
t . . . T

pi,1(n)
1 x, x

)
< ε for every i = 1, . . . , I.

0.3. Our purpose is to obtain an analogous generalization of Theorem M. We prove:

Theorem NM′. Let (X,B, µ) be a measure space with µ(X) < ∞, let G be a nilpo-
tent group of measure preserving transformations of X (acting on X from the right), let
T1, . . . , Tt ∈ G, and let pi,j :Z −→ Z be polynomials satisfying pi,j(0) = 0, i = 1, . . . , I,
j = 1, . . . , t. Then for any A ∈ B with µ(A) > 0,

liminf
N→∞

1

N

N−1∑

n=0

µ
( I⋂

i=1

A
(
T

pi,t(n)
t . . . T

pi,1(n)
1

)−1
)
> 0.

Remark. When dealing with an action of a noncommutative group G on a measure space
X, we will follow the convention that G acts on X from the right. Such an action induces
a natural action of G on functions on X from the left. Clearly, Theorem NM′ remains true
if in the formulation of this theorem G is assumed to act on X from the left.

0.4. Some new, polynomial expressions of the form T
pt(n)
t . . . T

p1(n)
1 arise in the formula-

tions of Theorems NT and NM′ as compared with Theorems T and M. The “commutative
polynomial” multiple recurrence theorems, where the transformations T1, . . . , Tt commute
and such polynomial expressions are present, that is Theorems NT and NM′ with commu-
tative G, were obtained in [BL1].
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0.5. As a matter of fact, we will prove the “uniform and multiparameter” version of
Theorem NM′:

Theorem NM. Let (X,B, µ) be a measure space with µ(X) < ∞, let G be a nilpo-
tent group of measure preserving transformations of X (acting on X from the right), let
T1, . . . , Tt ∈ G, let d ∈ N and let pi,j :Z

d −→ Z be polynomials satisfying pi,j(0) = 0,
i = 1, . . . , I, j = 1, . . . , t. Then, for any A ∈ B with µ(A) > 0, there exists c > 0 such that
the set

S =
{
n ∈ Z

d : µ
( I⋂

i=1

A
(
T

pi,t(n)
t . . . T

pi,1(n)
1

)−1
)
> c

}

is syndetic (that is, has bounded gaps) in Z
d.

The commutative version of Theorem NM (that is, Theorem NM with commutative G)
was proved in [BM]. To derive Theorem NM′ from Theorem NM, note that in the case

d = 1 one has s = liminf #(S∩[0,N−1])
N > 0 and so,

liminf
N→∞

1

N

N−1∑

n=0

µ
( I⋂

i=1

A
(
T

pi,t(n)
t . . . T

pi,1(n)
1

)−1
)
> sc > 0.

0.6. The proof of Theorem NM runs along the lines similar to those of the proof of The-
orem M provided in [FK1] (and the proof of its uniform generalization in [BM]). Namely,
given a measure space X = (X,B, µ) and a finitely generated nilpotent group G of mea-
sure preserving transformations of X, we represent X as a transfinite tower of G-invariant
factors:

X0 = (X, {∅, X}, µ)←− X1 = (X,B1, µ)←− . . .←− Xα = (X,Bα, µ)←− . . .←− X

where for every limit ordinal α the σ-algebra Bα is generated by
⋃

β<α Bβ and for every
ordinal α the extension (Xα, G) ←− (Xα+1, G) is primitive (see below). Theorem NM is
proved by transfinite induction: we show that if Theorem NM holds for (Xα, G) then it
holds for (Xα+1, G). This allows us to deal with relatively simple primitive extensions of
dynamical systems only. To clarify what a primitive extension is, let us first consider a
unitary action of a group on a Hilbert space.

0.7. Let G be a finitely generated commutative group. Following [F2], we call a unitary
action of G on a Hilbert space M primitive if a subgroup H of G acts compactly on M
(that is, the orbit Hu of every u ∈M is precompact in M) and the action on M of every
element of G \H is weakly mixing (that is, it has pure continuous spectrum). It is easy
to see that for any unitary action of G on a Hilbert space M , M is decomposable into a
direct sum of pairwise orthogonal G-invariant subspaces with a primitive action of G on
each of them. In the case where G is generated by a single operator T , this decomposition
is M = M c(T ) ⊕Mw(T ), where T has discrete spectrum on M c(T ) and pure continuous
spectrum on Mw(T ). In the general case, let H be the maximal subgroup of G with
the property that the space M c(H) =

{
u ∈ M : Hu is precompact

}
is nontrivial. Then

M c(H) is closed and G-invariant, and every element T of G \ H is weakly mixing on
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M c(H): otherwise, we could pass to the nontrivial subspace M c(H) ∩M c(T ) and add T
to H. So, the action of G onM c(H) is primitive; passing toM c(H)⊥ and using transfinite
induction we can decompose M into the direct sum of such subspaces.

One could expect that the same holds for a nilpotent group G of unitary operators
on a Hilbert space M . The ideal picture would be as follows: M contains a G-invariant
subspace M ′ such that a normal subgroup H ⊆ G acts compactly on M and for every
T ∈ G \H the action of T on M ′ is weakly mixing. However, some difficulties arise here.
First, it is not obvious that the elements of G acting compactly on a subspace M ′ of M
form a group. (It is so, see Theorem 9.10.) Second, the space M c(T ) of vectors on which
an element T ∈ G acts compactly is not, generally speaking, invariant with respect to G.

0.8. Nevertheless, the following theorem shows that the real situation is quite close to the
ideal one described above (see Theorem 9.4):

Theorem. Given a finitely generated nilpotent group G of unitary operators acting on
a Hilbert space M , one can find a G-invariant subspace M ′ ⊆ M on which the action of
G is primitive in the following sense: there exists a (not necessarily G-invariant) closed
subspace L ⊆M ′ such that the subgroup GL of the elements of G preserving L contains a
normal subgroup H so that
1) H acts compactly on L,
2) every T ∈ GL \H is weakly mixing on L,
3) the elements of the orbit of L under the action of G (they are in a natural one-to-one
correspondence with the set of left cosets of GL in G) are pairwise orthogonal and span
M ′.

The action of G on the orbit of L may have cycles. By passing to a normal subgroup
G∗ of finite index in G we can kill them; then the action on L of every element of G∗ \GL

has pure Lebesgue spectrum (see Lemma 9.6).

0.9. Example. Let us give an example of “a primitive action” of a nilpotent group on a
Hilbert space. It is a simple example, but Theorem 0.8 above says that it is quite typical.

Let L be a Hilbert space and let P be a unitary transformation of L with pure
continuous spectrum. Define M as the Hilbert space generated by a family of pairwise
orthogonal copies of L, indexed by Z: M =

⊕
k∈Z

Lk, Lk ⊥ Lm for all k 6= m ∈ Z,

ϕk:Lk
∼−→ L, k ∈ Z. Lift P toM by P

∣∣
Lk

= ϕ−1
k ◦P ◦ϕk, k ∈ Z. Let S be “the coordinate

shift” in M : S
∣∣
Lk

= ϕ−1
k+1 ◦ ϕk, k ∈ Z, and let T be defined by T

∣∣
Lk

= P k
∣∣
Lk

. Then the

commutator [T, S] = T−1S−1TS = P and T, S commute with P , so the group G generated
by T, S is nilpotent of class 2. The action of G on M is primitive: the subgroup GL0 of
the elements of G preserving subspace L0 is 〈T, P 〉 (the subgroup generated by T and P ),
1) its normal subgroup H = 〈T 〉 acts identically on L0,
2) every element of 〈T, P 〉 outside of H coincides on L0 with some Pn, n 6= 0, and hence,
is weakly mixing on L0,
3) and finally, for every element SkTnPm outside of 〈T, P 〉 (that is, with k 6= 0) we have
SkTnPm(L0) = Lk ⊥ L0.

0.10. A similar picture can be observed if a nilpotent group G acts on a measure space X
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as a group of measure preserving transformations (see Theorem 11.11):

Theorem. Let G be a finitely generated nilpotent group. Given a measure preserving
system (X,B, µ,G) with µ(X) <∞, one can find a nontrivial G-invariant factor X ′ of X
on which the action of G is primitive in the following sense: X ′ is the product of a countable
set H of independent factors, and G transitively acts on H as a group of permutations.
For every Z ∈ H, the subgroup GZ of the elements of G preserving Z contains a normal
subgroup H which acts compactly on Z, and every T ∈ GZ \H is weakly mixing on Z.

0.11. Example. The “measure-preserving” version of Example 0.9 is as follows. Let
(Z,D, ν) be a measure space of finite measure and let P be a weakly mixing measure
preserving transformation of Z. Let measure space (X,B, µ) be the direct product of a
family of copies of Z, indexed by Z: X =

∏
k∈Z

Zk, ϕk:Zk
∼−→ Z, k ∈ Z. We will denote

the k-th coordinate of x ∈ X by xk.
Lift P to X by (xP )k = ϕ−1

k

(
ϕk(xk)P

)
, k ∈ Z, and define S, T :X −→ X by (xS)k =

ϕ−1
k ◦ ϕk−1(xk−1) and (xT )k = xkP

k, k ∈ Z. Then [T, S] = P and T and S commute
with P , so the group G = 〈T, S〉 is nilpotent of class 2. The action of G is primitive on X.
Indeed, S shifts factors Zk of X: SZk = Zk+1, k ∈ Z, and for every k ∈ Z the subgroup
GZk

= 〈T, P 〉 preserves Zk. Its normal subgroup Hk = 〈TP−k〉 is trivial on Zk, so every
element of GZk

\Hk coincides on Zk with some Pn, n 6= 0, and thus is weakly mixing on
Zk.

0.12. An extension α: (X,B, µ,G) −→ (Y,D, ν,G) is a measurable mapping α:X −→ Y
satisfying ν(B) = µ(α−1(B)) for all B ∈ D and commuting with a measure preserving
action of G on X and Y . Following the scheme of the proof of Theorem M, we deal with
actions of G which are relatively weakly mixing and relatively compact with respect to Y
(see [F2]). In fact, the notion of a primitive action is introduced and Theorem 0.10 is
proved just in this context: Theorem 11.11 says that for any extension α:X −→ Y there
exists an intermediate G-invariant factor X ′ of X such that X ′ is an extension of Y with
a primitive action of G on it; we say that X ′ is a primitive extension of Y . As a corollary,
every measure preserving system (X,B, µ,G) can be represented as a (transfinite) tower
of primitive extensions.

0.13. Given an extension α: (X,B, µ,G) −→ (Y,D, ν,G), and under some natural mild
assumptions of regularity on (X,B, µ), a family of measures µy, y ∈ Y , on X is defined
(the measure µy is localized on the fiber α−1(y), see [F2]). As a result, a family of inner
products 〈 , 〉y, y ∈ Y , measurable and compatible with multiplication by functions from
L∞(Y ), is defined on the Hilbert space L2(X): 〈f, g〉y =

∫
X
fḡdµy. We define a Y-pre-

Hilbert space as a module over L∞(Y ) equipped with such a system of inner products, and
a Y-Hilbert space as a Y-pre-Hilbert space satisfying the natural conditions of nondegener-
acy and completness (see Section 6). In particular, in the situation described above, any
closed subspace of L2(X) invariant with respect to multiplication by functions from L∞(Y )
is a Y-Hilbert space. One of the important tools used in the proof of Theorem 0.5 is the
“relativized” version of Theorem 0.8, which deals with the abstract Y-Hilbert spaces (The-
orem 9.4). The reason why we do not confine ourselves to working with closed subspaces
of L2(X) is that we want to minimize the assumptions under which our statements hold
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true, and that it is more covenient to deal with inner products than with integrals. We do
not develop the theory of Y-Hilbert spaces, but prove (or, at least, formulate) everything
we use in the sequel.

The idea of considering “generalized” Hilbert spaces is not new (see, for example, [I]).
In fact, a Y-Hilbert space can be considered as the set of square integrable sections of a
Hilbert bundle (a Hilbert bundle is a family of Hilbert spaces measurable parameterized by
points of a measure space, see [R]). We have preferred the term “Y-Hilbert space” and a
different approach to these spaces for the following reasons. First, we wished to emphasize
the closeness of this construction to the construction of the conventional Hilbert space: a
Y-Hilbert space is a “relative” Hilbert space, a Hilbert space for which the set of scalars is
the set of measurable functions on a fixed measure space Y , and many constructions and
facts known for conventional Hilbert spaces are transfered to Y-Hilbert spaces. In addition,
it seems to be more natural for us to consider an element of a Y-Hilbert space (imagining
it as a function from L2(X) for some extensioon X of Y ) as an entire object, not as a set
of vectors of distinct Hilbert spaces forming a Hilbert bundle over Y . For more details see
[Z1], [Z2], [F1], [FK2].

0.14. We want to mention two additional difficulties arising in the proof of Theorem NM
in comparison with Theorem M in [FK1]. The first one is that for a noncommutative group
G, G-sequences of the form g(n) = Tn with T ∈ G do not form a group (with respect to
the element-wise multiplication). If G is nilpotent, we are forced to deal with sequences

of the form g(n) = T
pt(n)
t . . . T

p1(n)
1 , where T1, . . . , Tt ∈ G and p1, . . . , pt are polynomials

with rational coefficients taking on integer values on the integers; just these expressions
arise in the formulations of Theorems NT and NM. We call such sequences G-polynomials.
When G is a commutative group, ergodic theorems dealing with t sequences Tn

1 , . . . , T
n
t

in G are usually proved by induction on t. In the case where G is nilpotent, we have
to involve G-polynomials and use a special induction process (so called PET-induction,
see [B]), based on the fact that every G-polynomial is canceled if one applies to it the
differential operator Dg(n) = g(n)−1g(n+ 1) several times.

0.15. The second difficulty relates to “the topological part” of the proof of Theorem NM.
The proof of Theorem M uses Theorem T. To prove Theorem NM we need an abstract,
stronger (Hales-Jewett’s theorem type) version of Theorem NT. In [BL2] such a theorem is
formulated and proved for the case of commutative G. We do not bring the most general
theorem in this paper, confining ourselves to a rather technical result, formulated in the
language of G-polynomials and necessary for our proof of Theorem NM (see Theorem 5.3).
Theorem NT is a simple corollary of this result (see 5.5), and so, we demonstrate here
another way of proving Theorem NT.

0.16. Multiple recurrence theorems, Theorems T and M, provide some important combi-
natorial facts as corollaries. Namely, Theorem T gives a multidimensional generalization
of the known van der Waerden theorem about arithmetic progressions:

Theorem CT. ([FW]) Let d ∈ N and let F be a finite set in Z
d. For any finite coloring

of Zd there exist n ∈ N and u ∈ Z
d for which the set u+ n · F is monochromatic.
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In other words, given a finite coloring of Zd, any finite subset of Zd can be found in one color
after being stretched and shifted in a suitable way. Theorem M implies a multidimensional
generalization of the Szemerédi theorem ([Sz]), saying that such a subset can be found in
any set of positive upper density in Z

d:

Theorem CM. ([FK1]) Let d ∈ N, let F be a finite set in Z
d, and let S be a subset of Zd of

positive upper Banach density (that is, for some sequence Π = {Πk}k∈N of parallelepipeds

in Z
d, Πk =

∏d
i=1{ak,i, ak,i + 1, . . . , bk,i} with bk,i − ak,i −→

k→∞
∞, i = 1, . . . , d, one has

limsup
k→∞

#(S∩Πk)
#Πk

> 0). Then there exist u ∈ Z
d and n ∈ N such that u+ n · F ⊂ S.

(Van der Waerden’s and Szemerédi’s theorems correspond to the case d = 1.)

0.17. A polynomial version of Theorem CM can be found in [BL1]. In this paper we
establish analogous combinatorial facts, corresponding to Theorem NT and Theorem NM.
Theorem NT gives the following nilpotent van der Waerden theorem (see Theorem 14.2):

Theorem NCT. Let G be a nilpotent group, let T1, . . . , Tt ∈ G, and let pi,j :Z −→ Z

be polynomials satisfying pi,j(0) = 0, i = 1, . . . , I, j = 1, . . . , t. For any finite coloring of

G there exist n ∈ N and T ∈ G such that the set
{
T

pi,t(n)
t . . . T

pi,1(n)
1 T, i = 1, . . . , l

}
is

monochromatic.

(Theorem CT corresponds to G = Z
d and linear pi,j .)

The nilpotent Szemerédi theorem, obtainable as a corollary of Theorem NM′, is

Theorem NCM. Let G be a nilpotent group, let T1, . . . , Tt ∈ G, and let pi,j :Z −→ Z be
polynomials satisfying pi,j(0) = 0, i = 1, . . . , I, j = 1, . . . , t. and let S be a subset of G

of positive upper density (that is with limsup
k→∞

#(S∩Φk)
#Φk

> 0 for some right F/olner sequence

{Φk} in G). There exist n ∈ N and T ∈ G such that T
pi,t(n)
t . . . T

pi,1(n)
1 T ∈ S for all

i = 1, . . . , l.

(See Theorem 14.10.)

Taking as G the group of upper (or lower) triangular matrices with unit diagonal, one
can also obtain some “pure combinatorial”, number corollaries of the nilpotent van der
Waerden and Szemerédi theorems (see Corollary 14.5 and Corollary 14.11).

0.18. Acknowledgments. This work is my doctoral thesis, carried out at the Department
of Mathematics of Technion, Haifa, under supervision of Prof. Vitaly Bergelson; without
his guidance and support this paper could not be written. I am very thankful also to
Prof. H. Furstenberg for his attention to this work and to Prof. V. Ya. Lin for many useful
contacts.

0.19. Sections 1 – 4 are preparatory. In particular, G-polynomials are introduced and
studied in Section 3 and the PET-induction is described in Section 4. In Section 5 we
formulate and prove an abstract and stronger version of Theorem NT, which is then used
in the proof of Theorem NM. Y-Hilbert spaces and their transformations are defined and
studied in Sections 6 and 7. Sections 8 – 11 are devoted to “the structure theory”. The no-
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tions of a primitive action of a nilpotent group on a Y-Hilbert space and on an extension of
a fixed measure space Y are introduced, and we prove that actions of a nilpotent group are
reducible to primitive actions. Using this structure theory, we prove Theorem NM in Sec-
tions 12 and 13. In Section 14 we derive from Theorems NT and NM′ their combinatorial
corollaries.

Notation:

R+ nonnegative real numbers
Z+ nonnegative integers
#A the cardinality of set A
a1 . . . âi . . . ak a1 . . . ai−1ai+1 . . . ak (the term ai is left out)
L(Π) the size of parallelepiped Π (subsection 1.1)
d∗(S) the lower Banach density of S ⊆ Z

d (1.1)
d∗(S) the upper Banach density of S ⊆ Z

d (1.1)
d∗Φ(S) the upper density of set S with respect to F/olner sequence Φ = {Φk}
ess-sup f the essential supremum of function f : if f is defined on a measure space

(X,B, µ), ess-sup f = inf
{
c : µ

(
{x ∈ X : f(x) > c}

)
= 0

}
⊕

σ∈Σ Lσ the direct sum of a family of linear spaces
L ⊥© L′ the sum of orthogonal subspaces L, L′ of a Hilbert space
⊥©σ∈Σ Lσ the sum of a family of pairwise orthogonal linear subspaces of a Hilbert

space
L⊖ L′ the orthogonal complement of a subspace L′ of a Hilbert space L
Span(U) the subspace spanned by subset U of a linear space
U the closure of subset U of a topological space∏

σ∈ΣXσ the product (or the relative product) of a family of factors of a measure
space∐

σ∈ΣXσ the product of a relatively independent family of factors (11.2)
N (u, v)

∫
|〈u, v〉y|dν (6.10)

Sel((Zd)p,Zd) the set of selection mappings from (Zd)p to Z
d (1.5)

[T, P ] the commutator of elements T , P of a group, [T, P ] = T−1P−1TP
N(H) the normalizer of subgroup H, N(H) = {T : THT−1 = H}
〈T1, . . . Tk〉 the group generated by T1, . . . , Tk
D-lim

n
u(n) the limit of sequence u(n) in density (1.3)

u(n)
D−→ u sequence u(n) converges to u in density (1.3)

M∞ the set of elements of Y-Hilbert space M with bounded norms
M ⊗M ′ the tensor product of Y-Hilbert spaces M and M ′ (6.17)
M c(Q) the maximal subspace of Y-Hilbert space M on which set of transforma-

tions Q acts compactly (7.7)
Mw(g) the maximal subspace of space M on which sequence of transformations

g(n), n ∈ Z
d, is weakly mixing (7.4)

X the space L2(X) of square integrable functions on extension X of a
measure space Y , considered as a Y-Hilbert space (11.1)

X∞ the space of essentially bounded functions from X (11.3)
Xc(Q) the factor of measure space X on which Q acts compactly (11.3)
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X c(Q) the space of functions from X on which Q acts compactly (11.3)
Dmg the derivative of sequence g with step m, Dmg(n) = g(n)−1g(n + m)

(3.13)
℘dG the group of G-polynomials of d variables (3.1)
℘G ℘1G
℘d

0G the subgroup of ℘dG consisting of G-polynomials vanishing at zero (3.1)
℘G(n,m) the group of G-polynomials of variables n, m (3.2)
℘

0G(n,m) the subgroup of ℘G(n,m) consisting of G-polynomials vanishing when
n = 0 (3.2)

w(g) the weight of G-polynomial g (3.8)
w(n)(g) the weight of g with respect to variable n (3.8)
W the set of weights (3.8)
ω(A) the weight of system A (4.3)
ω(n)(A) the weight of A with respect to variable n (4.4)

ε-spanning set 8.10
ε-Y-net 6.19, 6.21
G-polynomial 3.1
Y-pre-Hilbert space 6.1
Y-Hilbert space 6.3
Y-precompact set 6.21
transformation of a Y-pre-Hilbert space 7.1
action on a Y-pre-Hilbert space 7.1
almost all points in Z

d 1.4
almost periodic vectors 8.9
basis of a nilpotent group 2.7

ordered basis of a nilpotent group 2.4
basis over a subgroup of a nilpotent group 2.9
complete subgroup of a nilpotent group 2.9
coloring 5.6
compact action on a Y-Hilbert space 7.6

on an extension of a measure space Y 11.3
density of a subset in Z

d 1.1
density of a set in an amenable group 8.3
density of a set with respect to a F/olner sequence 14.8
extension 11.1

subextension 11.2
factor 11.2
F/olner sequence 8.1, 14.8
integral polynomial 3.1
PET-induction 4.5
preceding of systems 4.3
pointwise convergence in a Y-Hilbert space 6.5
primitive action of a nilpotent group on a Y-Hilbert space 9.3
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on an extension of a measure space 11.10
selection 1.5
syndetic set in Z

d 1.2
thick set in Z

d 1.2
relatively independent factors 11.2
set in a Y-Hilbert space of uniformly bounded growth 6.18
uniformly bounded set in a Y-Hilbert space 11.4
senior generator of a G-polynomial 3.8
system 4.1
weight of a G-polynomial 3.8
weight of a system 4.3
weakly mixing action on a Y-Hilbert space 7.3

on an extension of a measure space 11.3

1. Densities

1.1. A parallelepiped in Z
d is a set of the form

Π =
d∏

i=1

{ai, ai + 1, . . . , bi}, ai ≤ bi ∈ Z, i = 1, . . . , d.

The size L(Π) of Π is the minimum of the length of its edges: L(Π) = min1≤i≤d(bi−ai+1).

Given a set S ⊆ Z
d, its upper (Banach) density is d∗(S) = limsup

L(Π)→∞

#(S ∩Π)

#Π
, its lower

(Banach) density is d∗(S) = liminf
L(Π)→∞

#(S ∩Π)

#Π
, its (Banach) density is lim

L(Π)→∞

#(S ∩Π)

#Π
(if exists).

1.2. A set S ⊆ Z
d is syndetic if it does not have arbitrarily large gaps: there exists L ∈ N

such that every parallelepiped Π ⊂ Z
d with L(Π) ≥ L contains a point from S: Π∩S 6= ∅.

It is clear that d∗(S) > 0 if and only if S is syndetic.
A set Λ ⊆ Z

d is thick if it contains arbitrarily large parallelepipeds: for any L ∈ N

there exists a parallelepiped Π ⊂ Λ with L(Π) = L. It is clear that a set is syndetic if and
only if it has a nonempty intersection with every thick set. It is also clear that a thick set
remains thick after deleting any subset of zero density from it.

1.3. A d-dimensional sequence x(n), n ∈ Z
d, in a set V is a mapping x : Zd −→ V . We

will often omit the word “d-dimensional”.
Given a topological space V , a sequence v(n), n ∈ Z

d, in V converges to v ∈ V in

density, D-lim
n

v(n) = v or v(n)
D−→ v, if for every neighborhood U of v the set {n ∈ Z

d :

v(n) 6∈ U} is of zero density (see [F2]).
Given a sequence r(n), n ∈ Z

d, in R, its upper limit in density is

D-limsup
n

r(n) = sup
{
r ∈ R : d∗

(
{n ∈ Z

d : r(n) > r}
)
> 0

}
.
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1.4. We will say that a statement holds true for almost all points in Z
d if it is true for

all points in Z
d but a set of zeroes of a polynomial Zd −→ Z. In particular, for d = 1 it

means “for all but finitely many points”.

Let us note that the set of zeroes of any nonzero polynomial defined on Z
d is of zero

density. Thus, if a statement is true “for almost all n ∈ Z
d”, then it is also true “for all

n ∈ Z
d but a set of zero density”.

1.5. Given d, p ∈ N, for any P ⊆ {1, . . . , p}, P 6= ∅, we will call the linear surjective
mapping n: (Zd)p −→ Z

d defined by

n(m) =
∑

i∈P

mi, m = (m1, . . . ,mp), m1, . . . ,mp ∈ Z
d,

a selection. The set of all selections (Zd)p −→ Z
d will be denoted by Sel((Zd)p,Zd), it is

finite for any d, p ∈ N.

The sum (n1 + n2): (Z
d)p1 ⊕ (Zd)p2 −→ Z

d of selections n1 ∈ Sel((Zd)p1 ,Zd), n2 ∈
Sel((Zd)p2 ,Zd) is a selection as well: n1 + n2 ∈ Sel((Zd)p1+p2 ,Zd).

1.6. Lemma. Let d, p ∈ N and let Λ ⊆ Z
d be thick. Then

Λ′ =
⋂

n∈Sel((Zd)p,Zd)

n−1(Λ) ⊆ Z
dp

is thick.

Proof. First, note that for any thick set Λ0 ⊆ Z
d there exist m1,m2, . . . ∈ Z

d such that∑
i∈P mi ∈ Λ0 for every finite nonempty P ⊂ N. (That is, Λ0 contains an IP-set in

the terminology of [F2].) Indeed, take m1 ∈ Λ0, then find a parallelepiped Π1 ⊂ Λ0

with L(Π1) > 2|m1| and take m2 to be the center of Π1 (or a point of Z
d nearest to

the center). We have m2,m1 + m2 ∈ Λ0. Then find a parallelepiped Π2 ⊂ Λ0 with
L(Π2) > 2(|m1|+ |m2|), and choose m3 to be the center of Π2, and so on.

Let L ∈ N be given. Choose a thick set Λ0 ⊆ Λ satisfying

Λ0 + p · {0, . . . , L− 1}d ⊆ Λ.

Find m1, . . . ,mp ∈ Z
d such that

∑
i∈P mi ∈ Λ0 for every P ⊆ {1, . . . , p}, P 6= ∅, and

put m = (m1, . . . ,mp) ∈ (Zd)p. Then n
(
m +

(
{0, . . . , L − 1}d

)p) ⊆ Λ for any n ∈
Sel((Zd)p,Zd), that is the parallelepiped Π = m +

(
{0, . . . , L − 1}d

)p
, whose size is L, is

contained in Λ′.
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2. Bases in a nilpotent group

We collect here, mostly without proofs, some simple assertions concerning nilpotent groups.
For more details see, for example, [KM].

2.1. Let G be a group. For Q1, . . . , Qk ⊆ G, 〈Q1, . . . , Qk〉 denotes the subgroup of G

generated by
⋃k

i=1Qi. Given T, P ∈ G, the commutator of T, P is [T, P ] = T−1P−1TP ,
the commutator of two subsets Q1, Q2 ⊆ G is the subgroup

〈{
[T, P ] : T ∈ Q1, P ∈ Q2

}〉
.

2.2. A group G is called nilpotent if it has a finite central series, that is a finite sequence
of normal subgroups {1G} = G0 ⊆ . . . ⊆ Gt = G with [Gi, G] ⊆ Gi−1, i = 1, . . . , t.

It is easy to see that any finitely generated nilpotent group is a factor of a finitely
generated torsion-free nilpotent group. Thus, every representation of a nilpotent group
can be lifted to a representation of a torsion-free nilpotent group. Using this fact, we will
deal in our considerations with torsion-free nilpotent groups only.

From now on G is a finitely generated torsion-free nilpotent group.

2.3. The first fact which we need is that G has a central series whose factors are infinite
cyclic groups:

{1G} = G0 ⊆ . . . ⊆ Gt = G, Gi+1/Gi ≃ Z, i = 1, . . . , t.

2.4. An ordered basis (T1, . . . Tt) of G is an ordered subset of G satisfying the following
conditions:
1. every P ∈ G can be uniquely represented in the form P = T at

t . . . T a1
1 , a1, . . . , at ∈ Z,

2. for every 1 ≤ i < j ≤ t the commutator [Ti, Tj ] ∈ 〈T1, . . . , Ti−1〉.
Any nilpotent group G always has an ordered basis: one can take Ti, i = 1, . . . , t, such that
for a central series {1G} = G0 ⊆ . . . ⊆ Gt = G with infinite cyclic factors, Gi = 〈Ti, Gi−1〉.

2.5. Let (T1, . . . , Tt) be an ordered basis. Put G0 = {1G}, Gi = 〈T1, . . . , Ti〉, i = 1, . . . , t.
Then G0 ⊂ . . . ⊂ Gt = G are normal subgroups of G with Gi/Gi−1 ≃ Z, i = 1, . . . , t,
(T1, . . . , Ti) is an ordered basis of Gi, 1 ≤ i ≤ t, and (Ti+1Gi, . . . , TjGi) is an ordered basis
of Gj/Gi, 1 ≤ i < j ≤ t.

For some Pi ∈ Gi−1 put T ′
i = TiPi, i = 1, . . . , t. It is clear that (T ′

1, . . . , T
′
t ) is an

ordered basis of G as well. In particular, since for all R ∈ G one has R−1TiR = Ti[Ti, R]
with [Ti, R] ∈ Gi−1, i = 1, . . . , t, it follows that (R−1

1 T1R1, . . . , R
−1
t TtRt) is an ordered

basis of G for any R1, . . . , Rt ∈ G.

2.6. Given an ordered basis (T1, . . . , Tt) of G, we have a coordinate mapping a:G −→ Z
t

defined by

a(P ) =
(
a1(P ), . . . , at(P )

)
for P = T

at(P )
t . . . T

a1(P )
1 .

This mapping is polynomial in the following sense:

Lemma. (See, for example, [KM].) There exist polynomials fi:Z
2(t−i) −→ Z, i = 1, . . . , t,
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and f ′i :Z
t−i+1 −→ Z, i = 1, . . . , t, such that

ai
(
P1P2

)
= ai(P1) + ai(P2) + fi

(
ai+1(P1), . . . , at(P1), ai+1(P2), . . . , at(P2)

)
,

a
(
Pn

)
= nai(P ) + f ′i

(
ai+1(P ), . . . , at(P ), n

)
,

for every P, P1, P2 ∈ G, n ∈ Z.

2.7. (T1, . . . , Tt) is a basis of G if for some permutation σ of {1, . . . , t}, (Tσ(1), . . . , Tσ(t))
is an ordered basis of G.

It follows from 2.5 that, given a basis (T1, . . . , Tt) of G and elements R1, . . . , Rt ∈ G,
(R−1

1 T1R1, . . . , R
−1
t TtRt) is a basis of G as well.

2.8. An important fact is that the multiplication in G remains polynomial with respect to
any (not necessarily ordered) basis in G:

Proposition. Let (T1, . . . , Tt) be a basis of G. Then any P ∈ G can be uniquely repre-
sented in the form P = T at

t . . . T a1
1 , a1, . . . , at ∈ Z.

The coordinate mapping a:G −→ Z
t defined by

a(P ) =
(
a1(P ), . . . , at(P )

)
for P = T

at(P )
t . . . T

a1(P )
1

is polynomial: there exist polynomial mappings F :Z2t −→ Z
t, F ′:Zt+1 −→ Z

t such that

a
(
P1P2

)
= F

(
a(P1), a(P2)

)
, a

(
Pn

)
= F ′

(
a(P ), n

)
,

for every P, P1, P2 ∈ G, n ∈ Z.

Proof. We already have this statement for every ordered basis by Lemma 2.6. Our task
is to show that the statement holds true if we permute elements of an ordered basis. Let
σ be the permutation of {1, . . . , t} for which (Tσ(1), . . . , Tσ(t)) is an ordered basis.

First of all, let us prove existence and uniqueness of the representation P = T at

t . . . T a1
1

for every P ∈ G. Using induction on t, we may assume that every P̃ ∈ G/〈Tσ(1)〉 can be

uniquely represented in the form P̃ = T at

t . . . T̂σ(1) . . . T
a1
1 modulo Tσ(1), that is every

P ∈ G can be uniquely represented in the form P = T at

t . . . T̂σ(1) . . . T
a1
1 T

aσ(1)

σ(1) . Since Tσ(1)
commutes with each T1, . . . , Tt, we have P = T at

t . . . T a1
1 .

We have to prove now that for T ct
t . . . T c1

1 = T at

t . . . T a1
1 T bt

t . . . T b1
1 and T dt

t . . . T d1
1 =(

T at

t . . . T a1
1

)n
, c1, . . . , ct are polynomials of a1, . . . , at, b1, . . . , bt, and d1, . . . , dt are poly-

nomials of a1, . . . , at, n. Of course, one could do this directly, utilizing the commutator
calculus. We will use Lemma 2.6 instead.

Applying Lemma 2.6 several times, we reduce the problem to the following: for P =
T bt
t . . . T b1

1 = T at

σ(t) . . . T
a1

σ(1), b1, . . . , bt are polynomials of a1, . . . , at. Using an induction on

k = t, . . . , 1, we may assume that in the representation P = T
bit
it

. . . T
bik+1

ik+1
T ck
σ(k) . . . T

c1
σ(1)

with {ik+1, . . . , it} = {σ(k + 1), . . . , σ(t)} and it > . . . > ik+1, bik+1
, . . . , bit , c1, . . . , ck are

polynomials of a1, . . . , at. We have now to move T ck
σ(k) to its proper place.
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Namely, let il > σ(k) > il−1. It is enough to prove that in the representation

P = T
bit
it

. . . T
bil
il
T ck
σ(k)T

bil−1

il−1
. . . T

bik+1

ik+1
T

dk−1

σ(k−1) . . . T
d1

σ(1)

d1, . . . , dk−1 are polynomials of bik+1
, . . . , bit , c1, . . . , ck. But

T
dk−1

σ(k−1) . . . T
d1

σ(1) =
[
T

bil−1

il−1
. . . T

bik+1

ik+1
, T ck

σ(k)

]
T

ck−1

σ(k−1) . . . T
c1
σ(1) ∈ 〈Tσ(1), . . . , Tσ(k−1)〉,

and the required fact follows from Lemma 2.6, applied a number of times.

2.9. We will say that an ordered subset (S1, . . . , Ss) of G is a basis of G over H if there
exists a basis (R1, . . . , Rr) of H such that (R1, . . . , Rr, S1, . . . , Ss) is a basis of G. When
this is the case, by Proposition 2.8 every P ∈ G can be uniquely represented in the form
P = Sa1

1 . . . Sas
s R with R ∈ H and ai ∈ Z, i = 1, . . . , s.

We will say that H is complete (in G) if a basis of G over H exists. A one-to-one
mapping from the set of left cosets of H in G onto Z

s is naturally defined in this case. The
following lemma is trivial.

Lemma. If H ′ is complete in H and H is complete in G, then H ′ is complete in G. If
H is complete in G, then for every T ∈ G, THT−1 is complete in G. If H is a normal
subgroup of G, then H is complete in G if and only if G/H is torsion-free.

2.10. Proposition. Let H be a subgroup of G. Then there exists a normal subgroup G∗

of finite index in G such that H ∩G∗ is complete in G∗.

Proof. Choose an ordered basis (T1, . . . , Tt) in G. We will look for a sequence d1, . . . , dt ∈
N such that, for every k = 1, . . . , t:
a) The group G∗

k = 〈T d1
1 , . . . , T dk

k 〉 is normal in G, and (T d1
1 , . . . , T dk

k ) is a basis of G∗
k.

b) Either there exists Pk−1 ∈ G∗
k−1 such that T dk

k Pk−1 ∈ H, or T dkn
k Pk−1 6∈ H for all

n ∈ Z, n 6= 0, and all Pk−1 ∈ G∗
k−1.

We will do it by induction on k; put G∗
0 = {1G}. Assume that for some 0 ≤ k < t the

numbers d1, . . . , dk have already been chosen.

Lemma. There exists c ∈ N such that
[
G,T c

k+1

]
⊆ G∗

k.

Proof. It is enough to find c ∈ N such that [T, T c
k+1] ⊆ G∗

k for every T = T1, . . . , Tt.

Represent [T, T c
k+1] in the coordinate form:

[T, T c
k+1] = T

pk(c)
k . . . T

p1(c)
1 .

Since [T, T c
k+1] = 1G, the polynomials p1, . . . , pk have no constant terms: p1(0) = . . . =

pk(0) = 0, and their coefficients are rational numbers. Hence, if c ∈ N is divisible by
di and by all denominators of the coefficients of pi, i = 1, . . . , k, then di divides pi(c),
i = 1, . . . , k.
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Now we have two possibilities:
a) There exist n ∈ N, Pk ∈ G∗

k such that T cn
k+1Pk ∈ H. We put dk+1 = cn in this case.

b) T cn
k+1Pk 6∈ H for all n ∈ N and Pk ∈ G∗

k. Since [T c
k+1, G

∗
k] ⊆ G∗

k, it also implies

T−cn
k+1 Pk 6∈ H for all n ∈ N and Pk ∈ G∗

k. We put dk+1 = c.

In both cases the group G∗
k+1 = 〈T d1

1 , . . . , T
dk+1

k+1 〉 is normal in G and (T d1
1 , . . . , T

dk+1

k+1 ) is a
basis of G∗

k+1. So, the step of the induction process has been done.

Now, put G∗ = G∗
t = 〈T d1

1 , . . . , T dt

t 〉. G∗ is a normal subgroup of index d1 . . . dt in G.
Denote

I =
{
1 ≤ k ≤ t : there exists Pk−1 ∈ G∗

k−1 such that Rk = T dk

k Pk−1 ∈ H
}
.

Then
(
T di

i , i 6∈ I
)
is a basis of G∗ over H ∩G∗. (And

(
Rk = T dk

k Pk−1, k ∈ I
)
is a basis

of H ∩G∗.)

2.11. In conclusion, we introduce one more piece of notation. Given a subgroup H ⊆ G,
T ∈ G normalizes H if THT−1 = H. Elements normalizing H form a subgroup of G
called the normalizer of H. We will denote it by N(H):

N(H) =
{
T ∈ G : THT−1 = H

}
.

H is normal in N(H), and N(H) is the maximal subgroup of G with this property.
The orbit of H under the left conjugation action of G is in a natural one-to-one

correspondence with the set of left cosets of N(H) in G: THT−1 ↔ TN(H), T ∈ G.

3. G-polynomials

Sequences of the form {Tn}n∈Zd , T ∈ G, do not form a group if G is a noncommutative
group. The element-wise products of such “power” sequences are examples of what we will
call G-polynomials. An operation of differentiation is defined on G-polynomials; a specific
property of a nilpotent group G is that this differentiation cancels any G-polynomial after
being applied finitely many times. So, an induction process on the “degree” (or the weight ,
see subsection 3.8) of a G-polynomial can be used.

We have a standard problem with notation, namely: given a mapping g, what is g(n)?
Is it the mapping g itself or the value of g at a point n? We will more or less follow the
rule: if n is not specified beforehand or immediately afterwards, then g(n) is a mapping
whose argument is n.

3.1. For d ∈ N, an integral polynomial of d variables is a polynomial mapping Z
d −→ Z (it

may have rational coefficients). We denote the ring of integral polynomials of d variables

by ℘d.
The group of G-polynomials of d variables ℘dG is the minimal subgroup of the group

GZ
d

of d-dimensional sequences Z
d −→ G which contains the constant sequences and is

closed with respect to raising to integral polynomial powers: if g, h ∈ ℘dG and p ∈ ℘d,
then gh, gp ∈ ℘dG, where gh(n) = g(n)h(n) and gp(n) = g(n)p(n), n ∈ Z

d. We will also
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denote ℘ = ℘1, ℘G = ℘1G. The elements of ℘dG are called G-polynomials. G itself is a
subgroup of ℘dG and is represented by constant G-polynomials.

G-polynomials vanishing at zero form a subgroup of ℘dG; we will denote this subgroup
by ℘d

0G:

℘d
0G =

{
g ∈ ℘dG : g(0) = 1G

}
.

3.2. In order to specify arguments of G-polynomials we will sometimes use the notation
℘(n1, . . . , nk) and ℘G(n1, . . . , nk), n1 ∈ Z

d1 , . . ., nk ∈ Z
dk , for ℘d1+...+dk and ℘Gd1+...+dk

respectively. A polynomial p ∈ ℘(n,m) and a G-polynomial g ∈ ℘G(n,m), n ∈ Z
d1 ,

m ∈ Z
d2 , can be considered respectively as a polynomial and a G-polynomial of argument

n with coefficients from ℘(m). Fixing m we obtain a polynomial and a G-polynomial of
n: for any m ∈ Z

d2 we have p(n,m) ∈ ℘(n) and g(n,m) ∈ ℘G(n).
By ℘0G(n1, . . . , nk) we will denote the subgroup of ℘G(n1, . . . , nk) consisting of G-

polynomials vanishing at zero at the first argument:

℘
0G(n1, . . . , nk) =

{
g ∈ ℘G(n1, . . . , nk) : g(0, n2, . . . , nk) = 1G

}
.

3.3. Let (T1, . . . , Tt) be a basis of G.

Lemma. Every g ∈ ℘dG can be uniquely represented in the form

g = T pt

t . . . T p1

1 (3.1)

with pi ∈ ℘d, i = 1, . . . , t.
In particular, g ∈ ℘d

0G if and only if p1(0) = . . . = pt(0) = 0.

Proof. Since G-polynomials are defined inductively, it is enough to check that g−1, gh
and gp, p ∈ ℘d, can be represented in the form (3.1) if g, h ∈ ℘dG can. But this is a
corollary of the polynomiality of the multiplication in G (Proposition 2.8). Uniqueness of
representation (3.1) follows from uniqueness of the decomposition of an element of G with
respect to the basis.

3.4. Corollary. Let g ∈ ℘G(n,m), h ∈ ℘G(n), n ∈ Z
d1 , m ∈ Z

d2 . Then either
g(n,m) = h(n) for every m ∈ Z

d2 , or g(n,m) 6= h(n) for almost all m ∈ Z
d2 .

In particular, for g ∈ ℘d1G, T ∈ G, either g ≡ T or g(n) 6= T for almost all n ∈ Z
d1 .

Proof. The polynomials p1, . . . , pt in the representation (3.1) are polynomials of n whose
coefficients are polynomials of m. And each of these coefficients either is constant, or for
every a ∈ Z it is not equal to a for almost all m ∈ Z

d2 .

3.5. Given an ordered subset E = (S1, . . . , Ss) of G, we denote by ℘dE the set of G-

polynomials of the form Sps
s . . . Sp1

1 , pi ∈ ℘d, i = 1, . . . , s.
Let H be a complete subgroup of G and let E = (S1, . . . , Ss) be a basis of G over H.

Then any g ∈ ℘dG can be uniquely represented in the form g = g′h with g′ ∈ ℘dE, and h
being an H-polynomial: h ∈ ℘dH.
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3.6. Proposition. Let H be a complete subgroup of G. If g ∈ ℘G(n,m), n ∈ Z
d1 ,

m ∈ Z
d2 , and g 6∈ ℘H(n,m), then g(n,m) 6∈ ℘H(n) for almost all m ∈ Z

d2 .

In particular, if g ∈ ℘dG and g 6∈ ℘dH, then g(n) 6∈ H for almost all n ∈ Z
d.

Proof. Let E be a basis of G over H. Represent g in the form g = g′h with g′ ∈ ℘E(n,m),
h ∈ ℘H(n,m). Since g 6∈ ℘H(n,m), g′ is nontrivial. By Corollary 3.4, g′ is not equal to
1G for almost all n ∈ Z

d.

3.7. The following simple technical corollary will be used below.

Corollary. Let H be a complete subgroup of G and let g1, g2 ∈ ℘d
0G.

a) If T1, T2 ∈ G, T−1
1 T2 6∈ H, then g1(n)T1H 6= g2(n)T2H for almost all n ∈ Z

d.
b) If T ∈ G and g−1g2 6∈ ℘(THT−1), then g1(n)TH 6= g2(n)TH for almost all n ∈ Z

d.

Proof.

a) The G-polynomial g(n) = T−1
1 g1(n)

−1g2(n)T2 does not belong to ℘dH as g(0) =
T−1
1 T2 6∈ H.

b) THT−1 is a complete subgroup of G as well, so g−1
1 (n)g2(n)(THT

−1) 6= THT−1 for
almost all n ∈ Z

d.

3.8. We fix from now on an ordered basis (T1, . . . , Tt) of G. We also denote G0 = {1G},
Gi = 〈T1, . . . , Ti〉, i = 1, . . . , t.

For g ∈ ℘dG, g 6= 1G, let 1 ≤ k ≤ t be such that g ∈ ℘dGk, g 6∈ ℘dGk−1. Then g

can be uniquely represented in the form g = T p
k g

′, p ∈ ℘d, p 6= 0, g′ ∈ ℘dGk−1. We say
that Tk is the senior generator of g. The weight of g, w(g), is the pair (k, deg p); we put
w(1G) = (0, 0) = 0. If g is considered as a G-polynomial of several variables, g ∈ ℘G(n,m),
we also define the weight of g with respect to n, w(n)(g), as the pair (k, deg(n) p) where
deg(n) p is the degree of the polynomial p(n,m) with respect to the variable n.

Define an ordering on the set W of all weights, that is on the set of pairs (k, a),
0 ≤ k ≤ t, a ∈ Z+, lexicographically: (k, a) is greater than (l, b) if either k > l, or k = l
and a > b. The set W becomes well ordered under this ordering.

3.9. Lemma. Let g ∈ ℘dG and w(g) = (k, a).

If r ∈ ℘d, then w(gr) = (k, a+ deg r).

If g, h ∈ ℘dG with w(h) < w(g), then w(gh) = w(hg) = w(g).

If g ∈ ℘d
0G, then for any n ∈ Z

d, w(g(n)) < w(g).

Proof. Pass to the factor group G′ = G/Gk−1. In G′ we have g = T p
k with p 6= 0,

deg p = a, h = T q
k with deg q < a. Hence gr = T pr

k , gh = T p+q
k in G′, and the first two

statements follow.

If additionally g(0) = 1G, then p(0) = 0, and since p is nontrivial we have a = deg p > 0.
At the same time, for any n ∈ Z

d, p(n) is a constant and so w(g(n)) ≤ (k, 0).

3.10. Let g1, g2 ∈ ℘dG. Represent g1 and g2 in the form gj = T
pj

kj
g′j with pj 6= 0,

g′j ∈ ℘dGkj−1, j = 1, 2. We will say that g1 is equivalent to g2 and write g1 ∼ g2 if k1 = k2

and the leading terms of p1 and p2 coincide. We obtain an equivalence relation on ℘dG,
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and g1 ∼ g2 implies w(g1) = w(g2). Thus, we may define the weight of an equivalence class

in ℘dG as the weight of any of its members.

3.11. Lemma. Let g, h ∈ ℘dG.
a) For any m ∈ Z

d, g(n+m) ∼ g(n).
b) gh ∼ hg.
c) hgh−1 ∼ g.
d) If w(h) < w(g), then gh ∼ g.
e) If w(h) = w(g) and h 6∼ g, then w(gh) = w(g).

f) If g′ ∈ ℘dG with g′ ∼ g and g 6∼ h, then h−1g′ ∼ h−1g.
g) If h ∼ g and h 6= 1G, then w(h

−1g) < w(g).

Proof. Let w(g) = (k, a). First of all, c) is a corollary of b), and we may assume w(h) ≤
w(g) in b). Thus, we may confine ourselves to g, g′, h ∈ ℘dGk.

Passing to the factor group G′ = Gk/Gk−1, we reduce the problem to that for poly-
nomials: here the weight of a G-polynomial is defined by the degree of the corresponding
polynomial, and two G-polynomials are equivalent if the leading terms of the corresponding
polynomials coincide. In this context the statement of the lemma becomes clear.

3.12. Given g1, g2 ∈ ℘G(n,m), we say that g1 is equivalent to g2 with respect to n if
w(n)(g

−1
1 g2) < w(n)(g1). All the considerations in subsection 3.10 are carried onto this

“with respect to n” case. In particular, the weight w(n) of the class of G-polynomials
equivalent with respect to n is defined.

3.13. The differentiation with step m ∈ Z
d is the mapping Dm:GZ

d −→ GZ
d

acting by the
rule Dm(g)(n) = g(n)−1g(n+m).

It is clear that the operation of differentiation preserves the group of G-polynomials:
for g ∈ ℘dG, m ∈ Z

d, we have Dmg ∈ ℘dG. A key property of G-polynomials is that they
vanish after a finite number of differentiations. This follows from the following lemma.

Lemma. For g ∈ ℘dG, g 6= 1G, and for any m ∈ Z
d,

w(Dmg) < w(g).

Proof. Indeed, by Lemma 3.11, g(n+m) ∼ g(n) and so, w
(
g(n)−1g(n+m)

)
< w

(
g(n)

)
.

4. Systems of G-polynomials and PET-induction

4.1. A system is a finite subset of ℘dG.

4.2. Recall that as described in subsection 3.8, the set of weightsW is well ordered. Denote
by Ω the set of functions W −→ Z+ having finite support. Ω is well ordered too by the
rule

for ω1, ω2 ∈ Ω, ω1 ≻ ω2 if there exists w ∈ W such that
ω1(w) > ω2(w) and ω1(w

′) = ω2(w
′) for all w′ ∈ W with w′ > w.
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To make this ordering clearer, let us write ω ∈ Ω in the form of the list

(
ω(w1)w1, . . . , ω(wp)wp

)
,

where w1 > . . . > wp and ω(w) = 0 for all w 6∈ {w1, . . . , wp}. Then, for aq 6= bq,

(
a1w1, . . . , aq−1wq−1, aqwq, . . . , apwp

)
≻

(
a1w1, . . . , aq−1wq−1, bqwq, . . . , bpwp

)

if and only if aq > bq.

4.3. For every system A ⊂ ℘dG we define its weight ω(A) ∈ Ω:

ω(A)(w) =
{
the number of equivalence classes of weight w having a nonempty
intersection with A.

We will say that a system A′ ⊂ ℘dG precedes A if ω(A) ≻ ω(A′).

Example. The weight of the system
{
S10n+10
1 , S5n2+8n

1 , S7n2+7n
1 , S7n2+4

1 , Sn2−2
2 S4n4−5

1 ,

Sn2+2n
2 Sn3+11

1 , S2n3−2n2

2 S9n9−5n2

1 , Sn3+4n2+n
2 S5n5+5

1 , Sn3+2n2

2 , Sn3+n2+n
2 Sn11−n

1

}
is
(
2(2, 3),

1(2, 2), 2(1, 2), 1(1, 1)
)
.

4.4. In the same way, the weight of A ⊂ ℘d(n,m) with respect to n is defined by

ω(n)(A)(w) =
{
the number of classes of elements of A equivalent with respect to
n whose weight with respect to n is w.

We will say that a systemA′ ∈ ℘G(n,m) precedes A with respect to n if ω(n)(A′) ≺ ω(n)(A).

4.5. The PET-induction is induction on the well ordered set Ω. That is, if a statement is
true for the system {1G} and if one can deduce that the statement holds for a system A
from the assumption that it is true for all systems preceding A, then we can assert that it
is true for all systems.

The following lemma is the main tool used in the PET-induction.

Lemma. Let A ⊂ ℘dG be a system.
1) If A′ ⊂ ℘dG is a system consisting of G-polynomials of the form g′ = h−1gh for g ∈ A
and h ∈ ℘dG, then ω(A′) � ω(A).
2) If A′ is a system consisting of G-polynomials of the form g′ = hg and g′ = gh for

g ∈ A and h ∈ ℘dG with w(h) < w(g), then ω(A′) � ω(A). In particular, if A ⊂ ℘d
0G

and A′ consists of G-polynomials of the form g′(n) = g(n0)
−1g(n + n0) and g′(n) =

g(n+ n0)g(n0)
−1 with g ∈ A and n0 ∈ Z

d, then A′ ⊂ ℘d
0G and ω(A′) � ω(A).

3) Let h ∈ A, h 6= 1G, be a G-polynomial of weight minimal in A: w(h) ≤ w(g) for all
g ∈ A. If A′ is a system consisting of G-polynomials of the form g′ = h−1g and g′ = gh−1

for g ∈ A, then ω(A′) ≺ ω(A).
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Proof. All this is a corollary of Lemma 3.9 and Lemma 3.11. In both 1) and 2), every
element of A′ is equivalent to some element of A and hence, the number of equivalence
classes of each weight can not be greater in A′ than in A.

In 3), the equivalence classes in A change when we pass to A′, but the equivalence
of elements is preserved and their weights remain the same. The only exception is the
equivalence class containing h; it is replaced by equivalence classes having smaller weights.

4.6. An analogous fact holds if we deal with “weights with respect to n”. The following
lemma can be proved in the same way as Lemma 4.5.

Lemma. Let A ⊂ ℘G(n,m) be a system.

1) If A′ ⊂ ℘G(n,m) is a system consisting of G-polynomials of the form g′ = h−1gh for
g ∈ A and h ∈ ℘G(n,m), then ω(n)(A′) � ω(n)(A).
2) If A′ is a system consisting of G-polynomials of the form g′ = hg and g′ = gh for g ∈ A
and h ∈ ℘dG with w(n)(h) < w(n)(g), then ω(n)(A′) � ω(n)(A). In particular, if A ⊂
℘

0G(n,m) and A′ consists of G-polynomials of the form g′(n) = g(n0(m))−1g(n+n0(m))
and g′(n) = g(n+ n0(m))g(n0(m))−1 with g ∈ A and n0(m) being a polynomial mapping,
then A′ ⊂ ℘0G(n,m) and ω(n)(A′) � ω(n)(A).
3) Let h ∈ A, h 6= 1G, be a G-polynomial whose weight with respect to n is minimal in A:
w(n)(h) ≤ w(n)(g) for all g ∈ A. If A′ is a system consisting of G-polynomials of the form
g′ = h−1g and g′ = gh−1 with g ∈ A, then ω(n)(A′) ≺ ω(n)(A).

5. An abstract topological recurrence theorem

In the course of the proof of Theorem NT in [L] no properties of natural numbers as
arguments of G-polynomials were used, except the fact that one can add them together.
It follows that Theorem NT can be generalized and formulated for G-polynomials whose
arguments are elements of a commutative semigroup. We will not do this here because of
the too extensive preparatory work required (see [BL2] for the case of commutative G).
However, in order to prove Theorem NM, we need a stronger statement than Theorem NT.
This section is devoted to obtaining such an intermediate theorem.

5.1. First of all, we describe the environment in which we will formulate and prove The-
orem 5.3 below. As before, G denotes a finitely generated torsion-free nilpotent group.
An ordered basis of G is assumed to be fixed and so, the weights of G-polynomials and
systems are assumed to be defined with respect to this basis.

We fix d ∈ N and a group Z ≃ Z
d. We fix letter “n” as a formal variable taking

values in Z: “a mapping F (n)” will mean “a mapping F from Z”. In particular, groups

of G-polynomials of argument n, ℘G(n) ≃ ℘dG and ℘0G(n) ≃ ℘d
0G are defined.

We also fix an infinite alphabet M . Denote by F(M) the set of all finite nonempty
subsets of M . For every a ∈ M let Za ≃ Z

d be a group. (To be more formal, we
assume that Z, Za (a ∈ M) and all their products are pairwise disjoint sets.) For every
m ∈ F(M) define Zm =

⊕
a∈m Za, Zm ≃ (Zd)#m. As a formal variable in Zm we will

use the same symbol m: “a mapping F (m)” will mean “a mapping F from Zm”. In
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particular, for m ∈ F(M) the group of G-polynomials ℘G(m) is defined, for pairwise
disjoint m1, . . . ,mk ∈ F(M) the group ℘G(m1, . . . ,mk) is defined.

5.2. For m1,m2 ∈ F(M) with m1 ⊆ m2 there is a natural embedding ℘G(m1) ⊆ ℘G(m2).
Thus the limit group ℘G(M) =

⋃
m∈F(M)

℘G(m) is defined.

Let N,m ∈ F(M), N ∩m = ∅, let g ∈ ℘G(n,N). Then for any polynomial mapping
n(m):Zm −→ Z, in particular, for any selection n(m) ∈ Sel(Zm, Z), one has g(n(m), N) ∈
℘G(m,N).

5.3. Let (X, ρ) be a compact metric space and let the group ℘G(M) act on X.

Theorem. For any system A ⊂ ℘
0G(n,N), N ∈ F(M), and any ε > 0 there exist

m ∈ F(M), m∩N = ∅, and a system B ⊂ ℘0G(m,N) such that for any x ∈ X there exist
h ∈ B and a selection n(m):Zm −→ Z for which

ρ
(
g(n)hx, hx

)
< ε for every g ∈ A.

(To simplify the notation we write g(n) instead of g(n,N) or g(n(m), N).)

5.4. Proof. Let A ∈ ℘0G(n,N) and ε > 0 be given. We will use the PET-induction on
the weight of A with respect to n. The statement is trivial for the system {1G}, and so,
we have the beginning of the induction process.

5.4.1. Let k ∈ N be such that there are two points at a distance less than ε/2 among
any k + 1 points of X. Let g0 ∈ A be a G-polynomial whose weight with respect to n
is minimal in A. We may assume that A does not contain constant G-polynomials and,
thus, g0 6= 1G.

5.4.2. Let
A0 =

{
g(n)g0(n)

−1, g ∈ A
}
, ε0 =

ε

2k
.

By Lemma 4.6, A0 precedes A with respect to n. Thus there exist m0 ∈ F(M) with
m0 ∩N = ∅ and a system B0 ⊂ ℘0G(m0, N) such that for any x ∈ X there exist h0 ∈ B0
and n0 ∈ Sel(Zm0 , Z) such that

ρ
(
f(n0)h0x, h0x

)
< ε0 for every f ∈ A0.

Denote

A1 =
{(
g0(n0)

−1h0
)−1

g(n0)
−1g(n+ n0)g0(n)

−1
(
g0(n0)

−1h0
)
,

g ∈ A, h0 ∈ B0, n0 ∈ Sel(Zm0 , Z)
}
⊂ ℘G0(n,m0, N),

and choose 0 < ε1 < ε/2k such that the inequality ρ(y1, y2) < ε1 implies ρ(ey1, ey2) <
ε

2k
for all

e = g(n0)g0(n0)
−1h0 ∈ ℘G(m0, N), g ∈ A, h0 ∈ B0, n0 ∈ Sel(Zm0 , Z).
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By Lemma 4.6, A1 precedes A with respect to n. Thus there exist m1 ∈ F(M) with
m1 ∩ (m0 ∪ N) = ∅ and a system B1 ⊂ ℘0G(m1,m0, N) such that for any x ∈ X there
exist h1 ∈ B1 and n1 ∈ Sel(Zm1 , Z) such that

ρ
(
f(n1)h1x, h1x

)
< ε1 for all f ∈ A1.

Continue this process: assume that numbers ε0, . . . , εj−1, sets m0, . . . ,mj−1 ∈ F(M)
and systems Bl ∈ ℘G(ml ∪ . . . ∪m0 ∪N), l = 1, . . . , j − 1, have already been chosen.

Denote

Aj =
{(
g0(nj−1)

−1 . . . g0(n0)
−1h0 . . . hj−1

)−1

g(nj−1 + . . .+ ni)
−1g(n+ nj−1 + . . .+ ni)g0(n)

−1
(
g0(nj−1)

−1 . . . g0(n0)
−1h0 . . . hj−1

)
,

for i = 0, . . . , j − 1, g ∈ A, hl ∈ Bl, nl ∈ Sel(Zml
, Z), l = 0, . . . , j − 1

}

⊂ ℘G0(n,mj−1, . . . ,m0, N),

and choose 0 < εj < ε/2k such that the inequality ρ(y1, y2) < εj implies ρ(ey1, ey2) <
ε

2k
for every

e = g
(
nj−1 + . . .+ ni

)(
g0(nj−1)

−1 . . . g0(n0)
−1h0 . . . hj−1

)
∈ ℘G(mj−1, . . . ,m0, N),

i = 0, . . . , j − 1, g ∈ A, hl ∈ Bl, nl ∈ Sel(Zml
, Z), l = 0, . . . , j − 1.

By Lemma 4.6, Aj precedes A with respect to n. Thus there exist mj ∈ F(M) with
mj ∩ (mj−1 ∪ . . . ∪m0 ∪ N) = ∅, and a system Bj ⊂ ℘0G(mj , . . . ,m0, N) such that for
any x ∈ X there exist hj ∈ Bj and nj ∈ Sel(Zmj

, Z) such that

ρ
(
f(nj)hjx, hjx

)
< εj for all f ∈ Aj .

We continue this process up to j = k. Then we put

m = mk ∪ . . . ∪m0 ∈ F(M),

B =
{
g0(nj)

−1 . . . g0(n0)
−1h0 . . . hk, hi ∈ Bi, ni ∈ Sel(Zmi

, Z), i = 0, . . . , k, j = 1, . . . , k
}

⊂ ℘0G(m,N).

5.4.3. Let x ∈ X be given.
Put yk = x. There exist hk ∈ Bk and nk ∈ Sel(Zmk

, Z) such that

ρ
(
f(nk)hkyk, hkyk

)
< εk for all f ∈ Ak.

Put yk−1 = hkyk. There exist hk−1 ∈ Bk−1 and nk−1 ∈ Sel(Zmk−1
, Z) such that

ρ
(
f(nk−1)hk−1yk−1, hk−1yk−1

)
< εk−1 for all f ∈ Ak−1.

Continue the process of choosing yj , hj and mj up to j = 0. We have in particular
y0 = h0 . . . hkx.
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5.4.4. Put
xj = g0(nj)

−1 . . . g0(n0)
−1y0, j = 0, . . . , i.

Lemma. For any 0 ≤ i < j ≤ k

ρ
(
g(nj + . . . ni+1)xj , xi

)
<

ε

2k
(j − i), g ∈ A. (5.1)

Proof. Indeed,

ρ
(
h−1
j−1 . . . h

−1
0 g0(n0) . . . g0(nj−1)

g
(
nj−1 + . . .+ ni+1

)−1
g
(
nj + . . .+ ni+1

)
g0(nj)

−1g0(nj−1)
−1 . . . g0(n0)

−1h0 . . . hj−1hjyj ,

hjyj

)
< εj .

By the choice of εj ,

ρ
((
g(nj−1 + . . .+ ni+1)g0(nj−1)

−1 . . . g0(n0)
−1h0 . . . hj−1

)
h−1
j−1 . . . h

−1
0 g0(n0) . . . g0(nj−1)

g(nj−1 + . . .+ ni+1)
−1g(nj + . . .+ ni+1)g0(nj)

−1g0(nj−1)
−1 . . . g0(n0)

−1h0 . . . hjyj ,(
g(nj−1 + . . .+ ni+1)g0(nj−1)

−1 . . . g0(n0)
−1h0 . . . hj−1

)
hjyj

)
<

ε

2k
.

We have consequently

ρ
(
g(nj + . . .+ ni+1)g0(nj)

−1 . . . g0(n0)
−1h0 . . . hkx,

g(nj−1 + . . .+ ni+1)g0(nj−1)
−1 . . . g0(n0)

−1h0 . . . hkx
)
<

ε

2k
,

that is
ρ
(
g(nj + . . .+ ni+1)xj , g

(
nj−1 + . . .+ ni+1

)
xj−1

)
<

ε

2k
.

(In particular,

ρ
(
g(ni+1)xj , xj−1

)
<

ε

2k
.)

Clearly, this implies (5.1).

5.4.5. By the choice of k, there are 0 ≤ i < j ≤ k for which ρ(xj , xi) <
ε

2
. Coupled with

(5.1) this implies
ρ
(
g(nj + . . . ni+1)xj , xj

)
< ε,

that is
ρ
(
g(n)hx, hx

)
< ε,

where
n(m) = nj(mj) + . . . ni+1(mi+1) ∈ Sel(Zm, Z),

h(m) = g0(nj(mj))
−1 . . . g0(n0(m0))

−1h0(m0) . . . hk(mk) ∈ B.
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5.5. Proof of Theorem NT. Now let us show how Theorem 5.3 implies Theorem NT.
The statement of Theorem NT concerns the part of a nilpotent group G generated by the
finite set {T1, . . . , Tt} only. Since any finitely generated nilpotent group is a factor of a
finitely generated torsion-free nilpotent group, we may assume as before that G is a finitely
generated torsion-free nilpotent group.

Define a mapping ϕ:℘G(M) −→ G by

ϕ
(
S
pt(m1,...,mk)
t . . . S

p1(m1,...,mk)
1

)
= S

pt(1,...,1)
t . . . S

p1(1,...,1)
1 ,

where S1, . . . , St ∈ G and p1, . . . , pt are integral polynomials of variables m1, . . . ,mk ∈M .
That is, ϕ is defined by putting all variables from M to 1. We obtain an action of ℘G(M)

on X by gx = ϕ(g)x. Define G-polynomials gi(n) = T
pi,1(n)
1 . . . T

pi,t(n)
t , i = 1, . . . , I, and a

system A = {g1, . . . , gI} ⊂ ℘0G. Given ε > 0, find m ∈ F(M) and a system B ⊂ ℘0G(m)
satisfying the conclusion of Theorem 5.3. Fix any x ∈ X and find h ∈ B and a selection
n(m):Zm −→ Z such that ρ

(
gi(n)hx, hx

)
< ε, i = 1, . . . , I. Then the point x′ = hx ∈ X

and the number n′ = n(1, . . . , 1) ∈ N satisfy the conclusion of Theorem NT.

5.6. Now we will derive a “coloring” corollary from Theorem 5.3; this corollary (Theo-
rem 5.9 below) will be used in the proof of Theorem NM.

Given a set H and r ∈ N, an r-coloring of H is a mapping from H into an r-element
set. We fix in this section such a set Q, #Q = r.

The set of all r-colorings of H, QH , is compact in the product topology. If H is
countable, H = {hi}i∈N, then Q

H can be metrized by

ρ(χ1, χ2) =
(
min{i ∈ N : χ1(hi) 6= χ2(hi)}

)−1

, χ1, χ2 ∈ QH .

If H is a group, then the (right) action of H on itself induces a continuous (left) action
of H on QH :

(hχ)(h′) = χ(h′h), h, h′ ∈ H, χ ∈ QH .

5.7. Applying Theorem 5.3 to the compact metric space of r-colorings of ℘G(M) (under
the notation of Section 5), we obtain the following statement.

Corollary. Let r ∈ N. For any system A ⊂ ℘0G(n) and any ε > 0 there exist m ∈ F(M)
and a system B ⊂ ℘0G(m) such that for any r-coloring χ of ℘G(M) there exist h ∈ B and
a selection n(m):Zm −→ Z for which χ is constant on the set {g(n)h : g ∈ A}.
Proof. Indeed, if ρ

(
g(n)hχ, hχ

)
is small enough, then χ(g(n)h) = g(n)hχ(1G) = hχ(1G) =

χ(h), for all g ∈ A.

5.8. Certainly, h in the formulation of Corollary 5.7 can be placed on the left of g as well:

Corollary. Let r ∈ N. For any system A ⊂ ℘0G(n) and any ε > 0 there exist m ∈ F(M)
and a system B ⊂ ℘0G(m) such that for any r-coloring χ of ℘G(M) there exist h ∈ B and
a selection n(m):Zm −→ Z for which χ is constant on the set {hg(n) : g ∈ A}.
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Proof. Put A′ = {g−1 : g ∈ A}, find m and B′ satisfying the statement of Corollary 5.7,
applied to the system A′, and put B = {h′−1 : h′ ∈ B′}.

Let a coloring χ of ℘G(M) be given. Define a coloring χ′ of ℘G(M) by χ′(f) =
χ(f−1), f ∈ ℘G(M). By Corollary 5.7, there exist h′ ∈ B′ and a selection n(m):Zm −→ Z
such that χ is constant on the set {g′(n)h′ : g′ ∈ A′}. Put h = h′−1. Since χ(hg(n)) =
χ′(g(n)−1h′), χ is constant on {hg(n) : g ∈ A}.

5.9. Now note that the formulation of Corollary 5.8 deals with colorings not of all ℘G(M)
but of ℘G(m) only, and even of a finite subset of ℘G(m). Consequently, we have:

Theorem. Let r ∈ N. For any system A ⊂ ℘0G(n) and any ε > 0 there exist m ∈ F(M)
and a system B ⊂ ℘0G(m) such that for any r-coloring χ of the set

{
hg(n) : g ∈ A, h ∈ B, n ∈ Sel(Zm, Z)

}

there exist a G-polynomial h ∈ B and a selection n(m):Zm −→ Z for which χ is constant
on the set {hg(n) : g ∈ A}.

6. Y -Hilbert spaces

From now on, (Y,D, ν) will be a measure space with ν(Y ) = 1. In this section we introduce
the notion of a Y-Hilbert space: it is, so to say, a relative Hilbert space, a Hilbert space over
the ring of measurable functions on Y (cf. [I], inner product modules, and [R], [Z1], Hilbert
bundles). We also consider the simplest notions and constructions related to Y-Hilbert
spaces.

6.1. A Y-pre-Hilbert spaceM is a module over the ring L∞(Y ) equipped with a nonnegative
inner product 〈 , 〉:M2 −→ L1(Y ): for u, v ∈ M a function (more exactly, an equivalence
class of functions) 〈u, v〉 ∈ L1(Y ) is defined and, for every u, v, v′ ∈M , ϕ,ψ ∈ L∞(Y ), one
has
1) 〈u+ u′, v〉 = 〈u, v〉+ 〈u′, v〉,
2) 〈ϕu, ψv〉 = ϕψ〈u, v〉,
3) 〈u, v〉 = 〈v, u〉,
4) 〈u, u〉 ≥ 0.
The value of the function 〈u, v〉 at a point y ∈ Y (defined modulo sets of zero measure in Y )

will be denoted by 〈u, v〉y. The norm ‖u‖ ∈ L2(Y ) for u ∈M is defined as ‖u‖ = 〈u, u〉 12 ,
its value at y ∈ Y is ‖u‖y = 〈u, u〉

1
2
y .

6.2. Let M be a Y-pre-Hilbert space. Every set A ∈ D defines a nonnegative inner

product 〈 , 〉A on M by 〈u, v〉A =
∫
A
〈u, v〉ydν. We put ‖u‖A = 〈u, u〉

1
2

A. In particular,

〈u, v〉Y =
∫
Y
〈u, v〉ydν, ‖u‖Y =

(∫
Y
‖u‖2ydν

) 1
2

=
∥∥‖u‖

∥∥
L2(Y )

.

6.3. The metric on a Y-pre-Hilbert space M is defined by the norm ‖ ‖Y . It is clear that
multiplication by functions from L∞(Y ) is continuous in this metric.
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A Y-pre-Hilbert space M is a Y-Hilbert space if 〈 , 〉Y defines on M the structure of a
Hilbert space, that is if M is complete with respect to ‖ ‖Y , and ‖u‖Y = 0 implies u = 0.

6.4. Examples.

6.4.1. Let Y be a single-element set, Y = {y}, Then L1(Y ) ≃ L∞(Y ) ≃ C, and thus, any
Y-Hilbert space is a conventional Hilbert space.

6.4.2. M = L2(Y ), 〈u, v〉 = uv̄.

6.4.3. Let (Z,C, η) be a measure space, η(Z) <∞, let (X,B, µ) be the product (Y,D, ν)×
(Z,C, η). Take M = L2(X). For u, v ∈ M choose their representatives ũ, ṽ, and for
ϕ ∈ L∞(Y ), y ∈ Y , z ∈ Z put 〈u, v〉y =

∫
Z
ũ(y, z)ṽ(y, z)dη and (ϕu)(y, z) = ϕ(y)ũ(y, z).

Since uv̄ ∈ L1(X), 〈u, v〉y is defined for almost all y ∈ Y and 〈u, v〉 ∈ L1(Y ). Clearly, M is
a Y-Hilbert space. In fact, it is easy to see that any Y-Hilbert space is a “disjoint union”
of Y-Hilbert spaces of this special form.

6.5. Let M be a Y-pre-Hilbert space. We say that a sequence u1, u2, . . . ∈ M converges
to u ∈ M pointwise if the sequence of the functions ‖u1 − u‖, ‖u2 − u‖, . . . pointwise
converges to 0. If a sequence u1, u2, . . . converges to u ∈ M , then some its subsequence
uk1 , uk2 , . . . converges to u pointwise. Moreover, it is easy to see that every sequence
fundamental in M contains a pointwise fundamental subsequence. It is also clear that if
two pointwise fundamental sequences u1, u2, . . . and v1, v2, . . . are equivalent, that is if they
define the same point in the topological completion ofM , then the sequence u1, v1, u2, v2, . . .
is also pointwise fundamental. This shows that the completion of M , whose elements are
equivalence classes [{uk}] of fundamental sequences {uk} in M , inherits the structure of a
Y-Hilbert space: to define 〈u, v〉 for u = [{uk}], v = [{vk}], pick up pointwise fundamental
subsequences {uki

} and {vki
} and put 〈u, v〉 to be the pointwise limit of 〈uki

, vki
〉 while

i→∞.

6.6. From now on, M will be a Y-Hilbert space.
IfM is L2(Y ) (see example 6.4.2), its elements, remaining inM , can be multiplied not

only by functions from L∞(Y ), but also by suitable unbounded functions. This suggests
the following definition:

Let u, v ∈ M , let ϕ be a measurable function on Y . We say that v = ϕu if for all
c ∈ R, 1Ac

v = (1Ac
ϕ)u, where Ac = {y ∈ Y : ϕ(y) < c}.

Lemma. Let u ∈M and a measurable function ϕ on Y be such that ϕ‖u‖ ∈ L2(Y ). Then
ϕu ∈M (that is, there is v ∈M such that v = ϕu), and ‖ϕu‖ = |ϕ|‖u‖.
Proof. Let Ak = {y ∈ Y : ϕ(y) < k}, put vk = (1Ak

ϕ)u, k = 1, 2, . . .. Then for l > k,
vl − vk = (1Al\Ak

ϕ)u, and so

‖vl − vk‖Y =

∫

Al\Ak

|ϕ(y)|2‖u‖2ydν ≤
∫

Y \Ak

|ϕ(y)|2‖u‖2ydν −→
k→∞

0.

Hence, the sequence v1, v2, . . . is fundamental in M , and its limit v satisfies the conclusion
of the lemma.
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6.7. Corollary. Let u ∈M , let A = {y ∈ Y : ‖u‖y 6= 0}. Then u/‖u‖ = (1A‖u‖−1)u ∈M
is defined and

∥∥u/‖u‖
∥∥ = 1A.

6.8. Corollary. Let u, v ∈ M and a measurable function ϕ on Y satisfy v = ϕu. Then
1Au = (1Aϕ

−1)v, where A = {y ∈ Y : ϕ(y) 6= 0}.
Proof. Indeed, u′ = (1Aϕ

−1)v exists by Lemma 6.6, and ‖ϕ(1Au−u′)‖ = |ϕ|‖1Av−1Av‖ =
0. It follows that ‖1Au − u′‖ = 0 on A; since also 1Y \A1Au = 1Y \Au

′ = 0, we have
‖1Au− u′‖ = 0, and so 1Au = u′.

6.9. A submodule N ⊆ M , that is a subset of M invariant with respect to multiplication
by functions from L∞(Y ), will be called a subspace of M . The sum of two subspaces and
the closure of a subspace of M are subspaces of M as well. A closed subspace of M is a
Y-Hilbert space.

6.10. For u, v ∈M we denote by N (u, v) the L1-norm of 〈u, v〉:

N (u, v) =
∥∥〈u, v〉

∥∥
L1(Y )

=

∫
|〈u, v〉y|dν.

The proof of the following proposition is immediate:

Proposition. For any u, u′, v ∈M , ϕ ∈ L∞(Y )
a) ‖u‖2Y = N (u, u).
b) N (u, v) ≥ 0,
c) N (u+ u′, v) ≤ N (u, v) +N (u′, v),
d) N (u, v) = N (v, u),
e) N (u, v) ≤ ‖u‖Y ‖v‖Y ,
f) N (ϕu, v) ≤ ess-sup(|ϕ|)N (u, v).

In particular, N is continuous on M ×M .

6.11. Two vectors u, v ∈ M are Y-orthogonal, u⊥Y v, if 〈u, v〉 = 0, that is if N (u, v) = 0.

The Y-orthogonal complement N⊥Y =
{
v ∈ M : v ⊥Y u for any u ∈ N

}
of a subset

N ⊆M is a closed subspace of M .

Example. Let A ∈ D, let N = 1A ·M = {1Au : u ∈M}. Then N⊥Y = 1Y \A ·M .

6.12. The following lemma shows that for subspaces of M the Y-orthogonality coincides
with the conventional orthogonality; this allows us not to distinguish between these notions.

Lemma. Let N be a subspace of M and let u ∈ M be orthogonal to N : 〈u, v〉Y = 0 for
all v ∈ N . Then u ⊥Y N .

Proof. Let v ∈ N . Denote

ϕ(y) =





〈u, v〉y
|〈u, v〉y|

, if 〈u, v〉y 6= 0

0, otherwise.
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Then ϕ ∈ L∞(Y ) and

N (u, v) =

∫
|〈u, v〉y|dν =

∫
ϕ(y)〈u, v〉ydν =

∫
〈u, ϕv〉ydν = 〈u, ϕv〉Y = 0.

6.13. Corollary. Let N be a closed subspace of M . Then M = N ⊥©N⊥Y .

6.14. We say that a system S of vectors in M is orthonormal if 〈v, v′〉 = 0 for all v, v′ ∈ S,
v 6= v′, and for every v ∈ S, ‖v‖ = 1Av

for some Av ∈ D with ν(Av) > 0. By the Zorn
lemma, there is a maximal (in the sense of inclusion) orthonormal system inM ; we call ev-
ery such system an orthonormal basis ofM . If B is an orthonormal basis ofM , then the set

of finite linear combinations L =
{
ϕ1v1 + . . .+ ϕkvk : ϕ1, . . . , ϕk ∈ L∞(Y ), v1, . . . , vk ∈ B

}

is dense in M . Indeed, if u were a nonzero vector in L⊥, we could add the vector u/‖u‖
(see Corollary 6.7) to B. Moreover,

Lemma. Let B be an orthonormal basis ofM . Then every u ∈M is uniquely representable
in the form u =

∑∞
k=1 ψkvk, where v1, v2, . . . ∈ B are pairwise distinct and nonzero func-

tions ψ1, ψ2, . . . ∈ L2(Y ) satisfy ψ
∣∣
Y \Ak

= 0, where Ak = {y ∈ Y : ‖vk‖y 6= 0}.

Proof. Uniqueness of such an expansion for u is evident from the equality 〈u, vm〉 =∑∞
k=1 ψk〈vk, vm〉 = 1Am

ψm.

For ε > 0, let distinct v1, . . . , vm ∈ B be such that
∥∥u −∑m

k=1 ϕkvk
∥∥
Y
< ε for some

ϕ1, . . . , ϕm ∈ L∞(Y ). Let N be the closure of the subspace of M generated by v1, . . . , vm.
Put ψk = 〈u, vk〉, k = 1, . . . ,m. Then ‖ψk‖ ≤ ‖u‖‖vk‖ ≤ ‖u‖, and so, ψk ∈ L2(Y ), k =
1, . . . ,m, and by Lemma 6.6, u′ =

∑m
k=1 ψkvk is defined. Since u− u′ ⊥ vk, k = 1, . . . ,m,

u′ is the orthogonal projection of u onto N , and so, ‖u − u′‖Y < ε. Decreasing ε and
increasing N , we obtain a series

∑∞
k=1〈u, vk〉vk converging to u.

6.15. Corollary. Under the conditions of Lemma 6.14, ψk = 〈u, vk〉, k = 1, 2, . . ., and
‖u‖2 =

∑∞
k=1 |ψk|2 in L1(Y ).

Proof. ‖u‖2 =
∑∞

k,l=1 ψkψl〈vk, vl〉 =
∑∞

k=1 |ψk|2.

6.16. Now we will describe two constructions of Y-Hilbert spaces. The first one is given
by the operation of complex conjugation: M = {ū : u ∈ M} with 〈ū, v̄〉y = 〈u, v〉y and
ϕū = ϕ̄u is a Y-Hilbert space.

6.17. The second construction is the tensor product of Y-Hilbert spaces. We denote by
M∞ the subspace ofM consisting of vectors whose norms are essentially bounded: M∞ ={
u ∈ M : ‖u‖ ∈ L∞(Y )

}
. It is clear that M∞ is dense in M . Let M ′ be another Y-

Hilbert space. Then M∞ ⊗M ′∞ = M∞ ⊗L∞(Y ) M
′∞ with the inner product given by

〈u1 ⊗ u′1, u2 ⊗ u′2〉 = 〈u1, u2〉〈u′1, u′2〉 is a well defined Y-pre-Hilbert space.

Lemma. The introduced inner product is nondegenerate on M∞ ⊗ M ′∞: for nonzero
w ∈M∞ ⊗M ′∞ one has ‖w‖ 6= 0.
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Proof. Let w =
∑l

k=1 ui ⊗ u′k, u1, . . . , ul ∈M∞, u′1, . . . , u
′
l ∈M ′∞. Let N and N ′ be the

closed subspaces of M and M ′ spanned by u1, . . . , ul and u
′
1, . . . , u

′
l respectively. Choose

orthonormal bases v1, . . . , vm in N and v′1, . . . , v
′
m′ in N ′, then uk =

∑m
i=1 ϕk,ivi, u

′
k =∑m′

i=1 ϕ
′
k,jv

′
j , k = 1, . . . , l, where ϕk,i = 〈uk, vi〉, ϕ′

k,j = 〈u′k, vj〉, and, since ‖uk‖, ‖u′k‖ ∈
L∞(Y ), all ϕk,i, ϕ

′
k,j ∈ L∞(Y ), k = 1, . . . , l, i = 1, . . . ,m, j = 1, . . . ,m′. We have then

w =
∑

1≤i≤m
1≤j≤m′

ϕk,iϕ
′
k,jvi ⊗ v′j , and ‖w‖2 =

∑
1≤i≤m
1≤j≤m′

|ϕk,i|2|ϕ′
k,j |2.

We will call the Y-Hilbert space obtained by the completion of M∞⊗M ′∞ the tensor
product of M and M ′ and denote by M ⊗M ′. If B and B′ are orthonormal bases in M

and M ′ respectively, then
{
v ⊗ v′ : v ∈ B, v′ ∈ B′ with v ⊗ v′ 6= 0

}
is an orthonormal

basis in M ⊗ M ′. It follows that every element w of M ⊗ M ′ is representable in the
form w =

∑∞
i,j=1 ψi,jvi ⊗ v′j , v1, v2, . . . ,B, v′1, v′2, . . . ,B′, and if we put ui =

∑∞
j=1 ψi,jv

′
j ,

i = 1, 2, . . ., in the form w =
∑∞

i=1 vi ⊗ ui.
Examples.

1. If Y is single-element and so, M and M ′ are conventional Hilbert spaces, then M ⊗M ′

is the completion of the tensor product M ⊗C M
′.

2. If M = L2(Y × Z) and M ′ = L2(Y × Z ′) (see example 6.4.3), then M ⊗ M ′ =
L2(Y × Z × Z ′), it corresponds to the relative product Y × Z × Z ′ of the measure spaces
Y × Z and Y × Z ′.

6.18. For u ∈ M , b ∈ R, denote Bu,b =
{
y ∈ Y : ‖u‖y > b

}
. It is clear that for every

u ∈ M , ‖u‖Bu,b
−→ 0 when b −→ ∞. We say that a set U ∈ M has uniformly bounded

growth if for any ε > 0 there exists b ∈ R such that ‖u‖Bu,b
< ε for all u ∈ U .

The following lemma is one of the main technical tools in our further considerations.

Lemma. Let u(n), n ∈ Z
d, be a sequence in M with uniformly bounded growth and

satisfying

D-lim
m

D-limsup
n

N (u(n+m), u(n)) = 0.

Then, for any v ∈M , N (u(n), v)
D−→ 0.

Proof. The proof is based on an analogous proposition taking place in the “absolute” case
(that is, whereM is a Hilbert space), Lemma 4.9 in [F2]. This lemma is formulated for the
case of one-dimensional sequences only, d = 1, but its proof can be verbatim transferred
to the case d ≥ 2.

Let us assume first that u(n) ∈ M∞, n ∈ Z
d, and there exists b ∈ R such that

ess-sup ‖u(n)‖ < b, n ∈ Z
d. Then for n,m ∈ Z

d,

N (u(n), u(n+m)) =

∫ ∣∣〈u(n), u(n+m)〉y
∣∣dν > 1

b2

∫ ∣∣〈u(n), u(n+m)〉y
∣∣2dν

=
1

b2

∫
〈u(n), u(n+m)〉y〈u(n), u(n+m)〉ydν

=
1

b2

∫ 〈
u(n)⊗ ū(n), u(n+m)⊗ ū(n+m)

〉
y
dν =

1

b2
〈
w(n), w(n+m)

〉
Y
,

29



where w(n) = u(n) ⊗ ū(n) is a bounded sequence of elements of M ⊗ M , considered
as a Hilbert space with the inner product 〈 , 〉Y . By Lemma 4.9 in [F2], the equality
D-lim

m
D-limsup

n

∣∣〈w(n), w(n+m)〉Y
∣∣ = 0 implies D-lim

n
〈w(n), w′〉Y = 0 for all w′ ∈M ⊗M .

Since

〈w(n), v ⊗ v̄〉Y =

∫
〈u(n)⊗ ū(n), v ⊗ v̄〉ydν =

∫ ∣∣〈u(n), v〉y
∣∣2dν

≥
(∫ ∣∣〈u(n), v〉y

∣∣dν
)2

= N (u(n), v)2,

we obtain that D-lim
n
N (u(n), v) = 0.

Now, for general v and u(n), n ∈ Z
d, the condition that u(n), n ∈ Z

d, have uniformly
bounded growth implies that for every ε > 0 there are v′ ∈M∞ and u′(n) ∈M∞, n ∈ Z

d,
with ‖v − v′‖Y < ε, ‖u(n) − u′(n)‖Y < ε and ess-sup ‖u′(n)‖ < b, n ∈ Z

d, for some
b ∈ R.

6.19. Given u ∈M and ε > 0, a set V ⊆M is an ε-Y-net for u if
∫
minv∈V ‖u−v‖2ydν < ε2.

Lemma. Let V ⊆ M be an ε-Y-net for u ∈ M and let ‖u′ − u‖Y < ε. Then V is a
2ε-Y-net for u′.

Proof. Since for any f, g ∈ L2(Y ) one has
∫
|f + g|2dν ≤ 2

(∫
|f |2dν +

∫
|g|2dν

)
,

∫
min
v∈V
‖u′ − v‖2ydν ≤

∫ (
‖u′ − u‖y +min

v∈V
‖u− v‖y

)2
dν

≤ 2
(∫
‖u′ − u‖2ydν +

∫
min
v∈V
‖u− v‖2ydν

)
< 4ε2.

6.20. Lemma. Let a finite set {v1, . . . , vk} be an ε-Y-net for u ∈M . Then

‖u‖2Y <
k∑

i=1

(
‖vi‖2Y + 2ε‖vi‖Y

)
+ ε2

and, for all w ∈M ,

N (u,w) <

k∑

i=1

N (vi, w) + ε‖w‖Y .

Proof.

‖u‖2Y =

∫
‖u‖2ydν ≤

∫
min

1≤i≤k

(
‖u− vi‖2y + 2

∣∣〈u− vi, vi〉y
∣∣+ ‖vi‖2y

)
dν

≤
∫

min
1≤i≤k

(
‖u− vi‖2y + 2‖u− vi‖y

k∑

j=1

‖vj‖y
)
dν +

k∑

j=1

∫
‖vj‖2ydν

≤
∫

min
1≤i≤k

‖u− vi‖2ydν + 2

k∑

j=1

(∫
min

1≤i≤k
‖u− vi‖2ydν

)1/2(∫
‖vj‖2ydν

)1/2

+

k∑

j=1

∫
‖vj‖2ydν

< ε2 +
k∑

j=1

(
2ε‖vj‖Y + ‖vj‖2Y

)
.
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N (u,w) =

∫ ∣∣〈u,w〉y
∣∣dν ≤

∫
min

1≤i≤k

(∣∣〈u− vi, w〉y
∣∣+

∣∣〈vi, w〉y
∣∣
)
dν

≤
∫

min
1≤i≤k

‖u− vi‖y‖w‖ydν +
∫ k∑

j=1

∣∣〈vj , w〉y
∣∣dν

≤
(∫

min
1≤i≤k

‖u− vi‖2ydν
)1/2(∫

‖w‖2ydν
)1/2

+
k∑

j=1

∫ ∣∣〈vj , w〉y
∣∣dν

< ε‖w‖Y +

k∑

j=1

N (vj , w).

6.21. Given a set U ⊆ M and ε > 0, a set V ⊆ M is an ε-Y-net for U if V is an ε-Y-net
for every u ∈ U .

A set U ⊂ M is Y-precompact if for any ε > 0 there exists a finite ε-Y-net for U .
Y -precompactness is weaker than precompactness: it is clear that any precompact subset
of M is Y-precompact(in particular, any finite subset of M is Y-precompact). The inverse
is not true generally speaking; it follows from Lemma 6.20 however that any Y-precompact
set is bounded.

6.22. We can even say more.

Lemma. Let a set U ⊂ M be Y-precompact. Then for any ε > 0 there exists δ > 0 such
that for any B ∈ D with ν(B) < δ and any u ∈ U one has ‖u‖B < ε.

Proof. For ε > 0, let {v1, . . . , vk} be an ε-Y-net for U , and let δ > 0 be such that
‖vi‖B < ε/k and ‖vi‖2B < ε2/k for any B ∈ D satisfying ν(B) < δ. Then by a modification
of Lemma 6.20, for any u ∈ U

‖u‖2B <

k∑

i=1

(
‖vi‖2B + 2ε‖vi‖B

)
+ ε2 < 4ε2.

6.23. The following lemma demonstrates that Y -precompactness is “an inner property”:
Lemma. Let M be a separable Y-Hilbert space and let a set U ⊂ M be Y-precompact.
Then for any ε > 0 there exists a finite ε-Y-net for U , contained in U .

Proof. (It is unexpectedly long.) Given ε > 0, using Lemma 6.22 find 0 < δ < ε2 such
that B ∈ D, ν(B) < 2δ implies ‖u‖B < ε for all u ∈ U . Let {v1, . . . , vk} be a δ-Y-net

for U . For each u ∈ U , 1 ≤ i ≤ k denote Au,i =
{
y ∈ Y : min1≤i≤k ‖u − vi‖y <

√
δ
}
,

Ai =
⋃

u∈U Au,i, and Au =
⋃k

i=1Au,i. We have ν(Au) > 1− δ.
Choose a countable family {uj}j∈N dense in U . Then we also have Ai =

⋃∞
j=1Auj ,i for

each i = 1, . . . , k. Choose K ∈ N so big that for A′
i =

⋃K
j=1Auj ,i one has ν(Ai \A′

i) < δ/k.
Let now u ∈ U . Denote A′

u,i = Au,i ∩A′
i, i = 1, . . . , k. Then for any y ∈ A′

u,i we have

min
1≤j≤K

‖u− uj‖y ≤ ‖u− vi‖y + min
1≤j≤K

‖vi − uj‖y < 2
√
δ.
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On the other hand, since Au ⊆
⋃k

i=1Ai we have

Bu = Y \
k⋃

i=1

A′
u,i ⊆ (Y \Au) ∪

k⋃

i=1

(
Ai \A′

i

)
,

and so, ν(Bu) < 2δ. Hence,
∫

min
1≤j≤K

‖u− uj‖2ydν ≤
∫
⋃

k

i=1
A′

u,i

min
1≤j≤K

‖u− uj‖2ydν +
(
‖u‖Bu

+ ‖u1‖Bu

)2

< 4δ + 4ε2 < 8ε2.

7. Weakly mixing and compact actions on a Y -Hilbert space

7.1. A transformation T of a Y-Hilbert space M is a pair (TY , TM ) where TY is a measure
preserving transformation of Y , y → yT , and TM is a linear self-mapping of M , u→ Tu,
that satisfy:
a) 〈Tu, Tv〉 = T 〈u, v〉, u, v ∈M ,
b) T (ϕu) = TϕTu, ϕ ∈ L∞(Y ), u ∈M ,
where, for a function f on Y , the function Tf is defined by (Tf)(y) = f(yT ). We will
follow the convention that transformations of M act on Y from the right and on elements
of M from the left.

It is clear that any transformation T preserves the forms 〈 , 〉Y and N : 〈Tu, Tv〉Y =
〈u, v〉Y , N (Tu, Tv) = N (u, v) for u, v ∈M .

We say that a set Q acts on M if a mapping from Q into the set of transformations
of M is given. If a one-element set {T} acts on M , we say that T acts on M . A group G
acts on M if a homomorphism of G into the group of invertible transformations of M is
given.

Remark. In the terminology of [R], [Z1], the transformations we defined are cocycle rep-
resentations of (Y,Z) on M . We have preferred the term “transformation” as a neutral
one.

7.2. Examples.

7.2.1. If Y is a single-element set, Y = {y}, then M is a Hilbert space and its transfor-
mations are its isometries.

7.2.2. If M = L2(Y ), its transformations are the isometries of this Hilbert space induced
by measure preserving transformations of Y .

7.2.3. Let (X,B, µ) = (Y,D, ν)× (Z,C, η), let T be a measure preserving transformation
of X which also preserves the fibers of the projection π:X −→ Y : π(x1) = π(x2) implies
π(x1T ) = π(x2T ). Then T induces a measure preserving transformation of Y by (π(x))T =
π(xT ), and the natural action of T on L2(X) is a transformation of this Y-Hilbert space.
Note that not all transformations of L2(X) are obtainable in this way (compare with the
absolute case: though any Hilbert space is isomorphic to L2(X) for a suitable measure
space X, not all isometries of L2(X) result from measure preserving transformations of
X).

32



7.3. From now on, M will be a separable Y-Hilbert space.

Given a sequence g(n), n ∈ Z
d, of transformations of M and a vector u ∈ M , we say

that the action of g on u is weakly mixing or g is weakly mixing on u if g(n)u “weakly

converges to zero in density”: N (g(n)u, v)
D−→ 0 for all v ∈ M . We say that g(n) is

weakly mixing on N ⊆ M if g(n) is weakly mixing on every u ∈ N . If T is an invertible
transformation of M , we say that T is weakly mixing on u ∈ M (on N ⊆ M) if the
sequence g(n) = Tn, n ∈ Z, is weakly mixing on u (on N).

Examples.

1. If Y is single-element and so, M is a conventional Hilbert space and its invertible
transformation T is a unitary operator onM , then T is weakly mixing onM if it is weakly
mixing on M in the usual sense, that is if T has pure continuous spectrum.

2. Let M = L2(Y × Z), let T be an invertible measure preserving transformation of Y
and S be a unitary operator on L2(Z). Lift T to M by T (ϕf) = TϕSf for ϕ ∈ L∞(Y )

and f ∈ L2(Z). Then T is weakly mixing on M if and only if S is weakly mixing on the
Hilbert space L2(Z), that is if T is weakly mixing in the usual sense “on the fibers” of M
(in the terminology of [Z2] and [F2], T is relatively weakly mixing).

Note that our weak mixing is stronger than the “absolute” weak mixing: 〈g(n)u, v〉 D−→
0 in L1(Y ) implies 〈g(n)u, v〉Y D−→ 0, and so, if a sequence g(n) is weakly mixing on M ,
then g(n) is weakly mixing on the Hilbert space M with the inner product 〈 , 〉Y .

7.4. For a sequence g(n), n ∈ Z
d, of transformations of M , we define

Mw(g) =
{
u ∈M : g is weakly mixing on u

}
.

It is clear that Mw(g) is a closed subspace of M . If T is an invertible transformation of
M , let Mw(T ) =Mw

(
Tn, n ∈ Z

)
.

The following elementary lemma shows that the property “a sequence g is weakly
mixing on u ∈ N” is an “inner” property of the vector u.

Lemma. Let g(n), n ∈ Z
d, be a sequence of transformations of M and let N be a closed

subspace of M invariant with respect to all g(n). Then Nw(g) =Mw(g) ∩N .

Proof. Let u ∈ Nw(g). For v ∈ M , let w ∈ N be the orthogonal projection of v onto N .
Then by Lemma 6.12, N (g(n)u, v) = N (g(n)u,w) for all n ∈ Z

d.

7.5. The following lemma is the main tool when we deal with “polynomial” weakly mixing
sequences.

Lemma. Let g(n), n ∈ Z
d, be a sequence of invertible transformations of M and let

u ∈M . If for almost all m ∈ Z
d the derivative sequence Dmg = g(n)−1g(n+m) is weakly

mixing on u ∈M , then g is weakly mixing on u.

Proof. Denote u(n) = g(n)u, n ∈ Z
d. Then, for n,m ∈ Z

d,

N
(
u(n+m), u(n)

)
= N

(
g(n+m)u, g(n)u

)
= N

(
g(n)−1g(n+m)u, u

)
= N

(
Dmg(n)u, u

)
.
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For all m but a set of zero density in Z
d we have D-lim

n
N
(
Dmg(n)u, u

)
= 0, hence

D-lim
m

D-limsup
n

N
(
u(n+m), u(n)

)
= 0.

It is also clear that u(n), n ∈ Z
d, have uniformly bounded growth. By Lemma 6.18 it

follows that D-lim
n
N (u(n), v) = 0 for all v ∈M .

7.6. Given a set Q acting on M , we will say that Q acts compactly on u ∈ M if the set
Qu =

{
Tu, T ∈ Q

}
is Y-precompact, and that Q acts compactly on N ⊆ M if Q acts

compactly on every u ∈ N . If T is an invertible transformation of M , T acts compactly on
u ∈M (on N ⊆M) if {Tn, n ∈ Z} does.

7.7. For a set Q acting on M , we will denote

M c(Q) =
{
u ∈M : Q acts compactly on u

}
.

By Lemma 6.19, M c(Q) it is a closed subspace of M . When T is an invertible transfor-
mation of M , we will M c({Tn, n ∈ Z}) by M c(T ).

Since the property to be Y-precompact is an “inner” property of a set (see Lemma 6.23),
we have

Lemma. Let a set Q act on M and and let N be a subspace of M invariant with respect
to the action of Q. Then N c(Q) =M c(Q) ∩N .

7.8. Proposition. Let a subset U ⊂ M be Y-precompact and let a set Q act compactly
on U . Then the set QU = {Tu, T ∈ Q, u ∈ U} is Y-precompact.

Proof. Let {v1, . . . , vk} ⊆ U be an ε-Y-net for U , and let w1, . . . , wl be an ε/k-Y-net for⋃k
i=1Qvi. Then, for any u ∈ U , T ∈ Q,

∫
min
1≤i≤l

‖Tu− wi‖2ydν ≤
∫

min
1≤j≤k

‖Tu− Tvj‖2ydν +
k∑

j=1

∫
min
1≤i≤l

‖Tvj − wi‖2ydν

+2
(∫

min
1≤j≤k

‖Tu− Tvj‖2ydµy

)1/2 k∑

j=1

(∫
min
1≤i≤l

‖Tvj − wi‖2ydν
)1/2

< 4ε2.

7.9. Corollary. Let a set Q1 act compactly on u ∈M and let a set Q2 act compactly on
M . Then Q2Q1 = {T2T1, T1 ∈ Q1, T2 ∈ Q2} acts compactly on u.

7.10. Corollary. Let G be a group acting on M and let H be a subgroup of G of finite
index. Then M c(G) =M c(H).

Proof. Let Q ⊆ G be any finite set containing representatives of all left cosets of H in G.
Then Q, being finite, acts compactly on M , and G = QH.

7.11. Corollary. For m ∈ Z, m 6= 0, M c(Tm) =M c(T ).
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7.12. Corollary. Let G be a group acting on M , let H1 and H2 be subgroups of G
such that H2 acts compactly on M and H1 acts compactly onu ∈ M and normalizes H2:
H1 ⊆ N(H2). Then the group H generated by H1 and H2 acts compactly on u.

Proof. Any element T of H can be written in the form T = T2T1 with T1 ∈ H1 and
T2 ∈ H2.

7.13. Lemma. Let G be a group acting on M , let Q be a subset of G and let T ∈ G.
Then TM c(Q) =M c(TQT−1).

Proof. For u ∈M c(Q), TQT−1(Tu) = TQu is Y-precompact.

7.14.We are going now to establish some facts concerning relations between weakly mixing
and compact actions.

Proposition. Let a sequence g(n), n ∈ Z
d, of transformations of M be weakly mixing on

M and let a sequence h(n), n ∈ Z
d, of transformations of M act compactly on u ∈ M .

Then the sequence g(n)h(n), n ∈ Z
d, is weakly mixing on u.

Proof. For ε > 0, choose an ε-Y-net {w1, . . . , wk} for {h(n)u, n ∈ Z
d}. Then, for any

n ∈ Z
d, the set {g(n)w1, . . . , g(n)wk} is an ε-Y-net for g(n)h(n)u. So, by Lemma 6.20, for

any v ∈M and any n ∈ Z
d

N
(
g(n)h(n)u, v

)
<

k∑

i=1

N
(
g(n)wi, v

)
+ ε‖v‖Y .

Since N
(
g(n)wi, v

) D−→ 0, i = 1, . . . , k, we have D-limsup
n

N
(
g(n)h(n)u, v

)
< ε‖v‖Y . Since

ε is arbitrary, D-lim
n
N
(
g(n)h(n)u, v

)
= 0.

7.15. Proposition. Let g(n), n ∈ Z
d, be a sequence of transformations of M . Then

Mw(g) ⊥M c(g).

Proof. Let v ∈Mw(g), u ∈M c(g); we have to prove that N (u, v) = 0.

For ε > 0, let {w1, . . . , wk} be an ε-Y-net for gu. Then, for any n ∈ Z
d, by Lemma 6.20

N (u, v) = N
(
g(n)u, g(n)v

)
<

k∑

i=1

N
(
wi, g(n)v

)
+ ε‖v‖Y .

SinceN
(
wi, g(n)v

) D−→ 0, i = 1, . . . , k, this proves thatN (u, v) is smaller than any positive
number, and hence is zero.
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8. Weakly mixing action of an amenable group

In this section we bring a theorem (Theorem 8.4 below) saying that, for actions of a
countable amenable group G on a Y-Hilbert space, the notions of compactness and weakly
mixing are complementary. We will use this fact in the cases where G is commutative or
nilpotent, but its proof remains the same in the general amenable case.

In this section, let M be a separable Y-Hilbert space.

8.1. Let G be a countable group. A sequence Φ1,Φ2, . . . of finite subsets of G is called a

(right) F/olner sequence if
#(ΦkT△Φk)

#Φk
−→
k→∞

0 for every T ∈ G. Groups having a F/olner

sequence are called amenable.

8.2. Commutative and nilpotent groups are amenable: a sequence of parallelepipeds
Π1,Π2, . . . ⊂ Z

t with L(Πk) −→
k→∞

∞ provides us with an example of a F/olner sequence

in Z
t. Now, let G be a finitely generated torsion-free nilpotent group, let (T1, . . . , Tt) be

an ordered basis in G. Then G is identified with Z
t (as a set, not as a group of course)

by the coordinate mapping
(
Tnt

t . . . Tn1
1

)
7→ (n1, . . . , nt) (see subsection 2.6). Let numbers

ak,i ≤ bk,i ∈ Z, i = 1, . . . , d, k ∈ N, satisfy the conditions

bk,t − ak,t −→
k→∞

∞, bk,i − ak,i
|ak,i+1|p + |bk,i+1|p + 1

−→
k→∞

∞ for all p > 0, i = t− 1, . . . , 1, (8.1)

then the sequence of parallelepipeds

Πk =
t∏

i=1

{ak,i, ak,i + 1, . . . , bk,i} ⊂ Z
t, k ∈ N,

is a F/olner sequence in G. This easily follows from the fact that the multiplication in G
in coordinates (n1, . . . , nt) is polynomial. Indeed, fix T ∈ G. The mapping MT :G −→ G,
P 7→ PT , acts on points of Zt by the rule

MT

((
n1, . . . , nt

))
=

(
n1 + f1(n2, . . . , nt), . . . , nt + ft

)

for some polynomials fi(ni+1, . . . , nt), i = 1, . . . , t, (see subsection 2.6). Let C ∈ R, p ∈ N

be such that∣∣fi(ni+1, . . . , nt)
∣∣ < C

(
|ni+1|p + . . .+ |nt|p + 1

)
for any n1, . . . , nt ∈ Z, i = 1, . . . , t.

A point n = (n1, . . . , nt) ∈ Πk can leave Πk under the action of MT only if for some
1 ≤ i ≤ t, either 0 ≤ ni − ak,i <

∣∣fi(ni+1, . . . , nt)
∣∣ or 0 ≤ bk,i − ni <

∣∣fi(ni+1, . . . , nt)
∣∣.

Hence

#(MTΠk△Πk)

#Πk
= 2

#(MTΠk \Πk)

#Πk
≤ 4

t∑

i=1

maxn∈Πk

∣∣fi(ni+1, . . . , nt)
∣∣

bk,i − ak,i

< 4
t∑

i=1

maxn∈Πk
C
(
|ni+1|p + . . .+ |nt|p + 1

)

bk,i − ak,i

≤ 4C
t∑

i=1

|ak,i+1|p + . . .+ |ak,t|p + |bk,i+1|p + . . .+ |bk,t|p + 1

bk,i − ak,i
−→
k→∞

0.
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Remark. The condition (8.1) is far from being necessary.

8.3. Let G be a countable amenable group acting on M . A set Γ ⊆ G is said to be of zero

density in G if for every F/olner sequence Φ1,Φ2, . . . in G,
#(Γ ∩ Φk)

#Φk
−→
k→∞

0.

We say that G is weakly mixing on u ∈M if for any F/olner sequence Φ1,Φ2, . . . in G,

any v ∈M and any c > 0, the set
{
T ∈ G : N (Tu, v) > c

}
is of zero density in G. We say

that G is weakly mixing on N ⊆ M if G is weakly mixing on every u ∈ N ; the maximal
subspace of M on which G is weakly mixing we will denote by Mw(G).

If G is commutative, say G = Z
d, then G can be considered as a d-dimensional

sequence. It is easy to see then that G is weakly mixing on u ∈M as an amenable group

if and only if G is weakly mixing on u in the sense of subsection 7.3, that is as a sequence.
In particular, if T is an invertible transformation of M , then T is weakly mixing on u ∈M
if and only if the group generated by T is weakly mixing on u.

8.4. Theorem. Let G be a countable amenable group acting on M . If G is not weakly
mixing on M , then there exists nonzero u ∈M such that G acts compactly on u.

As the matter of fact, it is the key point: the notions of weakly mixing and compact
actions of an amenable group are complementary.

8.5. The proof of Theorem 8.4 we bring here (as well as the proof of Theorem 8.11 below)
can be found in [F2], Ch. 6; we only have to adapt it to the more abstract situation we
deal with. It is based on the (well known) fact that the Mean Ergodic Theorem holds for
unitary actions of amenable groups:

Lemma. Let H be a Hilbert space, let G be a countable amenable group of unitary operators
on H and let Φ1,Φ2, . . . be a F/olner sequence in G. Then for every w ∈ H the limit

lim
k→∞

1

#Φk

∑

T∈Φk

Tw exists and equals the orthogonal projection of w onto the space of G-

invariant elements of H.

Proof. Let w ∈ H be of the form w = w′ − Sw′ for some w′ ∈ H, S ∈ G. Then
∥∥∥
∑

T∈Φk

Tw
∥∥∥ =

∥∥∥
∑

T∈Φk

Tw′ −
∑

T∈Φk

TSw′
∥∥∥ =

∥∥∥
∑

T∈Φk\ΦkS

Tw′ −
∑

T∈ΦkS\Φk

Tw′
∥∥∥

≤ #(ΦkS△Φk)‖w′‖

and so, lim
k→∞

1

#Φk

∑

T∈Φk

Tw = 0.

Now, let w ∈ H be orthogonal to all vectors of the form w′ − Sw′, w′ ∈ H, S ∈ G.
Then, in particular, for any S ∈ G, 〈w,w − Sw〉 = 〈w,w − S−1w〉 = 0. Thus

‖w − Sw‖2 = 〈w − Sw,w − Sw〉 = 〈w,w − Sw〉 − 〈w, S−1w − w〉 = 0,

so w = Sw, that is w is G-invariant and
1

#Φk

∑

T∈Φk

Tw = w for all k.
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8.6. Proof of Theorem 8.4. Consider the Y-Hilbert space M ⊗M (see 6.16 and 6.17).
Let v ∈M∞

, define a linear mapping ∗v:M∞ ⊗M∞ −→M , w 7→ w ∗ v, by

(u⊗ v′) ∗ v = 〈v′, v〉u.

Let B be an orthonormal basis inM . For w =
∑l

k=1 uk⊗vk ∈M∞⊗M∞
with u1, . . . , ul ∈

B we have

‖w ∗ v‖ =
∥∥∥

l∑

k=1

〈vk, v〉uk
∥∥∥ =

( l∑

k=1

|〈vk, v〉|2
) 1

2 ≤ ‖v‖
( l∑

k=1

‖vk‖2
) 1

2 ≤ ess-sup(‖v‖)‖w‖

(8.2)
(as elements of L2(Y ), that is for almost all y ∈ Y ), so

‖w ∗ v‖Y ≤ ess-sup(‖v‖)‖w‖Y . (8.3)

Hence, the mapping ∗v is bounded and can be lifted to M ⊗M : for w =
∑∞

k=1 uk ⊗ vk
with u1, u2, . . . ∈ B, one has w ∗ v =

∑∞
k=1〈vk, v〉uk ∈M .

Moreover, for every nonzero w ∈ M ⊗ M there is v ∈ M
∞

for which w ∗ v 6= 0.
Indeed, if w =

∑∞
k=1 uk ⊗ vk with u1, u2, . . . ∈ B and v1 6= 0, let A ∈ D be such that

v = 1Av1 ∈M
∞

and v 6= 0. Then

‖w ∗ v‖2 =

∞∑

k=1

∣∣〈vk, v〉
∣∣2 ≥

∣∣〈v1, v〉
∣∣2 = ‖v‖2 > 0.

Now, let G be a countable amenable group acting on M . The action of G is naturally
lifted to M ⊗M by T (u ⊗ v̄) = Tu ⊗ Tv, T ∈ G. Let v ∈ M∞

, then for w = u ⊗ v′ ∈
M∞ ⊗M∞

, T ∈ G we have

T (w ∗ v) = T
(
〈v′, v〉u

)
= T 〈v′, v〉Tu = 〈Tv′, T v〉Tu = Tw ∗ Tv.

It follows that the equality T (w ∗ v) = Tw ∗ Tv holds for all w ∈M ⊗M .
Let us assume now that G is not weakly mixing on M , let u, v ∈ M and c > 0 be

such that the set Γ = {T ∈ G : N (Tu, v) > c} is not of zero density in G: for some F/olner

sequence Φ1,Φ2, . . . in G and some e > 0,
#(Γ ∩ Φk)

#Φk
> e for all k ∈ N. Slightly changing

u and v, we may assume that u, v ∈M∞. Then, for all k ∈ N,

1

#Φk

∑

T∈Φk

〈T (u⊗ ū), v ⊗ v̄〉Y =
1

#Φk

∑

T∈Φk

∫ ∣∣〈Tu, v〉y
∣∣2dν

≥ 1

#Φk

∑

T∈Φk

N (Tu, v)2 > c2e > 0,

and so, limk→∞

∑
T∈Φk

T (u⊗ ū) 6= 0 in the Hilbert space M ⊗M with the inner product

〈 , 〉Y . It follows that the subspace of G-invariant elements in M ⊗M is nontrivial; let
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w ∈ M ⊗M , w 6= 0, be such that Tw = w for all T ∈ G. Choose v ∈ M
∞

for which
u = w ∗ v 6= 0.

We claim that G acts compactly on u. Indeed, for ε > 0, let w′ =
∑l

k=1 uk ⊗ vk ∈
M∞ ⊗M∞

be such that ‖w − w′‖Y < ε/(2 ess-sup ‖v‖). Then for any T ∈ G, by (8.3)

∥∥Tu−w′∗Tv
∥∥
Y
=

∥∥Tw∗Tv−w′∗Tv
∥∥
Y
=

∥∥w∗Tv−w′∗Tv
∥∥
Y
≤ ‖w−w′‖Y ·ess-sup ‖v‖ <

ε

2
.

Let C ∈ R be such that
∣∣〈vk, v〉

∣∣ < C, k = 1, . . . , l, and let E be a finite ε
2 -net for the disc

|z| < C in C. Since w′ ∗Tv =
∑l

k=1〈vk, T v〉uk, the set
{∑l

k=1 ckuk : ck ∈ E, k = 1, . . . , l
}

is an ε
2 -Y-net for w

′ ∗ Tv and so, by Lemma 6.19, an ε-Y-net for Tu.

8.7. Corollary. Let G be a countable amenable group acting on M . Then M =Mw(G)⊥©
M c(G). In particular, if T is an invertible transformation of M , then M = Mw(T ) ⊥©
M c(T ).

Proof. By (“the amenable” version of) Proposition 7.15, Mw(G) ⊥ M c(G). But ev-
ery G-invariant closed subspace of M which properly contains Mw(G) has a nonempty
intersection with M c(G).

8.8. Remark. It is seen from the proof of Theorem 8.4 that, for an amenable group G, G
is weakly mixing on M if and only if G is ergodic on the Hilbert space M ⊗M . Usually
this is used as the definition of weak mixing (which definition is suited for actions of any,
not necessarily amenable group). It follows that the complementary to Mw(G) subspace
M c(G) is exactly the subspace of M on which G has relatively discrete spectrum, that is
the space spanned by finite-dimensional G-invariant subspaces of M (see [Z1] and [Z2]).

8.9. In fact, some strengthening of Theorem 8.4 holds true, it can be obtained if one
replaces the notion of Y -precompactness for a stronger one. Let ε > 0. Following [F2],
we say that a set V ⊆ L2(X) is ε-spanning for U ⊆ M on A ∈ D if for every u ∈ U and
almost all y ∈ A there exists v ∈ V with ‖u− v‖y < ε.

Let Q be a set of transformations of M . A vector u ∈ M is called almost periodic
(with respect to Q) if the set Qu possesses a finite ε-spanning set on Y for every ε > 0.
Denote by Ms(Q) the closure of the subspace of M consisting of vectors almost periodic
with respect to Q. Clearly, Ms(Q) ⊆M c(Q).

8.10. Lemma. u ∈Ms(Q) if and only if for every δ > 0 there is B ∈ D with ν(B) > 1−δ
such that 1Bu is almost periodic.

Proof. Clearly, if u ∈M satisfies the condition above, it belongs to Ms(Q). Now let u be
in Ms(Q), and let δ > 0 be given. For every k = 1, 2, . . . pick an almost periodic v ∈ M
with ‖u− v‖ < δ

k2k
. Let Bk =

{
y ∈ Y : ‖u− v‖y ≤ 1/k

}
, then ν(Bk) > 1− δ/2k. Let V

be a 1
k -spanning set for Qv on Y , then V ∪ {0} is a 2

k -spanning set for Q(1Bk
u) on Y . It

follows that for B =
⋃∞

k=1Bk, ν(B) > 1− δ, the vector 1Bu is almost periodic.
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8.11. Theorem. Let G be a countable amenable group of transformations of M . If G is
not weakly mixing on M , then there is u ∈M almost periodic with respect to G.

Proof. The proof extends the proof of Theorem 8.4. Let w1, w2, . . . ∈ M∞ ⊗M∞
be a

sequence converging to a G-invariant element w ∈ M ⊗M pointwise (see 6.5). Choose a
subset A ∈ D with ν(A) > 0 such that 1Aw 6= 0 and w1, w2, . . . converge to w uniformly
on A (that is, the sequence ‖w1 − w‖, ‖w2 − w‖, . . . converges to 0 uniformly on A). Find
v ∈M∞

for which u = 1Aw ∗ v 6= 0.
We claim that u is almost periodic with respect to G. Let ε > 0 be given, let

wj =
∑l

k=1 uk ⊗ vk be such that ‖w − wj‖ < ε/(2 ess-sup ‖v‖) on A. Then, for every
T ∈ G, by (8.2)

∥∥Tu− wj ∗ Tv
∥∥
y
=

∥∥w ∗ Tv − wj ∗ Tv
∥∥
y
≤ ‖w − wj‖y · ess-sup ‖v‖ <

ε

2

for almost all y ∈ A. Again, let C ∈ R be such that
∣∣〈vk, v〉

∣∣ < C, k = 1, . . . , l, and

let E be a finite ε
2 -net for {z ∈ C : |z| < C}. Since w′ ∗ Tv =

∑l
k=1〈vk, T v〉uk, the set

V =
{∑l

k=1 ckuk : ck ∈ E, k = 1, . . . , l
}

is, in fact, an ε
2 -spanning set for wj ∗ Gv =

{wj ∗ Tv : T ∈ G} on Y and so, ε-spanning for Gu on A.
We will change V in order to obtain an ε-spanning set for Gu on whole Y . Since for

T, S ∈ G, v ∈ V and y ∈ Y , ‖STu − Sv‖yS−1 = ‖Tu − v‖y, the set SV is ε-spanning

for Gu on AS−1. Count the elements of G: G = {S1 = 1G, S2, . . .}, put Ak = AS−1
k \⋃k−1

i=1 Ai, and, for v ∈ V , define ṽ =
∑∞

k=1 1Ak
Skv (it exists by Lemma 6.6). Then the

set Ṽ = {ṽ : v ∈ V } is ε-spanning for Gu on B =
⋃∞

k=1Ak =
⋃

T∈GAT
−1, and, since

1Y \BTu = 1Y \B1AT−1T (w ∗ v) = 0 for all T ∈ G, the set Ṽ ∪ {0} is ε-spanning for Gu on
Y .

8.12. Corollary. If G is a countable amenable group acting onM , thenMs(G) =M c(G).

8.13. And Lemma 8.10 gives

Corollary. Let G be a countable amenable group acting compactly on M . Then for any
u ∈ M and any δ > 0 there exists B ∈ D with ν(B) > 1 − δ such that G(1Bu) is almost
periodic.

9. Primitive action of a nilpotent group on a Y -Hilbert space

We fix a finitely generated torsion-free nilpotent group G acting on a separable Y-Hilbert
space M . We also fix an ordered basis in G, and thus the weights of G-polynomials and
systems are assumed to be defined.

9.1. We begin with a special case of the action of G.

Proposition. Let H be a normal subgroup of G such that H acts compactly on M and
every T 6∈ H is weakly mixing on M . Then every g ∈ ℘G with gg(0)−1 6∈ ℘H is weakly
mixing on M .
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Proof. We will prove this by induction on the weight of g. First of all, replacing g by
gg(0)−1, we may assume that g(0) = 1G. It follows from Corollary 7.11 that G/H is
torsion-free, and so, H is complete in G.

If Dmg(n)(Dmg(0))−1 6∈ ℘H(n,m), then, by Proposition 3.6, for almost all m ∈ Z

we have Dmg(n)(Dmg(0))−1 6∈ ℘H(n) and we may assume by the induction hypothesis
that Dmg(n) is weakly mixing on M (see Lemma 3.13). Lemma 7.5 says that g is weakly
mixing on M in this case.

Let now Dmg(n)g(m)−1 ∈ ℘H(n,m). Since H is normal we have g(m)−1g(n)−1g(n+
m) ∈ ℘H(n,m). Denote S = g(1). Then h(n) = S−ng(n) ∈ H for any n ∈ Z. Hence
by Proposition 3.6, h ∈ ℘H. Since g 6∈ ℘H, so S 6∈ H. Hence, S is weakly mixing on
M . Since h acts compactly on M , by Proposition 7.14 g(n) = Snh(n) is weakly mixing on
M .

9.2. We return to the general case now. The following proposition describes a way to
find a subspace of M with a “primitive” action of G on it. Recall that N(H) denotes the
normalizer of H in G.

Proposition. G contains a subgroup H satisfying:
0) M c(H) is nontrivial,
1) every T ∈ N(H) \H is weakly mixing on M c(H),
2) for every T 6∈ N(H), TM c(H) ⊥M c(H).

Proof. Let {1G} = G0 ⊆ G1 ⊆ . . . ⊆ Gl = G be a central series. We use induction on
k = 0, . . . , l to find a subgroup Hk ⊆ Gk satisfying:
0) M c(Hk) is nontrivial,
1) every T ∈ (N(Hk) ∩Gk) \Hk is weakly mixing on M c(Hk),
2) for every T 6∈ N(Hk), TM

c(Hk) ⊥M c(Hk).
Then we put H = Hl.

Let H0 = {1G}, then conditions 0)–2) are trivially satisfied for k = 0. Assume that
Hk has been already found.

The groupN(Hk)∩Gk+1 preservesM
c(Hk). Choose in this group a maximal subgroup

Hk+1 ⊇ Hk such that M c(Hk+1) ⊆M c(Hk) is nontrivial.

1) For T 6∈ N(Hk), TM
c(Hk) ⊥ M c(Hk), so TM c(Hk+1) ⊥ M c(Hk+1). But for any

T ∈ N(Hk+1), TM
c(Hk+1) = M c(THk+1T

−1) = M c(Hk+1). Hence, N(Hk+1) preserves
M c(Hk+1) and N(Hk+1) ⊆ N(Hk).

In particular, N(Hk+1) ∩Gk+1 ⊆ N(Hk) ∩Gk+1. But every element of
(
N(Hk+1) ∩

N(Hk)∩Gk+1

)
\Hk+1 is weakly mixing on M c(Hk+1): if it were not so, we could add this

element to Hk+1 by Corollary 8.7 and Corollary 7.12.

2) Let T 6∈ N(Hk+1). We have to prove that M c(Hk+1) ⊥ TM c(Hk+1). If T 6∈ N(Hk),
then even TM c(Hk) ⊥M c(Hk). So, let T ∈ N(Hk).

Let P ∈ Hk+1 be such that TPT−1 6∈ Hk+1. Define g(n) = (TPT−1)nP−n ∈
℘(N(Hk) ∩ Gk), then g(0) = 1G. Since g(1) = TPT−1P−1 6∈ Hk+1 ⊇ Hk, g 6∈ ℘Hk.
So, we can use Proposition 9.1 to see that g is weakly mixing on M c(Hk). But then
g(n)Pn = (TPT−1)n is weakly mixing on M c(Hk+1) by Proposition 7.14, and at the same
time acts compactly on TM c(Hk+1) by Lemma 7.13. By Proposition 7.15, M c(Hk+1) ⊥
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TM c(Hk+1).

9.3. Definition. An action of G on M is primitive (or G acts on M primitively) if a
subgroup H ⊆ G and a subspace M(H) ⊆M exist such that:
1) H preserves M(H) and acts compactly on M(H),
2) N(H) preserves M(H) and every T ∈ N(H) \H is weakly mixing on M(H),
3) TM(H) ⊥M(H) for every T 6∈ N(H),
4) M = ⊥©T∈G/N(H) TM(H), where G/N(H) denotes the set of left cosets of N(H) in G.

9.4. The main structure theorem about an action of a nilpotent group G on a Y-Hilbert
space M is the following:

Theorem. M is decomposable into a direct sum of G-invariant subspaces on each of which
the action of G is primitive.

Proof. It is enough to point at a G-invariant subspace of M on which G acts primitively.

Choose H ⊆ G satisfying the conclusion of Proposition 9.2 and put M(H) =M c(H),
M ′ =

∑
T∈G TM(H). Then M ′ is a nontrivial G-invariant Y-Hilbert space, and G acts

primitively on it.

9.5. From now on let G act on M primitively.

Denote the orbit of H under the conjugation action of G by H:

H = {THT−1, T ∈ G}.

H is in one-to-one correspondence with the set G/N(H) of left cosets of N(H) in G, and
with the orbit of M(H) under the action of T : THT−1 ↔ TN(H)↔ TM(H), T ∈ G.

For F ∈ H, F = THT−1, denote M(F ) = TM(H). The action of G on M remains
primitive if we change H 7→ F , M(H) 7→M(F ).

9.6. The action of G on H may have cycles; we want now to reduce G slightly in order
to remove them. Then every element outside of N(H) will act on vectors of M(H) like a
coordinate shift and, in particular, be weakly mixing on M(H).

By Proposition 2.10, G contains a normal subgroup G∗ of finite index such that
N(H) ∩G∗ is complete in G∗.

Lemma. Let g ∈ ℘G∗, g 6∈ ℘N(H). Then g(n)M(H) ⊥M(H) for almost all n ∈ Z.

Proof. Proposition 3.6 applied to N(H)∩G∗ says that g(n) 6∈ N(H) for almost all n ∈ Z.

9.7. Proposition. Let g ∈ ℘0G
∗ and g 6∈ ℘H. Then g is weakly mixing on M(H).

Proof. If g 6∈ ℘N(H), Lemma 9.6 even gives more than we need. Otherwise, g preserves
M(H) and we may apply Proposition 9.1 to the space M(H) and the normal subgroup H
of N(H).
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9.8. Corollary. Let g ∈ ℘G∗ be such that gg(0)−1 6∈ ℘F for all F ∈ H. Then g is weakly
mixing on M .

Proof. Every F ∈ H is complete in G∗ as well, so, by Proposition 9.7 applied to F , gg(0)−1

is weakly mixing on M(F ). Hence, gg(0)−1 and so, g itself are weakly mixing on M .

9.9. Remark. It follows from Corollary 7.11 that N(H)/H is torsion-free and so, H is
complete in G∗. Choose a basis E of G∗ over H. Every g ∈ ℘G∗ whose senior generator
is from E satisfy the condition of Corollary 9.8 and so, is weakly mixing on M . This
follows from the fact that the conjugation action of G preserves the senior generator of
every G-polynomial.

9.10. The following theorem demonstrates that nilpotent groups are sometimes not worse
than commutative those.

Theorem. Let G be a nilpotent group acting on M and let u ∈ M . Then elements of G
acting compactly on u form a group.

Proof. Let T1, T2 ∈ G act compactly on u, let G = 〈T1, T2〉. We may assume that G is
torsion-free and that its action on M is primitive. Let H, H and G∗ be as above, and let
c ∈ N be such that T c

1 , T
c
2 ∈ G∗. Decompose u =

∑
F∈H uF , uF ∈M(F ). Since T c

1 and T c
2

act compactly on u, it must be that T c
1 , T

c
2 ∈ F for every F ∈ H with uF 6= 0. But then

the group G′ = 〈T c
1 , T

c
2 〉 ⊆ F for each such F and so G′ acts compactly on u. Since G′ is

of finite index in G, G acts compactly on u by Corollary 7.10.

10. Weak mixing of G-polynomials of several variables

The technical statements obtained in the end of Section 9 are not enough for our further
aims. The goal of this section is to establish generalizations of Proposition 9.7, Corollary 9.8
and, mostly, of Proposition 9.1 for G-polynomials from ℘dG with d ≥ 2.

We preserve all notation of Section 9.

10.1. Proposition. Let d ∈ N, let g ∈ ℘d
0G

∗ and g 6∈ ℘dH. Then g is weakly mixing on
M(H).

10.2. Corollary. Let g ∈ ℘dG∗ be such that gg(0)−1 6∈ ℘dF for all F ∈ H. Then g is
weakly mixing on M .

10.3. The proofs of Proposition 10.1 and Corollary 10.2 copy the proofs of Proposition 9.7
and Corollary 9.8 respectively; however, instead of Proposition 9.1, we use the following
its multiparameter version:

Proposition. Let H be a normal subgroup of G such that H acts compactly on M and
every T 6∈ H is weakly mixing on M . Then any g ∈ ℘dG with gg(0)−1 6∈ ℘dH is weakly
mixing on M .

Proof. Replacing g by gg(0)−1, we may assume that g(0) = 1G. It follows from Corol-
lary 7.11 that G/H is torsion-free, and so, H is complete in G.
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If Dmg(n)
(
Dmg(0)

)−1 6∈ ℘dH(n,m), then, by Proposition 3.6, for almost all m ∈ Z

we have Dmg(n)
(
Dmg(0)

)−1 6∈ ℘dH(n) and we may assume by induction on the weight
of g that Dmg(n) is weakly mixing on M (see Lemma 3.13). Lemma 7.5 says that g is
weakly mixing on M in this case.

Now let Dmg(n)g(m)−1 ∈ ℘dH(n,m). Since H is normal in G, we have

g(m)−1g(n)−1g(n+m) ∈ ℘dH(n,m). (10.1)

Denote S1 = g(1, 0, . . . , 0), S2 = g(0, 1, 0, . . . , 0), . . ., Sd = g(0, . . . , 0, 1) and define G′ =
〈S1, . . . , Sd, H〉. It follows from (10.1) that [Si, Sj ] ∈ H, 1 ≤ i, j ≤ d, that is G′/H is

commutative. Furthermore, h(n) =
(
Snd

d . . . Sn1
1

)−1
g(n) ∈ H for any n = (n1, . . . , nd) ∈

Z
d. By Proposition 3.6, h ∈ ℘dH. By Proposition 7.14, it is only to prove that the

G-polynomial s(n) = Snd

d . . . Sn1
1 ∈ ℘dG is weakly mixing on M .

Since g 6∈ ℘dH, not all of S1, . . . , Sd are in H. We may assume that (S1, . . . , Sd) is a
basis of G′/H.

Assume that s(n) is not weakly mixing on M . We will prove in this assumption that
G′ is not weakly mixing onM . If this is the case, Theorem 8.4 says that G′ acts compactly
on some w ∈ M , and this contradicts the fact that one of S1, . . . , Sd is weakly mixing on
M .

10.4. For Λ ⊆ N denote d(Λ) = liminf
N→∞

1

N
#
(
Λ ∩ {1, . . . , N}

)
.

Lemma. Let u ∈ M and let R act compactly on u. Then for any a, e > 0 there exist
b, c > 0 such that for any v ∈ M∞ satisfying ess-sup ‖v‖y ≤ e and N (u, v) > a, one has
d
({
n ∈ N : N (Rnu, v) > b

})
> c.

Proof. Changing u slightly, we may assume that u ∈M∞; put e′ = ess-sup ‖u‖y.
Define B1 =

{
y ∈ Y :

∣∣〈u, v〉y
∣∣ > a

2

}
, then ν(B1) ≥

a

2ee′
. Put ε = a/4e. Now, if for

some y ∈ B1 and u′ ∈M one has ‖u′ − u‖y < ε, then

∣∣〈u′, v〉y
∣∣ ≥

∣∣〈u, v〉y
∣∣− εe > a

4
. (10.2)

Using Corollary 8.13, find B2 ⊆ B1 with ν(B2) > a/4ee′ such that 1B2u is almost
periodic with respect to {Rn : n ∈ Z}. Let {w1, . . . , wQ−1} be an ε

2 -spanning set for{
Rn(1B2u), n ∈ Z

}
on Y .

It follows from the “classical” measurable recurrence theorem, Theorem M, that there
exist b′, c′ > 0 depending only on Q and ν(B2) such that for

Λ′ =
{
m ∈ N : ν

( Q⋂

q=1

B2R
−qm

)
> b′

}

one has d(Λ′) > c′ (see also subsection 14.7).
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Fix m ∈ Λ′ and put B3 =
⋂Q

q=1B2R
−qm, then ν(B3) > b′. For every y ∈ B3 and

q = 1, . . . , Q,

∥∥Rqmu− wr

∥∥
y
=

∥∥1B2R−qmRqmu− wr

∥∥
y
=

∥∥Rqm(1B2u)− wr

∥∥
y
<
ε

2

for some r. Define a mapping χy: {1, . . . , Q} −→ {1, . . . , Q− 1} by the rule

χy(q) = r if
∥∥Rqmu− wr

∥∥
y
<
ε

2
.

For any y ∈ B3, there exist 1 ≤ q1(y) < q2(y) ≤ Q such that χy(q1(y)) = χy(q2(y)) = r
for some 1 ≤ r ≤ Q− 1, that is

∥∥Rq1(y)mu− wr

∥∥
y
<
ε

2
,

∥∥Rq2(y)mu− wr

∥∥
y
<
ε

2
,

and consequently,

∥∥Rq2(y)mu−Rq1(y)mu
∥∥
y
=

∥∥Rq1(y)m(R(q2(y)−q1(y))mu− u)
∥∥
y
< ε.

Find B4 ⊆ B3, ν(B4) > b′/Q2, such that q1(y) = q1, q2(y) = q2 are constant on B4.
Put B = B4R

q1m, q(m) = q2 − q1. Then ν(B) > b′/Q2 and for any y ∈ B we have∥∥Rq(m)mu− u
∥∥
y
< ε and therefore, by (10.2),

∣∣〈Rq(m)mu, v〉y
∣∣ > a/4.

Hence, for any m ∈ Λ′ there exists 1 ≤ q(m) ≤ Q such that N (Rq(m)mu, v) >
a

4

b′

Q2
.

It is also clear that for Λ =
{
q(m)m, m ∈ Λ′

}
we have d(Λ) >

c′

Q2
.

10.5. Let us return to the proof of Proposition 10.3.
Assume that for u, v ∈M and a > 0 the set

Γ
{
(n1, . . . , nd) ∈ Z

d : N
(
Snd

d . . . Sn1
1 u, v

)
> a

}

is not of zero density in Z
d, that is there exist α > 0 and a sequence of parallelepipeds

Π1,Π2, . . . ⊂ Z
d with L(Πk) −→

k→∞
∞ such that #(Γ ∩ Πk)/#Πk > α, k ∈ N. Let

(R1, . . . , Rr) be an ordered basis of H, then (R1, . . . , Rr, S1, . . . , Sd) is an ordered basis of
G′. Changing a and v slightly, we may assume that v ∈M∞. Put e = ess-sup ‖v‖y.

Applying Lemma 10.4 to u,Rr, a, e, find br, cr > 0 such that for every (n1, . . . , nd) ∈ Γ,

d
{
mr ∈ N : N

(
Rmr

r u, (Snd

d . . . Sn1
1 Rmr

r )−1v
)
> br

}
> cr.

Choose a sequence qr,k ∈ N, k ∈ N, such that

1

qr,k
#
{
1 ≤ mr ≤ qr,k : N

(
Snd

d . . . Sn1
1 Rmr

r u, v
)
> br

}
> cr
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for every (n1, . . . , nd) ∈ Πk, k = 1, 2, . . ., and qr,k/maxn∈Πk
‖n‖p −→

k→∞
∞ for every p ∈ N.

Define Πr,k = {1, . . . , qr,k} ×Πk ⊂ Z
d+1, k = 1, 2, . . ., and

Γr =
{
(mr, n1, . . . , nd) ∈ Z

d+1 : N
(
Snd

d . . . Sn1
1 Rmr

r u, v
)
> br

}
.

Then #(Γr ∩Πr,k)/#Πr,k > αcr for every k = 1, 2, . . ..

Now apply Lemma 10.4 to u,Rr−1, br, e to find br−1, cr−1 > 0 such that for every
(mr, n1, . . . , nd) ∈ Γr,

d
{
mr−1 ∈ N : N

(
R

mr−1

r−1 u, (Snd

d . . . Sn1
1 )−1v

)
> br−1

}
> cr−1.

Choose a sequence qr−1,k ∈ N, k ∈ N, such that

1

qr−1,k
#
{
1 ≤ mr−1 ≤ qr−1,k : N

(
Snd

d . . . Sn1
1 Rmr

r R
mr−1

r−1 u, v
)
> br−1

}
> cr−1

for every (mr, n1, . . . , nd) ∈ Πr,k, k = 1, 2, . . ., and qr−1,k/q
p
r,k −→

k→∞
∞ for every p ∈ N.

Define Πr−1,k = {1, . . . , qr−1,k} ×Πr,k ⊂ Z
d+2, k = 1, 2, . . ., and

Γr−1 =
{
(mr−1,mr, n1, . . . , nd) ∈ Z

d+2 : N
(
Snd

d . . . Sn1
1 Rmr

r R
mr−1

r−1 u, v
)
> br−1

}
.

Then #(Γr−1 ∩Πr−1,k)/#Πr−1,k > αcrcr−1 for every k = 1, 2, . . ..

Continue this process and find bl, cl ∈ R, ql,k ∈ N, l = r − 2, . . . , 1, k = 1, 2, . . ., such
that ql,k/q

p
l−1,k −→

k→∞
∞ for every p ∈ N, and for

Γ1 =
{
(m1, . . . ,mr, n1, . . . , nd) ∈ Z

d+r : N
(
Snd

d . . . Sn1
1 Rmr

r . . . Rm1
1 u, v

)
> b1

}
,

Π1,k = {1, . . . , q1,k} × . . .× {1, . . . , qr,k} ×Πk, k = 1, 2, . . . ,

we have

#(Γ1 ∩Π1,k)

#Π1,k
> αcr . . . c1, k = 1, 2, . . . . (10.3)

Define Φk =
{
Snd

d . . . Sn1
1 Rmr

r . . . Rm1
1 : (m1, . . . ,mr, n1, . . . , nd) ∈ Π1,k

}
, k = 1, 2, . . ..

Then Φ1,Φ2, . . . is a F/olner sequence in G′ (see subsection 8.2), and it follows from (10.3)
that G′ is not weakly mixing on u.
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11. Primitive action of a nilpotent group on an extension

We will pass now from an abstract Y-Hilbert space to an extension of a measure space
Y , provided with an action of a nilpotent group G. Our purpose is to find a nontrivial
G-invariant factor of such an extension on which the induced action of G is “primitive”.
We also establish a “multi-weak mixing” relation, generalizing Corollary 9.8 (see Theo-
rem 11.15). All this can be considered as a generalization of the “bilinear” propositions of
Section 9 for the “multilinear” case.

As before, let G be a finitely generated torsion-free nilpotent group, let an ordered
basis of G be fixed and so, the weights of G-polynomials and systems be defined.

11.1. Through this section α:
(
X,B, µ,G

)
−→

(
Y,D, ν,G

)
will be a fixed extension, that

is a mapping α:X −→ Y of measure spaces
(
X,B, µ

)
and

(
Y,D, ν

)
with µ(X) = ν(Y ) = 1,

satisfying α−1(B) ∈ B and µ
(
α−1(B)

)
= ν(B) for B ∈ D, and commuting with a measure

preserving action of G on X and Y . We will say that X is an extension (of Y ). We will
follow the convention that G acts on points of X and Y from the right; then G acts on
the set of functions on X and Y from the left by (Tf)(x) = f(xT ). Under the assumption
that

(
X,B, µ

)
is regular (see [F2]), we have a decomposition of the measure µ, that is an

(almost everywhere) uniquely defined system of measures µy, y ∈ Y , on
(
X,B

)
satisfying

a)
∫
udµ =

∫ (∫
udµy

)
dν for u ∈ L1(X),

b)
∫
ϕudµy = ϕ(y)

∫
udµy a.e. for u ∈ L1(X) and ϕ ∈ L∞(Y ),

c)
∫
Tudµy =

∫
udµyT a.e. for u ∈ L1(X) and T ∈ G.

This decomposition turns L2(X) into a Y-Hilbert space by

〈u, v〉y =

∫
uv̄dµy, u, v ∈ L2(X), y ∈ Y,

with G acting on it. We will denote this Y-Hilbert space by X , and assume X to be
separable.

11.2. A sub-σ-algebra C of σ-algebra B defines a factor X ′ = (X,C, µ) of the measure
space X. If C contains α−1(D), then X ′ is a factor over Y . All factors of X which we
deal with will be over Y and we will not mention this specifically. A factor is nontrivial if
it is distinct from Y . We will identify a factor and the corresponding measure space. The
space L1(X ′) of measurable functions on a factor X ′ of X is a subspace of L1(X).

G acts on the set of factors of X: if X ′ is the factor corresponding to a sub-σ-algebra C

of B, then TX ′, T ∈ G, corresponds to the sub-σ-algebra
{
AT−1 : A ∈ C

}
. A G-invariant

factor X ′ of X with the induced action of G on X ′ is a factor of the measure preserving
system (X,G). If, additionally, X ′ is a factor over Y , we will say that X ′ is a subextension
of X (over Y ).

Given a system of factors {Xξ}ξ∈Ξ of X, one can define the product
∏

ξ∈ΞXξ as
the factor corresponding to the σ-algebra of subsets of X generated by the σ-algebras
corresponding to Xξ, ξ ∈ Ξ. We will say that the system of factors is relatively independent
(over Y ) if for any pairwise distinct ξ1, . . . , ξk ∈ Ξ and any ui ∈ L∞(Xξi), i = 1, . . . , k, one

has
∫ ∏k

i=1 uidµy =
∏k

i=1

∫
uidµy for almost all y ∈ Y . When this is the case, we write∐

ξ∈ΞXξ instead of
∏

ξ∈ΞXξ.
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11.3. We do not distinguish between L2(Y ) and its image α∗
(
L2(Y )

)
in X . The dense

subspace L∞(X) ⊂ X of (essentially) bounded functions will be denoted by X∞. For every
subset U of X we denote U∞ = U ∩ X∞. We also denote the Y-Hilbert space X ⊖ L1(Y )
of functions orthogonal to “the constants” by M : u ∈ M if and only if

∫
udµy = 0 for

almost all y ∈ Y .

We say that a sequence g(n) ∈ G, n ∈ Z
d, is weakly mixing on X if g(n) is weakly

mixing on M .

Given a set Q ⊆ G, the subspace X c(Q) of functions from X on which Q acts com-
pactly contains L2(Y ), is closed under truncations and complex conjugations of its ele-
ments, and X c(Q) ∩ L∞(X) is a subalgebra of L∞(X). Hence, X c(Q) defines a factor of
X (see [F2]); we denote it by Xc(Q): L2(Xc(Q)) = X c(Q). If X = Xc(Q), we say that Q
acts compactly on X.

11.4. We begin with technical lemmas.

A set U ⊂ X is uniformly bounded if there exists a ∈ R such that for all u ∈ U ,
ess-sup |u(x)| < a.

Lemma. Let U1, U2 ⊂ X∞ be Y-precompact and uniformly bounded. Then U1U2 ={
u1u2, u1 ∈ U1, u2 ∈ U2

}
is Y-precompact.

Proof. Let ess-sup |u1| < a, ess-sup |u2| < a for all u1 ∈ U1 and u2 ∈ U2. Then first of all,
ess-sup |u1u2| < a2 for u1 ∈ U1 and u2 ∈ U2.

Let V1 ⊆ U1 be a finite ε
a -Y-net for U1 and let V2 ⊆ U2 be a finite ε

a -Y-net for U2.
Since for any u1 ∈ U1, u2 ∈ U2, v1 ∈ V1, v2 ∈ V2,

‖u1u2 − v1v2‖y ≤ a
(
‖u1 − v1‖y + ‖u2 − v2‖y

)
a.e.,

we have ∫
min
v1∈V1
v2∈V2

‖u1u2 − v1v2‖2ydν ≤ 4ε2.

It follows that V1V2 is a finite 2ε-Y-net for U1U2.

11.5. The following lemma is a “multilinear” version of Lemma 6.20.

Lemma. Let U1, . . . , Uk be Y-precompact uniformly bounded subsets of X∞. For any
ε > 0 there exists a set of vectors vi,j ∈ Ui, i = 1, . . . , k, j = 1, . . . , si, such that for any
g1, . . . , gk ∈ G and any vectors ui ∈ Ui, i = 1, . . . , k, one has

∫ ∣∣∣
∫ ∏

giuidµy

∣∣∣dν <
s1∑

j1=1

. . .

sk∑

jk=1

∫ ∣∣∣
∫ ∏

givi,jidµy

∣∣∣dν + ε.

Proof. Let ess-sup |u| < a for all u ∈ U . Choose an ε
kak−1 -Y-net {v1,1, . . . , v1,s1} ⊆ U1 for

U1, then choose an ε
kak−1s1

-Y-net {v2,1, . . . , v2,s2} ⊆ U2 for U2, . . ., and an ε
kak−1s1...sk−1

-

Y-net {vk,1, . . . , vk,sk} ⊆ Uk for Uk (see Lemma 6.23). Then
{
givi,1, . . . , givi,s1

}
is an

48



ε
kak−1s1...si−1

-Y-net for giUi, i = 1, . . . , k. By Lemma 6.20,

∫ ∣∣∣
∫ ∏

giuidµy

∣∣∣dν = N
(
g1ū1,

k∏

i=2

giui

)

<

s1∑

j1=1

N
(
g1v̄1,j1 ,

k∏

i=2

giui

)
+

ε

kak−1

∥∥∥
k∏

i=2

giui

∥∥∥

<

s1∑

j1=1

∫ ∣∣∣
∫
g1v1,j1

k∏

i=2

giuidν
∣∣∣dν + ε

k
=

s1∑

j1=1

N
(
g2ū2, g1v1,j1

k∏

i=3

giui

)
+
ε

k
< . . .

<

s1∑

j1=1

. . .

sk∑

jk=1

∫ ∣∣∣
∫ k∏

i=1

givi,jidµy

∣∣∣dν + ε

k
+ s1

ε

ks1
+ . . .+ (s1 . . . sk−1)

ε

ks1 . . . sk−1
.

11.6. Lemma. Let M1, . . . ,Mk ⊆ X be subspaces of X and let g1(n), . . . , gk(n) ∈ G,
n ∈ Z

d, be sequences in G satisfying

∫ k∏

i=1

gi(n)uidµy −
k∏

i=1

∫
gi(n)uidµy

D−→ 0 in L1(Y )

for all ui ∈ M∞
i , i = 1, . . . , k. Then for any Y-precompact uniformly bounded sequences

ui(n) ∈M∞
i , n ∈ Z

d, i = 1, . . . , k,

∫ k∏

i=1

gi(n)ui(n)dµy −
k∏

i=1

∫
gi(n)ui(n)dµy

D−→ 0 in L1(Y ). (11.1)

Proof. By multilinearity of (11.1) we may replace ui(n) by ui(n)−
∫
ui(n)dµy, i = 1, . . . , k,

and assume that Mi ⊆M , i = 1, . . . , k. We have to prove under this assumption that

∫ ∣∣∣
∫ k∏

i=1

gi(n)ui(n)dµy

∣∣∣dν D−→ 0.

But in this form it is a corollary of Lemma 11.5.

11.7. The following proposition deals with an extension of a special type.

Proposition. Let a normal subgroup H ⊆ G have the property that H acts compactly
on X and every T ∈ G \ H is weakly mixing on X. Let g1, . . . , gk ∈ ℘G be such that

gigi(0)
−1 6∈ ℘H and

(
gigi(0)

−1
)−1

gjgj(0)
−1 6∈ ℘H for i, j = 1, . . . , k, i 6= j. Then for any

u1, . . . , uk ∈ X∞, v ∈ X∞,

∫ k∏

i=1

gi(n)uivdµy −
k∏

i=1

∫
gi(n)uidµy

∫
vdµy

D−→ 0 in L1(Y ). (11.2)
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Proof. We will prove this using PET-induction, applied to the system of G-polynomials
A = {g1, . . . , gk}. Since gigi(0)

−1 6∈ ℘H, i = 1, . . . , k, A does not contain constant
polynomials.

Replacing ui by gi(0)ui, we may assume that gi(0) = 1G, i = 1, . . . , k. By multilin-
earity of (11.2), we may also assume that ui ∈M∞, i = 1, . . . , k, and prove

N
( k∏

i=1

gi(n)ui, v̄
) D−→ 0.

By Lemma 6.18 it follows from

D-lim
m

D-limsup
n

N
( k∏

i=1

gi(n)ui,
k∏

i=1

gi(n+m)ui

)
= 0,

that is

D-lim
m

D-limsup
n

∫ ∣∣∣
∫ k∏

i=1

gi(n)uigi(n+m)ūidµy

∣∣∣dν = 0.

It follows from Corollary 7.11 that G/H is torsion-free, and thus, H is complete in G.
Note the following:

a) gi(n)
−1gj(n) 6∈ ℘H(n) for i, j = 1, . . . , k, i 6= j; (11.3)

b)
(
gi(n+m)gi(m)−1

)−1
gj(n+m)gj(m)−1 6∈ ℘H(n,m) for i, j = 1, . . . , k, i 6= j,

as it is so for m = 0. Hence by Proposition 3.6, for almost all m ∈ Z

(
gi(n+m)gi(m)−1

)−1
gj(n+m)gj(m)−1 6∈ ℘H(n), i, j = 1, . . . , k, i 6= j; (11.4)

c) By the same reason, for almost all m ∈ Z

gi(n)
−1gj(n+m)gj(m)−1 6∈ ℘H(n), i, j = 1, . . . , k, i 6= j; (11.5)

d) We assume that gi(n)
−1gi(n + m)gi(m)−1 6∈ ℘H(n,m) for i = 1, . . . , r, and that

gi(n)
−1gi(n+m)gi(m)−1 ∈ ℘H(n,m) for i = r + 1, . . . , k. Then, for almost all m ∈ Z,

gi(n)
−1gi(n+m)gi(m)−1 6∈ ℘H(n), i = 1, . . . , r. (11.6)

Since H is normal, we also have

hi(n,m) = gi(m)−1gi(n)
−1gi(n+m) ∈ ℘H(n,m), i = r + 1, . . . , k,

and so, hi, i = r + 1, . . . , k, acts compactly on M .
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By Lemma 11.5, for any ε > 0 there exist vi,j ∈ M∞, i = r + 1, . . . , k, j = 1, . . . , s,
such that for any n,m ∈ Z

∫ ∣∣∣
∫ k∏

i=1

gi(n)uigi(n+m)ūidµy

∣∣∣dν

=

∫ ∣∣∣
∫ r∏

i=1

gi(n)uigi(n+m)ūi

k∏

i=r+1

gi(n)uigi(n)gi(m)hi(n,m)ūidµy

∣∣∣dν

<

s∑

j1,...,jk=1

∫ ∣∣∣
∫ r∏

i=1

gi(n)uigi(n+m)ūi

k∏

i=r+1

gi(n)uigi(n)gi(m)vi,jidµy

∣∣∣dν + ε.

Thus, it is enough to prove that for any vi ∈M∞, i = r + 1, . . . , k,

D-lim
m

D-limsup
n

∫ ∣∣∣
∫ r∏

i=1

gi(n)ui

r∏

i=1

gi(n+m)ūi

k∏

i=r+1

gi(n)
(
uigi(m)vidµy

)∣∣∣dν = 0.

For m ∈ Z, denote

gi,m(n) =

{
gi(n), 1 ≤ i ≤ k
gi−k(n+m), k + 1 ≤ i ≤ k + r

, ui,m =

{ui, 1 ≤ i ≤ r
uigi(m)vi, r + 1 ≤ i ≤ k
ūi−k, k + 1 ≤ i ≤ k + r

.

We have to prove that

D-lim
m

D-limsup
n

∫ ∣∣∣
∫ k+r∏

i=1

gi,m(n)ui,mdµy

∣∣∣dν = 0.

Let gt,m be a G-polynomial of the minimal weight in the system {gi,m, i = 1, . . . , k + r}.
After a rearrangement, we may assume that t = 1. Since A = {g1, . . . , gk} does not
contain constant polynomials, gt,m is not constant and so, the system Am = {g−1

1,mgi,m, i =
2, . . . , k+r} precedes A (see Lemma 4.5). Since by (11.3) – (11.6) Am satisfy the condition
of the proposition for almost all m ∈ Z, we may apply a PET-induction hypothesis and
assume that

D-lim
n

(∫
u1,m

k+r∏

i=2

g−1
1,m(n)gi,m(n)ui,mdµy −

∫
u1,mdµy

k+r∏

i=2

∫
g−1
1,m(n)gi,m(n)ui,mdµy

)
= 0

in L1(Y ) for almost all m ∈ Z. It follows that

D-lim
n

(∫ k+r∏

i=1

gi,m(n)ui,mdµy −
k+r∏

i=1

∫
gi,m(n)ui,mdµy

)
= 0
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in L1(Y ) for almost all m ∈ Z. Hence, it is enough to prove that

D-lim
m

D-limsup
n

∫ ∣∣∣
k+r∏

i=1

∫
gi,m(n)ui,mdµy

∣∣∣dν = 0.

Let a > 1 be such that ess-sup |ui| < a, i = 1, . . . , k, and ess-sup |vi| < a, i =

r + 1, . . . , k. Then, by the definition of ui,m,
∣∣∣
∏k+r

i=2

∫
gi,mui,mdµy

∣∣∣ < a2k for almost all

y ∈ Y , i = 1, . . . , k + r, m ∈ Z. So,

∫ ∣∣∣
k+r∏

i=1

∫
gi,m(n)ui,mdµy

∣∣∣dν < a2k
∫ ∣∣∣

∫
g1,m(n)u1,mdµy

∣∣∣dν = a2k
∫ ∣∣∣

∫
u1,mdµy

∣∣∣dν

Remind that either u1,m = u1 or u1,m = u1g1(m)v1. In the first case,
∫
u1,mdµy = 0

in L1(Y ), in the second case

D-lim
m

∫ ∣∣∣
∫
u1,mdµy

∣∣∣dν = D-lim
m
N
(
u1, g1(m)v1

)
= 0

by Proposition 9.1.

11.8. Corollary. Assume that a normal subgroup H of G acts compactly on X and that
every T ∈ G \H is weakly mixing on X.

Let g1, . . . , gk ∈ ℘G be such that
(
gigi(0)

−1
)−1

gjgj(0)
−1 6∈ ℘H for i 6= j = 1, . . . , k.

Then for any Y-precompact uniformly bounded sequences ui(n) ∈ Ui, n ∈ Z, i = 1, . . . , k,

∫ k∏

i=1

gi(n)ui(n)dµy −
k∏

i=1

∫
gi(n)ui(n)dµy

D−→ 0 in L1(Y ).

Proof. Applying Lemma 11.6, we reduce the problem to the case where sequences ui(n),
i = 1, . . . , k, are constant. It is enough then to apply Proposition 11.7 to g′i = g−1

1 gi,
i = 2, . . . , k,

11.9. The following proposition describes a procedure of building a “primitive” subexten-
sion.

Proposition. G contains a subgroup H such that:
0) Xc(H) is nontrivial,
1) every T ∈ N(H) \H is weakly mixing on Xc(H),
2) the factors TXc(H) for T running through the set G/N(H) of left cosets of N(H) in G
are relatively independent: for any T1, . . . , Tt ∈ G with T−1

i Tj 6∈ N(H) for 1 ≤ i < j ≤ t
and any ui ∈ TiXc(H)∞,

∫ t∏

i=1

uidµy =
t∏

i=1

∫
uidµy in L1(Y ).
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Proof. Let {1G} = G0 ⊆ G1 ⊆ . . . ⊆ Gl = G be a central series in G. We will use
induction on k = 0, . . . , l to find a subgroup Hk ⊆ Gk such that:
0) Xc(Hk) is nontrivial,
1) every T ∈ (N(Hk) ∩Gk) \Hk is weakly mixing on Xc(Hk),
2) factors TXc(Hk) for T running through the set G/N(Hk) are relatively independent.
Then we put H = Hl.

Put H0 = {1G}, then conditions 0)–2) are trivially satisfied for k = 0. Assume that
Hk has been already found.

The group N(Hk)∩Gk+1 preservesX
c(Hk). Choose in this group a maximal subgroup

Hk+1 ⊇ Hk such that the factor Xc(Hk+1) of Xc(Hk) is nontrivial. Denote M c(Hk) =
L2(Xc(Hk))⊖ L2(Y ), M c(Hk+1) = L2(Xc(Hk+1))⊖ L2(Y ).

1) For T 6∈ N(Hk), TM
c(Hk) ⊥ M c(Hk), thus TM

c(Hk+1) ⊥ M c(Hk+1). But for any
T ∈ N(Hk+1), TM

c(Hk+1) = M c(THk+1T
−1) = M c(Hk+1). Hence, N(Hk+1) preserves

M c(Hk+1), and N(Hk+1) ⊆ N(Hk).

In particular, N(Hk+1) ∩Gk+1 ⊆ N(Hk) ∩Gk+1. But every element of
(
N(Hk+1) ∩

N(Hk) ∩ Gk+1

)
\ Hk+1 is weakly mixing on M c(Hk+1): if it were not so, we could add

this element to Hk+1 by Corollary 8.7 and Corollary 7.12.

2) Let T1, . . . , Tt ∈ G satisfy T−1
i Tj 6∈ N(Hk+1) for 1 ≤ i < j ≤ t, let ui ∈ TiXc(Hk+1)

∞,
i = 1, . . . , t. We have to prove that

∫ t∏

i=1

uidµy =
t∏

i=1

∫
uidµy in L1(Y ). (11.7)

We will do it by induction on t.

a) If there are 1 ≤ i, j ≤ t such that T−1
i Tj 6∈ N(Hk), then by the induction hypothesis

on k the set {ui, i = 1, . . . , t} is nontrivially subdivided into subsets {ul,i, i = 1, . . . , tl},
l = 1, . . . , s, belonging to (L2 of) distinct independent spaces. So,

∫ t∏

i=1

uidµy =

s∏

l=1

∫ tl∏

i=1

ul,idµy in L1(Y )

with t1 + . . .+ ts = t, and induction on t finishes the proof.

b) Now let all Ti be in the same left coset of N(Hk) in G. We may assume that Ti ∈ N(Hk),
i = 1, . . . , t, and consequently, TiM(Hk) ⊆ M(Hk). By multilinearity of (11.7) we may
assume that ui ∈ TiM

c(Hk+1)
∞, i = 1, . . . , t, and prove under this assumption that∫ ∏t

i=1 uidµy = 0 in L1(Y ).
We may and will also assume that T1 = 1G. It is given that TiHk+1T

−1
i , i = 1, . . . , t,

are all pairwise distinct; choose P ∈ Hk+1 such that T2PT
−1
2 6∈ Hk+1. Then, for any

n ∈ Z, ∫ ∣∣∣
∫ t∏

i=1

uidµy

∣∣∣dν =

∫ ∣∣∣
∫
P−n

t∏

i=1

uidµy

∣∣∣dν

=

∫ ∣∣∣
∫ t∏

i=1

P−n(TiPT
−1
i )n(TiPT

−1
i )−nuidµy

∣∣∣dν.
(11.8)
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We are going to prove that for any ε > 0 there exists n ∈ Z for which the expression in
(11.8) is smaller than ε.

Let ui(n) = (TiPT
−1
i )−nui, i = 1, . . . , t, n ∈ Z. Since ui ∈ TiM

c(Hk+1), these
sequences are Y-precompact. Define gi(n) = P−n

(
TiPT

−1
i

)n
, i = 1, . . . , t, n ∈ Z. Then

gi ∈ ℘
(
N(Hk) ∩ Gk

)
. Subdivide the set of indices {1, . . . , t} = I1 ∪ . . . ∪ Is in such a

way that g−1
i gj ∈ ℘Hk if and only if i, j ∈ Iq for some 1 ≤ q ≤ s. Since g1(1)

−1g2(1) =
P−1T2PT

−1
2 6∈ Hk+1 ⊇ Hk, this partition is not trivial.

For each q = 1, . . . , s choose iq ∈ Iq. The sequences wq(n) =
∏

i∈Iq
giq (n)

−1gi(n)ui(n),
q = 1, . . . , s, are Y-precompact and uniformly bounded, so we may apply Corollary 11.8 to
obtain ∫ ∣∣∣

∫ s∏

q=1

giq (n)wq(n)dµy

∣∣∣dν −
∫ ∣∣∣

s∏

q=1

∫
giq (n)wq(n)dµy

∣∣∣dν D−→ 0.

Since
giq (n)wq(n) =

∏

i∈Iq

P−n(TiPT
−1
i )n(TiPT

−1
i )−nui = P−n

∏

i∈Iq

ui,

it is enough to have
∫
|
∫ ∏

i∈Iq
uidµy|dν = 0. But this is given by the induction hypothesis

on t.

11.10. Definition. An action of G on X is primitive (or G acts on X primitively) if a
subgroup H ⊆ G and a factor X(H) exist such that:
1) H preserves X(H) and acts compactly on X(H),
2) N(H) preserves X(H) and every T ∈ N(H) \H is weakly mixing on X(H),
3) the factors TX(H) for T passing on the set G/N(H) of left cosets of N(H) in G are
relatively independent,
4) and X =

∐
T∈G/N(H) TX(H).

11.11. The main structure theorem is the following:

Theorem. There exists a nontrivial subextension X ′ of X such that the action of G on
X ′ is primitive.

Proof. Choose H ⊆ G satisfying the conclusion of Proposition 9.2 and put X(H) =
Xc(H), X ′ =

∐
T∈G TX(H). ThenX ′ is nontrivial andG-invariant, andG acts primitively

on it.

11.12. From now on let G act on X primitively.
Denote by H the orbit of H under the conjugation action of G:

H = {THT−1, T ∈ G}.

H is in one-to-one correspondence with the set G/N(H) of left cosets of N(H) in G, and
with the orbit of X(H) under the action of T : THT−1 ↔ TN(H)↔ TX(H), T ∈ G.

For F ∈ H, F = THT−1, denote X(F ) = TX(H); the action of G on X remains
primitive if we change H 7→ F , X(H) 7→ X(F ). We also denote X (F ) = L2(X(F )),
M(F ) = X (F ) ⊖ L2(Y ), M(∅) = L2(Y ) and, for Q ⊆ H with #Q < ∞, M(Q) =
Span

∏
F∈QM(F )∞.
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11.13. Proposition. The action of G on the Y-Hilbert space
∑

F∈HM(F ) is primitive.

M(Q1) ⊥M(Q2) for any Q1 6= Q2 ⊆ H with #Q1,#Q2 <∞, and X = ⊥© Q⊆H
#Q<∞

M(Q).

Proof. The first statement is clear by definition. It is also evident that spaces M(Q)
with Q ⊆ H, #Q < ∞, span X . We have to check the orthogonality of distinct M(Q)
only. Let Q1 = {F1,1, . . . , F1,k1}, Q2 = {F2,1, . . . , F2,k2}, and let F1,1 6∈ Q2. Then for any
ui,j ∈M(Fi,j)

∞, i = 1, 2, j = 1, . . . , ki,

∫ k1∏

j=1

u1,j

k2∏

j=1

u2,jdµy =

∫
u1,1dµy

∫ k1∏

j=2

u1,j

k2∏

j=1

u2,jdµy = 0 in L1(Y ).

11.14. Let G∗ be a normal subgroup of G of finite index such that N(H)∩G∗ is complete
in G∗. Then, by Lemma 2.9, for any F ∈ H the subgroup N(F )∩G∗ is complete in G∗ as
well.

The following proposition is the main “technical” result of this section.

Proposition. Let F1, . . . , Fk ∈ H be pairwise distinct subgroups. Let gj,i ∈ ℘0G
∗, i =

1, . . . , k, j = 1, . . . , ki, be such that g−1
j1,i
gj2,i 6∈ ℘Fi for every 1 ≤ i ≤ k and every 1 ≤

j1 < j2 ≤ ki. Let uj,i(n) ∈ X (Fi)
∞, n ∈ Z, i = 1, . . . , k, j = 1, . . . , ki, be Y-precompact

uniformly bounded sequences. Then

∫ k∏

i=1

ki∏

j=1

gj,i(n)uj,i(n)dµy −
k∏

i=1

ki∏

j=1

∫
gj,i(n)uj,i(n)dµy

D−→ 0 in L1(Y ).

Proof. For each i = 1, . . . , k, subdivide the set of indices {1, . . . , ki} = J1∪ . . .∪JLi
in such

a way that g−1
j1,i
gj2,i ∈ ℘N(Fi) if and only if j1 and j2 belong to the same Jl, 1 ≤ l ≤ Li.

By Corollary 3.7, applied to the subgroup N(H) ∩G∗ of G∗, gj1,i1(n)Fi1 and gj2,i2(n)Fi2

do not coincide for almost all n ∈ Z if either i1 6= i2, or i1 = i2 = i but j1 and j2 are not
in the same Jl, 1 ≤ l ≤ Li. Since the factors X(F ), F ∈ H, are relatively independent, we
have

∫ k∏

i=1

ki∏

j=1

gj,i(n)uj,i(n)dµy =
k∏

i=1

Li∏

l=1

∫ ∏

j∈Jl

gj,i(n)uj,i(n)dµy in L1(Y )

for almost all n ∈ Z. And, by Corollary 11.8,

∫ ∏

j∈Jl

gj,i(n)uj,i(n)dµy −
∏

j∈Jl

∫
gj,i(n)uj,i(n)dµy

D−→ 0 in L1(Y )

for any i = 1, . . . , k and l = 1, . . . , Li.
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11.15. Theorem. Let g1, . . . , gk ∈ ℘G∗ be such that
(
gigi(0)

−1
)−1

gjgj(0)
−1 6∈ ℘F for

i, j = 1, . . . , k, i 6= j, and all F ∈ H. Then for any Y-precompact uniformly bounded
sequences ui(n) ∈ X∞, n ∈ Z, i = 1, . . . , k,

∫ k∏

i=1

gi(n)ui(n)dµy −
k∏

i=1

∫
gi(n)ui(n)dµy

D−→ 0 in L1(Y ).

Proof. Replacing ui(n) by gi(0)ui(n) we may assume that gi(0) = 1G, i = 1, . . . , k.
Lemma 11.6 allows us to reduce the problem to the case in which the sequences ui(n)
are constant, ui(n) = ui, n ∈ Z. By Proposition 11.13 we may assume that ui ∈ M(Qi)
for some Qi ⊆ H with #Qi < ∞, i = 1, . . . , k. Corollary 3.7, applied to the complete
subgroup N(H) ∩ G∗ of G∗ reduces the problem to the case ui ∈ M(F )∞, gi ∈ ℘N(F ),
i = 1, . . . , k, for some F ∈ H. And then Corollary 11.8 applied to the subgroup F finishes
the proof.

11.16. Remark. It follows from Corollary 7.11 that N(H)/H is torsion-free and so, H is
complete in G∗. Choose a basis E of G∗ overH. Now any pairwise distinct g1, . . . , gk ∈ ℘E
with g(0) = 1G satisfy the condition of Theorem 11.15. It simply follows from the fact
that any conjugation in G preserves the senior generator of any G-polynomial.

12. NSZ-property

We pass to the proof of Theorem NM. The preceding part of the paper can be considered
as preparatory for this concluding proof.

Let (X,B, µ) be a measure space with µ(X) < ∞, let G be a nilpotent group of
right measure preserving transformations of X. Scaling µ, we may assume that µ(X) = 1.
Similarly to Theorem NT, the statement of Theorem NM deals with the part ofG generated
by a finite set {T1, . . . , Tt}. Thus, we may and will assume that, as before, G is a finitely
generated torsion-free nilpotent group.

12.1. We will say that a dynamical system (Y,D, ν,G) has the NSZ-property if for every

A ∈ D with ν(A) > 0, for every d ∈ N and for every system A ⊂ ℘d
0G there exists c > 0

such that for every thick set Λ ⊆ Z
d there exists n ∈ Λ for which

ν
(⋂

g∈A

Ag(n)−1
)
> c.

12.2. Assume that (X,B, µ,G) possesses the NSZ-property. In the notation of Theo-
rem NM, the set of G-polynomials

A =
{
gi = T

pi,t

t . . . T
pi,1

1 , i = 1, . . . , I
}

is a system in ℘d
0G. We have consequently, for a suitable c > 0, that the set

S =
{
n ∈ Z

d : µ
( I⋂

i=1

Agi(n)
−1

)
> c

}

has a nonempty intersection with every thick subset in Z
d. Hence, S is syndetic and the

conclusion of Theorem NM holds in this case.
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12.3. The set of G-invariant factors of X is naturally ordered by the relation ”to be a
factor”: (X,B1, µ) < (X,B2, µ) if B1 ⊂ B2. This is the case, the identity map idX turns
(X,B2, µ,G) into an extension of (X,B1, µ,G). We have:

Proposition. The family of G-invariant factors of X possessing the NSZ-property has a
maximal element.

Proof.We copy the proof of Proposition 3.3 in [FK1]. In light of Zorn’s lemma, it suffices to
prove that if {Bs} is a linearly ordered family of G-invariant sub-σ-algebras of B such that
(X,Bs, µ,G) has the NSZ-property for all s, then (X,

⋃
Bs, µ,G) has the NSZ-property.

Let a set A ∈ ⋃
Bs, µ(A) > 0, and a system A ⊂ ℘d

0G, I = #A ≥ 1, be given. Find

A′ ∈ Bs for some s with µ(A′△A) < µ(A)

4I
. Let µx, x ∈ X, be the decomposition of µ

with respect to the factor (X,Bs, µ). Define B =
{
x ∈ X : µx(A) ≥ 1 − 1

2I

}
. Then

B ∈ Bs, and B is of positive measure: since µx(A
′) = 1 for x ∈ A′, one would have

µ(A′ \A) ≥ 1

2I
µ(A′) >

1

2I
· µ(A)

2
=
µ(A)

4I

otherwise.
Now, let c > 0 and n ∈ Z

d be such that µ
(⋂

g∈ABg(n)
−1

)
> c. At every point

x ∈ ⋂
g∈ABg(n)

−1 we have

µx

(⋂

g∈A

Ag(n)−1
)
≥ 1−

∑

g∈A

(
1− µx(Ag(n)

−1)
)
= 1−

∑

g∈A

(
1− µxg(n)(A)

)
≥ 1− I

2I
=

1

2
.

So, µ
(⋂

g∈AAg(n)
−1

)
> c/2 for such n.

12.4. It follows that, in order to prove Theorem NM, it suffices to establish the following
fact: if Y is a proper G-invariant factor of X which has the NSZ-property, then there
exists a nontrivial subextension of X (with respect to Y ) having the NSZ-property too.
Indeed, then the maximal element in the family of G-invariant factors of X having the
NSZ-property must coincide with X itself.

We say that an extension (X,B, µ,G) −→ (Y,D, ν,G) is primitive if the action of G
on X as an extension of Y is primitive (see Definition 11.10). Since, by Theorem 11.11, X
contains a nontrivial primitive subextension, it remains to prove the following proposition.

12.5. Proposition. Let (X,B, µ,G) −→ (Y,D, ν,G) be a primitive extension and let
(Y,D, ν,G) have the NSZ-property. Then (X,B, µ,G) has the NSZ-property as well.

12.6. We assume from now on that X is a primitive extension of Y . That is, a system H
of conjugated subgroups of G and a system X(H) = (X,B(H), µ), H ∈ H, of factors of
X is fixed and is such that X =

∐
H∈HX(H), and for every H ∈ H the following holds:

H preserves X(H), acts compactly on X(H), and every T ∈ N(H) \H is weakly mixing
on X(H) (see subsection 11.10).

We also fix a normal subgroup G∗ of finite index in G such that N(H)∩G∗ is complete
in G∗ for every H ∈ H (see subsection 11.14).
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12.7. The first ingredient of the proof of Proposition 12.5 is Theorem 5.9, the second one
has to be the multiparameter version of Proposition 11.14:

Proposition. Let F1, . . . , FK ∈ H be pairwise distinct subgroups. Let d ∈ N and let gl,k ∈
℘d

0G
∗, k = 1, . . . ,K, l = 1, . . . , Lk, be such that g−1

l1,k
gl2,k 6∈ ℘dFk for every 1 ≤ k ≤ K and

every 1 ≤ l1 < l2 ≤ Lk. Let ul,k(n) ∈ L∞
(
X(Fk)

)
, n ∈ Z

d, k = 1, . . . ,K, l = 1, . . . , Lk, be
Y-precompact uniformly bounded sequences. Then

∫ K∏

k=1

Lk∏

l=1

gl,k(n)ul,k(n)dµy −
K∏

k=1

Lk∏

l=1

∫
gl,k(n)ul,k(n)dµy

D−→ 0 in L1(Y ).

The proof of Proposition 12.7 is analogous to that of Proposition 11.14, the only
difference is that the reference to Proposition 9.1 in Proposition 11.7 has to be replaced
by the reference to its multiparameter version, Proposition 10.3.

13. Proof of the measure recurrence theorem

We continue the proof of Proposition 12.5 and preserve all notation of Section 12. Let A ∈
B with µ(A) = 4a > 0, d ∈ N, a thick set Λ ⊆ Z

d, and a system A = {g1, . . . , gI} ⊂ ℘d
0G

be given.

13.1. First of all, let N ∈ N be such that, if we write g′i(n) = gi(Nn), then g′i ∈ ℘d
0G

∗,
i = 1, . . . , I. Such N exists as gi(0) = 1G, i = 1, . . . , I, and G∗ is of finite index in G.
Since Λ ∩ (NZ

d) is thick, we may pass to the subgroup N · Zd of Zd and to the system
A = {g′1, . . . , g′I}, and identify G with G∗.

13.2. We need an inequality in our proof. It is a very cumbersome algebraic inequality
of a “convex” type, and we have not been able to prove it by algebraic methods. We are
forced to use an ergodic-theoretical trick.

Lemma. For any a > 0 and I ∈ N there exists C(a, I) > 0 with the following property.
Let K,J ∈ N and let Ω ⊆ {1, . . . , J}K . Let a family {aj,k ≥ 0, k = 1, . . . ,K, j = 1, . . . , J}
satisfy

J∑

j=1

aj,k ≤ 1, k = 1, . . . ,K, and
∑

(j1,...,jk)∈Ω

K∏

k=1

ajk,k ≥ a. (13.1)

Let for each k = 1, . . . ,K the set {1, . . . , I} be partitioned into Lk subsets:

{1, . . . , I} =
Lk⋃

l=1

Il,k, Il1,k ∩ Il2,k = ∅, 1 ≤ l1 6= l2 ≤ Lk. (13.2)

Denote by Θ the subset of ΩI consisting of the I-tuples of elements of Ω which are constant
on each Il,k, k = 1, . . . ,K, l = 1, . . . , Lk:

Θ =
{
θ = (jik) ∈ ΩI : jik = tlk(θ) for all i ∈ Il,k, k = 1, . . . ,K, l = 1, . . . , Lk

}
.

58



Thus the collection
{
tlk(θ), k = 1, . . . ,K, l = 1, . . . , Lk

}
is well defined for all θ ∈ Θ.

Then
∑

θ∈Θ

K∏

k=1

Lk∏

l=1

atl
k
(θ),k ≥ C(a, I). (13.3)

Example. For a1,1, a2,1, a1,2, a2,2 ≥ 0, a1,1 + a2,1 ≤ 1, a1,2 + a2,2 ≤ 1, and I ∈ N one has

a1,1a
I
1,2 + a2,1a

I
2,2 ≥ C(a1,1a1,2 + a2,1a2,2, I)

(one can put C(a, I) = aI in this case). This inequality corresponds to the case K = 2,
J = 2, Ω =

{
(1, 1), (2, 2)

}
, L1 = 1, I1,1 = {1, . . . , I}, L2 = I, Il,2 = {l}, l = 1, . . . , I.

Proof. It follows from the “classical” measurable recurrence theorem, Theorem M, that for
any a > 0 and any I ∈ N there exists a constant C(a, I) > 0 with the following property:
for any family of pairwise commuting measure preserving transformations T1, . . . , TI of a
measure space (Z,C, η) with η(Z) = 1 and for any D ∈ C with η(D) ≥ a there exists

arbitrarily big n ∈ N for which η
(⋂I

i=1DT
−n
i

)
≥ C(a, I) (compare with subsection 14.7).

This is just the constant we need.
Let a > 0 and I ∈ N be given. We construct a dynamical system, which will give

us (13.3). Denote by η the standard measure on [0, 1] and put Z = [0, 1]K . Let T be a
measure preserving transformation of [0, 1] which is strong mixing of all orders; one can
take for instance T (x) = 2x (mod 1).

Let K,J ∈ N, Ω ∈ {1, . . . , J}K , numbers aj,k ≥ 0, j = 1, . . . , J , k = 1, . . . ,K, satisfy-
ing (13.1), numbers L1, . . . , LK and sets Il,k ⊆ {1, . . . , I}, k = 1, . . . ,K, l = 1, . . . , Lk, sat-
isfying (13.2) be given. For each k = 1, . . . ,K, choose pairwise distinct intervals D1,k, . . . ,

DLk,k ⊂ [0, 1] with η(Dj,k) = aj,k, and put D =
⋃

(j1,...,jK)∈Ω

∏K
k=1Djk,k ⊆ Z. Then by

(13.1), ηK(D) ≥ a.
For each k = 1, . . . ,K, denote λk(i) = l if i ∈ Il,k. Define T1, . . . , TI :Z −→ Z by

Ti = (Tλ1(i), . . . , TλK(i)), i = 1, . . . , I. Since T is strong mixing of all orders, we have

ηK
( I⋂

i=1

DT−n
i

)
=

∑

(ji
k
)∈ΩI

ηK
( I⋂

i=1

( K∏

k=1

Dji
k
,k

)
T−n
i

)
=

∑

(ji
k
)∈ΩI

K∏

k=1

η
( I⋂

i=1

Dji
k
,kT

−λk(i)n
)

=
∑

(ji
k
)∈ΩI

K∏

k=1

η
(Lk⋂

l=1

( ⋂

i∈Il,k

Dji
k
,k

)
T−ln

)
−→
n

∑

(ji
k
)∈ΩI

K∏

k=1

Lk∏

l=1

η
( ⋂

i∈Il,k

Dji
k
,k

)
.

Note that
⋂

i∈Il,k
Dji

k
,k = ∅ if jik for i ∈ Il,k do not all coincide. Hence

ηK
( I⋂

i=1

DT−n
i

)
−→
n

∑

θ∈Θ

K∏

k=1

Lk∏

l=1

η
(
Dtl

k
(θ),k

)
=

∑

θ∈Θ

K∏

k=1

Lk∏

l=1

atl
k
(θ),k.

By the choice of C(a, I) this implies (13.3).
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13.3. Put C = C(a, I) and ε =
aC

4I
. It is clear that C ≤ a and thus ε < a2 (anyway, we

may assume this).

13.4. Find K,J ∈ N, H1, . . . , HK ∈ H, Aj,k ∈ B(Hk), j = 1, . . . , J , k = 1, . . . ,K, and a
subset Ω ⊆ {1, . . . , J}K such that:

a) for all 1 ≤ k ≤ K, Aj1,k ∩Aj2,k = ∅ for 1 ≤ j1 6= j2 ≤ J , and X =
⋃J

j=1Aj,k;

b) the set A′ =
⋃

(j1,...,jK)∈Ω

∏K
k=1Ajk,k satisfies µ(A△A′) < ε.

Existence of such K,J,Hk, Aj,k,Ω easily follows from the fact that the σ-algebra B is
generated by {B(H), H ∈ H}.

13.5. Define D =
{
y ∈ Y : µy(A△A′) > ε/a

}
. Then ν(D) < a (it would be

µ(A△A′) ≥
∫

D

µy(A△A′)dν ≥ ε

a
a = ε

otherwise).
Put B1 =

{
y ∈ Y : µy(A) > 2a

}
. Then ν(B1) ≥ 2a (it would be

µ(A) =

∫

B1

µy(A)dν +

∫

Y \B1

µy(A)dν ≤ ν(B1) + 2aν(Y \B1) < 4a

otherwise).

13.6. Put B2 = B1 \D. Then ν(B2) > a and for every y ∈ B2 we have µy(A) > 2a and
µy(A△A′) ≤ ε/a. Since ε/a < a by 13.3, we also have µy(A

′) > a for y ∈ B2.

13.7. Thus, if for some y ∈ Y and n ∈ Z
d we have:

1) ygi(n) ∈ B2, i = 1, . . . , I,

2) µy

(⋂I
i=1A

′gi(n)
)
>
C

2
,

then

µy

( I⋂

i=1

Agi(n)
)
>
C

2
− I ε

a
=
C

2
− I 1

a

aC

4I
=
C

4
.

13.8. Consider the inequality (13.3). Its left part is a continuous function of argument
(aj,k, k = 1, . . . ,K, j = 1, . . . , J), running through the closed subset of the cube [0, 1]KJ

defined by (13.1). It is thus uniformly continuous on this subset and so, we can find δ > 0
with the following property:
Let a collection aj,k ≥ 0, j = 1, . . . , J , k = 1, . . . ,K, satisfy

J∑

j=1

aj,k ≤ 1, k = 1, . . . ,K, and
∑

(j1,...,jk)∈Ω

K∏

k=1

ajk,k ≥ a. (13.4)

Let 1 ≤ L1, . . . , LK ≤ I and partitions {1, . . . , I} =
⋃Lk

l=1 Il,k, k = 1, . . . ,K, be given.
Define

Θ =
{
θ = (jik) ∈ ΩI : jik = tlk(θ) for all i ∈ Il,k, k = 1, . . . ,K, l = 1, . . . , Lk

}
. (13.5)
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Let a collection a′j,k,l ≥ 0, j = 1, . . . , J , k = 1, . . . ,K, l = 1, . . . , Lk, satisfy

|a′j,k,l − aj,k| < δ, j = 1, . . . , J, k = 1, . . . ,K, l = 1, . . . , Lk. (13.6)

Then
∑

θ∈Θ

K∏

k=1

Lk∏

l=1

a′tl
k
(θ),k,l ≥

3C

4
. (13.7)

We fix such a δ.

13.9. Define uj,k = 1Aj,k
, j = 1, . . . , J , k = 1, . . . ,K. Since Hk acts compactly on uj,k,

j = 1, . . . , J , k = 1, . . . ,K, by Corollary 8.13 there exist Bj,k ∈ D with ν(Bj,k) > 1− a

2KJ
such that 1Bj,k

uj,k is almost periodic with respect to Hk. Let {vj,k,q, q = 1, . . . , Q} be a
δ
4I -spanning set for Hk(1Bj,k

uj,k) on Y , k = 1, . . . ,K, j = 1, . . . , J .

Put B3 = B2 ∩
(⋂

1≤j≤J
1≤k≤K

Bj,k

)
. We have ν(B3) >

a

2
> 0. Now, for any 1 ≤ k ≤ K,

any 1 ≤ j ≤ J , any Rk ∈ Hk and any y ∈ B3R
−1
k there exists 1 ≤ q ≤ Q such that

∥∥Rkuj,k − vj,k,q
∥∥
y
=

∥∥1Bj,kR
−1
k

Rkuj,k − vj,k,q
∥∥
y
=

∥∥Rk(1Bj,k
uj,k)− vj,k,q

∥∥
y
<

δ

4I
.

13.10. B3 contains a subset B4 with ν(B4) > 0, such that µy(Aj,k), j = 1, . . . , J , k =
1, . . . ,K, are constant on B4 with exactness up to δ/2: there exists a collection of numbers
aj,k ≥ 0, j = 1, . . . , J , k = 1, . . . ,K, such that

∣∣µy(Aj,k)− aj,k
∣∣ < δ

2
, j = 1, . . . , J, k = 1, . . . ,K,

for all y ∈ B4. Since by 13.6 for y ∈ B4

µy(A
′) =

∑

(j1,...,jK)∈Ω

K∏

k=1

µy(Ajk,k) > a,

we may assume that aj,k, j = 1, . . . , J , k = 1, . . . ,K, satisfy (13.4).

13.11. Using Theorem 5.9, choose p ∈ N and a system B ⊂ ℘dp
0 G corresponding to the

system A = {g1, . . . , gI} and QJK colors: for any mapping χ:℘dpG −→ {1, . . . , QJK}
there exist h0 ∈ B and a selection n ∈ Sel(Zdp,Zd) such that χ is constant on the set{
h0(m)gi(n(m)), i = 1, . . . , I

}
.

Denote

A′ =
{
h(m)g(n(m)), h ∈ B, g ∈ A, n ∈ Sel(Zdp,Zd)

}
⊂ ℘dp

0 G.
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For each k = 1, . . . ,K choose a set Sk ⊂ ℘dp
0 G of representatives of those left cosets of

℘dp
0 Hk in ℘dp

0 G which contain elements of A′:

for every f ∈ A′ there is s ∈ Sk such that r = s−1f ∈ ℘dp
0 Hk,

and s−1
1 s2 6∈ ℘dp

0 Hk for all s1, s2 ∈ Sk, s1 6= s2.

Denote by Rk the set of all “compact residues” of elements of A′:

Rk =
{
s−1f ∈ ℘dp

0 Hk, f ∈ A′, s ∈ Sk
}
,

k = 1, . . . ,K.

13.12. Using the assumption that (Y,D, ν,G) is a NSZ-system, find b > 0 such that for

every thick set Λ′ ⊆ Z
dp there exists m ∈ Λ′ for which ν

(⋂
f∈A′ B4f(m)−1

)
> b.

13.13. Let ∆ = QJK#A′

; ∆ is the number of all possible colorings of A′ by QJK colors.
Note that b and ∆ have been chosen independently on Λ.

13.14. For m ∈ Z
dp denote by Dm the set of y ∈ Y for which there exist

1. (jik, k = 1, . . . ,K, i = 1, . . . , I) ∈ ΩI ,

2. 1 ≤ L1, . . . , LK ≤ I and disjoint partitions {1, . . . , I} = ⋃Lk

l=1 Il,k, k = 1, . . . ,K,
3. sl,k ∈ Sk, l = 1, . . . , Lk, pairwise distinct for every k = 1, . . . ,K,
4. ri,k ∈ Rk, i = 1, . . . , I, k = 1, . . . ,K,
such that

∣∣∣∣∣∣

∫ K∏

k=1

Lk∏

l=1

sl,k(m)
∏

i∈Il,k

ri,k(m)uji
k
,kdµy −

K∏

k=1

Lk∏

l=1

∫
sl,k(m)

∏

i∈Il,k

ri,k(m)uji
k
,kdµy

∣∣∣∣∣∣
>

C

4JKI
.

By the definition of Sk,Rk, k = 1, . . . ,K, in 13.11 and by Proposition 12.7, the set

Γ =
{
m ∈ Z

dp : ν(Dm) >
b

2∆

}

is of zero density.

13.15. Denote

Λ′′ =
⋂

n∈Sel(Zdp,Zd)

n−1(Λ).

By Lemma 1.6, Λ′′ ⊆ Z
dp is thick.

Put Λ′ = Λ′′ \ Γ, Λ′ is thick as well. By 13.12 find m ∈ Λ′ such that for B5 =⋂
f∈A′ B4f(m)−1 one has ν(B5) > b.

We fix m from now on.
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13.16. For every y ∈ B5 we introduce a coloring of A′ by QJK colors in the following way.
For f ∈ A′, f = skrk with sk ∈ Sk, rk ∈ Rk, we put χj,k

y (f) = q if

∥∥rk(m)uj,k − vj,k,q
∥∥
ysk(m)

<
δ

4I
. (13.8)

Since by the choice of B5 in 13.15 we have ysk(m)rk(m) = yf(m) ∈ B4 ⊆ B3, (13.8) takes
place for some 1 ≤ q ≤ Q (see subsection 13.9).

Then we define χy =
(
χj,k
y , j = 1, . . . , J, k = 1, . . . ,K

)
.

13.17. There is B6 ⊆ B5 with ν(B6) >
b

∆
such that χy is constant on B6: χy = χ for all

y ∈ B6 (see 13.13 for the definition of ∆).

We put B7 = B6 \Dm. Since by 13.15 m 6∈ Γ, we have ν(B7) >
b

2∆
by 13.14.

13.18. Choose h0 ∈ B and a selection n:Zdp −→ Z
d such that χ is constant on the set{

h0(m)gi(n(m)), i = 1, . . . , I
}
(see subsection 13.11). Then n = n(m) ∈ Λ by 13.15.

We fix n from now on.

13.19. Define B = B7h0(m). Then ν(B) >
b

2∆
.

Since B7h0(m)gi(n) ⊆ B4 by 13.15 and the definition of A′ in 13.11, we have Bgi(n) ⊆
B4 ⊆ B2, i = 1, . . . , I.

13.20. Decompose

h0(m)gi(n(m)) = slk(i),k(m)ri,k(m), i = 1, . . . , I, k = 1, . . . ,K,

where ri,k ∈ Rk, i = 1, . . . , I, k = 1, . . . ,K, and sl,k ∈ Sk, k = 1, . . . ,K, l = 1, . . . , Lk, are
pairwise distinct. Define

Il,k =
{
i ∈ {1, . . . , I} : lk(i) = l

}
, k = 1, . . . ,K, l = 1, . . . , Lk.
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13.21. Let y ∈ B. Put z = yh0(m)−1 ∈ B7. Then

µy

( I⋂

i=1

A′gi(n)
−1

)
= µz

( I⋂

i=1

A′
(
h0(m)gi(n)

)−1
)

=

∫ I∏

i=1

∑

(jk)∈Ω

K∏

k=1

slk(i),k(m)ri,k(m)ujk,kdµz

=
∑

(ji
k
)∈ΩI

∫ K∏

k=1

Lk∏

l=1

sl,k(m)
( ∏

i∈Il,k

ri,k(m)uji
k
,k

)
dµz

>
∑

(ji
k
)∈ΩI

( K∏

k=1

Lk∏

l=1

∫
sl,k(m)

∏

i∈Il,k

ri,k(m)uji
k
,kdµz −

C

4JKI

)

(by 13.14, as B7 ∩Dm = ∅ by 13.17)

≥
∑

(ji
k
)∈ΩI

K∏

k=1

Lk∏

l=1

∫ ∏

i∈Il,k

ri,k(m)uji
k
,kdµzsl,k(m) −

C

4

=
∑

(ji
k
)∈ΩI

K⋂

k=1

Lk⋂

l=1

µzsl,k(m)

( ⋂

i∈Il,k

Aji
k
,kri,k(m)−1

)
− C

4
.

13.22. Since z ∈ B7 ⊆ B6, we have by 13.16, 13.17 and 13.18

∥∥∥ri,k(m)uj,k − vj,k,q(j,k)
∥∥∥
zslk(i),k(m)

<
δ

4I

for some 1 ≤ q(j, k) ≤ Q, j = 1, . . . , J , k = 1, . . . ,K.
For every k = 1, . . . ,K, l = 1, . . . , Lk choose il,k ∈ Il,k.
Fix now some 1 ≤ j ≤ J , 1 ≤ k ≤ K, 1 ≤ l ≤ Lk. Then for any i ∈ Il we have

µzsl,k(m)

(
Aj,kri,k(m)−1△Aj,kril,k,k(m)−1

)
=

∥∥∥ri,k(m)uj,k − ril,k,k(m)uj,k

∥∥∥
zsl,k(m)

<
δ

2I
.

Thus, ∣∣∣µzsl,k(m)

( ⋂

i∈Il,k

Aj,kri,k(m)−1
)
− µzsl,k(m)

(
Aj,kril,k,k(m)−1

)∣∣∣ < δ

2
.

Since il,k ∈ Il,k, sl,k(m)ril,k,k(m) = h0(m)gil,k,k(n) and so, zsl,k(m)ril,kk(m) ∈ B4. By
13.10,

∣∣∣µzsl,k(m)

(
Aj,kril,k,k(m)−1

)
− a′j,k

∣∣∣ =
∣∣∣µzsl,k(m)ril,k,k(m)

(
Aj,k

)
− a′j,k

∣∣∣ < δ

2
.

Hence ∣∣∣µzsl,k(m)

( ⋂

i∈Il,k

Aj,kri,k(m)−1
)
− a′j,k

∣∣∣ < δ,
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that is, the collection

a′j,k,l = µzsl,k(m)

( ⋂

i∈Il,k

Aj,kri,k(m)−1
)
, j = 1, . . . , J, k = 1, . . . ,K, l = 1, . . . , Lk,

satisfies the condition (13.6). Define Θ ⊆ ΩI by (13.5). Then by 13.8, the inequality (13.7)
holds for these a′j,k,l. Thus, by 13.21,

µy

( I⋂

i=1

A′gi(n)
−1

)
>

∑

(ji
k
)∈Θ

K⋂

k=1

Lk⋂

l=1

µzsl,k(m)

( ⋂

i∈Il,k

Aji
k
,kri,k(m)−1

)
− C

4

=
∑

θ∈Θ

K∏

k=1

Lk∏

l=1

a′tl
k
(θ),k,l ≥

3C

4
− C

4
=
C

2
.

13.23. By 13.18, n ∈ Λ. By 13.7, 13.22 and 13.19, for any y ∈ B we have

µy

( I⋂

i=1

Agi(n)
−1

)
>
C

4
.

Therefore, by 13.19,

µ
( I⋂

i=1

Agi(n)
−1

)
>
bC

8∆
.

14. The nilpotent van der Waerden and Szemerédi Theorems

14.1. A “nilpotent” generalization of Theorem CT can be deduced directly from Theo-
rem NT. However it is simpler to utilize an abstract version of this theorem, Theorem 5.3.

Let G be a finitely generated torsion-free nilpotent group, let A ⊂ ℘0G be a system
and let r ∈ N. By Corollary 5.7, there exist p ∈ N and a system B ⊂ ℘p

0G such that for
any r-coloring χ of ℘pG there exist h ∈ B and a selection n ∈ Sel(Zp,Z) such that χ is
constant on the set

{
g(n)h, g ∈ A

}
.

Let an r-coloring ψ:G −→ {1, . . . , r} of G be given. Put m = (1, . . . , 1) ∈ Z
p and

define a coloring χ of ℘pG by χ(h) = ψ(h(m)) for h ∈ ℘pG. Find h ∈ B and n ∈ Sel(Zp,Z)
corresponding to χ by Corollary 5.7; then ψ is constant on the set

{
g(n(m))h(m), g ∈ A

}

and 1 ≤ n(m) ≤ p.

14.2. Consequently, we have the following theorem.

Theorem. Let A ⊂ ℘0G be a system and let r ∈ N. Then there exist p ∈ N and a finite
subset Q ⊂ G such that for any r-coloring χ of G there exist 1 ≤ n ≤ p and T ∈ Q such
that χ is constant on the set {g(n)T, g ∈ A}.
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14.3. Theorem 14.2 is equivalent to Theorem NT. Moreover, with its help one can obtain
a version of Theorem NT in the formulation of which the requirements that X is complete
and the elements of G act continuously on X are omitted:

Corollary. Let (X, ρ) be a totally bounded metric space, let G be a nilpotent group of (not
necessarily continuous) transformations of X, let T1, . . . , Tt ∈ G and let pi,j :Z −→ Z with
pi,j(0) = 0, i = 1, . . . , I, j = 1, . . . , t, be polynomials. Then for any ε > 0 there exist p ∈ N

and a finite subset Q ⊂ G such that for any x ∈ X there exist 1 ≤ n ≤ p and T ∈ Q such
that

ρ
(
T

pi,t(n)
t . . . T

pi,1(n)
1 Tx, Tx

)
< ε for each i = 1, . . . , I.

Proof. Let ε > 0 be given. Choose a finite ε/2-net {x1, . . . , xr} in X. Using Theorem 14.2,
find p ∈ N and Q ⊂ G corresponding to the system

A =
{
1G, g1(n) = T

p1,t(n)
t . . . T

p1,1(n)
1 , . . . , gI(n) = T

pI,t(n)
t . . . T

pI,1(n)
1

}

and r-colorings of G. Given a point x ∈ X, define a coloring χ of G by

χ(T ) = r if ρ(Tx, xr) <
ε

2

(if there is a number of possibilities, choose one of them). Then for some 1 ≤ n ≤ p and
T ∈ Q one has χ(gi(n)T ) = χ(T ), i = 1, . . . , I, and so, ρ

(
gi(n)Tx, Tx

)
< ε, i = 1, . . . , I.

14.4. Now, let d ∈ N and let G be the multiplicative group of upper triangular d × d
matrices over Z with unit diagonal entries. G is nilpotent and torsion-free (moreover, any
finitely generated torsion-free nilpotent group is a subgroup of such G for d big enough
(see, for example, [KM])). It is easy to see that the group ℘G of G-polynomials is the
multiplicative group of upper triangular matrices with unit diagonal entries over the ring
of integral polynomials. Applying Theorem 14.2 to this case, we obtain the following
corollary.

Corollary. Let

gi(n) =




1 pi,1,2(n) pi,1,3(n) . . . pi,1,d(n)
0 1 pi,2,3(n) . . . pi,2,d(n)
0 0 1 . . . pi,3,d(n)
...

...
. . .

...
0 0 . . . 0 1



, i = 1, . . . , I, (14.1)

be d × d matrices, where pi,j,l:Z −→ Z are integral polynomials satisfying pi,j,l(0) = 0,
i = 1, . . . , I, 1 ≤ j < l ≤ d. For any finite coloring of the set G of d× d upper-triangular
matrices over Z with unit diagonal entries there exists T ∈ G and n ∈ N such that the set
{gi(n)T, i = 1, . . . , I} is monochromatic.
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14.5. Corollary 14.4 implies the following “pure” combinatorial fact (compare with Theo-
rem CT in 0.16):

Corollary. Let d, I ∈ N and let pi,j,l:Z −→ Z be polynomials satisfying pi,j,l(0) = 0,
i = 1, . . . , I, 1 ≤ j < l ≤ d. For any finite coloring of Z

d−1 there exist n ∈ N and
(u1, . . . , ud−1) ∈ Z

d−1 for which the set

{(
u1 + pi,1,2(n)u2 + . . .+ pi,1,d−1(n)ud−1 + pi,1,d(n),

u2 + . . .+ pi,2,d−1(n)ud−1 + pi,2,d(n),
...
ud−1 + pi,d−1,d(n)

)
, i = 1, . . . , I

}
(14.2)

is monochromatic.

Proof. Let π:Zd −→ Z
d−1 be the projection forgetting the last coordinate. Define v =

(0, . . . , 0, 1) ∈ Z
d.

The matrix group G introduced in 14.4 acts on Z
d from the left in a natural way. Any

finite coloring ψ:Zd−1 −→ {1, . . . , r} induces a coloring χ:G −→ {1, . . . , r} by the rule
χ(T ) = ψ

(
π(Tv)

)
.

Put g1, . . . , gI ∈ ℘0G by (14.1). Find T ∈ G and n ∈ N such that χ is constant on
the set

{
gi(n)T, i = 1, . . . , I

}
. Then ψ is constant on the set

{
π◦gi(n)Tv, i = 1, . . . , I

}
,

and this gives (14.2) for (u1, . . . , ud−1) = π(Tv) ∈ Z
d−1.

14.6. To obtain combinatorial corollaries of measurable multiple recurrence theorems one
uses the Furstenberg Correspondence Principle (see, for example, [F2]). Now we will de-
scribe a possible way to establish this principle.

Let G be a countable semigroup. Let G+ and G− be two distinct copies of G; we
denote by T+ and T− the elements corresponding to T ∈ G in G+ and G− respectively.
Let G be the set of nonempty finite subsets of G+ ∪ G−. The semigroup G acts on G by
the rule

T{T s1
1 , . . . , T sl

l } = {(TT1)s1 , . . . , (TTl)sl},
where l ∈ N, s1, . . . , sl ∈ {+,−}, {T s1

1 , . . . , T sl
l } ∈ G and T ∈ G. Define X = [0, 1]G . Then

X is a compact metrizable space. A point ω ∈ X has coordinates 0 ≤ ωQ ≤ 1, Q ∈ G,
and a sequence of points ω1, ω2, . . . ∈ X converges to ω ∈ X if and only if (ω1)Q, (ω2)Q, . . .
converges to ωQ for every Q ∈ G.

Let (X,B, µ,G), µ(X) = 1, be a measure preserving system, let A ∈ B. Denote

A+ = A, A− = X \A. Define a point Ψ
(
(X,B, µ,G), A

)
∈ X by the formula

Ψ
(
(X,B, µ,G), A

)
{T

s1
1 ,...,T

sl
l

}
= µ

( l⋂

i=1

AsiT−1
i

)
, l ∈ N, T1, . . . , Tl ∈ G, s1, . . . , sl ∈ {+,−}.

Then, if we write ω = Ψ
(
(X,B, µ,G), A

)
, for any Q ∈ G and any T ∈ G we have:

a) ω{T+,T−} = 0;
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b) ωQ = ωQ∪{T+} + ωQ∪{T−};
c) ωTQ = ωQ.

Denote by M the closed (and so, compact) subspace of X defined by the equations a)
– c). Then Ψ is a mapping from the class of measure preserving systems with a marked
element of the corresponding σ-algebra to M. A key fact is that Ψ is surjective (and
therefore the class of measure preserving systems “is compact” in the topology lifted from
M).

Indeed, given ω ∈ X satisfying the conditions a) – c), defineX to be the set of mappings
from G to the two-element set {+,−}: X = {+,−}G, and B to be the σ-algebra generated
by the “cylinders”

C{T s1
1 ,...,T

sl
l

} =
{
x ∈ X : x(Ti) = si, i = 1, . . . , l

}

for l ∈ N, T1, . . . , Tl ∈ G, s1, . . . , sl ∈ {+,−}. Define a measure µ on B by

µ
(
C{T s1

1 ,...,T
sl
l

}

)
= ω{T

s1
1 ,...,T

sl
l

}, l ∈ N, T1, . . . , Tl ∈ G, s1, . . . , sl ∈ {+,−},

and an action of G on X by (xT )(P ) = x(TP ), x ∈ X, T, P ∈ G. Then (X,B, µ,G) is a

measure preserving system and Ψ
(
(X,B, µ,G), C

{1+
G}

)
= ω.

14.7. The first corollary which one can derive from the considerations in subsection 14.6 is
the existence of “universal constants” in theorems on measurable recurrence. In application
to Theorem NM′ it can be formulated in the following way:

Corollary. Let G be a nilpotent group and let A ⊂ ℘0G be a system. For any a > 0
there exist N ∈ N and C > 0 such that, given a measure preserving system (X,B, µ,G),
µ(X) = 1, and a set A ∈ B with µ(A) ≥ a, there exists 1 ≤ n ≤ N for which

µ
(⋂

g∈A

Ag(n)−1
)
≥ C.

Proof. Assume that for some a > 0 there are no such N,C: let
(
(Xk,Bk, µk, G), Ak

)
,

k = 1, 2, . . ., be a sequence of measure preserving systems and subsets Ak ∈ Bk with
µk(Xk) = 1, µk(Ak) ≥ a and such that

µk

(⋂

g∈A

Akg(n)
−1

)
<

1

k

for each n = 1, . . . , k, k = 1, 2, . . ..
The sequence ωk = Ψ

(
(Xk,Bk, µk, G), Ak

)
, k = 1, 2, . . ., of points of the compact

space M has a limit point ω; let a sequence k1, k2, . . . ∈ N be such that ωkj
−→
j→∞

ω.

Find a measure preserving system (X,B, µ,G) with µ(X) = 1 and A ∈ B for which
ω = Ψ

(
(X,B, µ,G), A

)
. We have then µ(A) = limj→∞ µkj

(Akj
) ≥ a, and, for any n ∈ N,

µ
(⋂

g∈A

Ag(n)−1
)
= lim

j→∞
µkj

(⋂

g∈A

Akj
g(n)−1

)
= 0.

This contradicts Theorem NM′.
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14.8. Let a countable semigroup G act (from the right) on a setM . We say that a sequence
Φ = {Φk}k∈N of finite subsets ofM is a F/olner sequence in M (with respect to the action of

G) if
#(ΦkT△Φk)

#Φk
−→
k→∞

0 for all T ∈ G. In particular, a F/olner sequence in an amenable

group G (see subsection 8.1) is a F/olner sequence with respect to the action of G on itself
by right multiplications.

Given a subset S ∈M , the upper density of S with respect to Φ is

d∗Φ(S) = limsup
k→∞

#(S ∩ Φk)

#Φk
.

14.9. Now we formulate a version of Furstenberg’s Correspondence Principle.

Proposition. Let G be a countable semigroup acting on a set M , let S be a subset
of M and let Φ be a F/olner sequence in M . There exist a measure preserving system
(X,B, µ,G), µ(X) = 1, and a set A ∈ B such that µ(A) = d∗Φ(S) and, for any l ∈ N and
any T1, . . . , Tl ∈ G,

µ
( l⋂

i=1

AT−1
i

)
≤ d∗Φ

( l⋂

i=1

ST−1
i

)
.

Proof. Let Φ1,Φ2, . . . be a subsequence of Φ for which lim
k→∞

#(S ∩ Φk)

#Φk
= d∗Φ(S).

Denote S+ = S, S− = M \ S, and define a sequence of points ω1, ω2, . . . ∈ X by the
formula

(ωk){T s1
1 ,...,T

sl
l

} =
1

#Φk
#
(( l⋂

i=1

SsiT−1
i

)
∩ Φk

)
,

l ∈ N, T1, . . . , Tl ∈ G, s1, . . . , sl ∈ {+,−}, k = 1, 2, . . . .

Find a point ω ∈ X and a sequence k1, k2, . . . ∈ N such that ωkj
−→
j→∞

ω.

Since Φ1,Φ2, . . . is a F/olner sequence, it is easy to conclude that ω ∈ M. Let
a measure preserving system (X,B, µ,G), µ(X) = 1, and a set A ∈ B be such that

Ψ
(
(X,B, µ,G), A

)
= ω. Then

µ(A) = ω
{1+

G}
= lim

j→∞
(ωkj

)
{1+

G}
= lim

j→∞

#(S ∩ Φkj
)

#Φkj

= d∗Φ(S),

and for any l ∈ N and any T1, . . . , Tl ∈ G we have

µ
( l⋂

i=1

AT−1
i

)
= ω{T+

1 ,...,T+
l
} = lim

j→∞
(ωkj

){T+
1 ,...,T+

l
}

= lim
j→∞

1

#Φkj

#
(( l⋂

i=1

ST−1
i

)
∩ Φkj

)
≤ d∗Φ

( l⋂

i=1

ST−1
i

)
.
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14.10. Now it is simple to obtain the following generalization of Szemerédi’s Theorem.

Theorem. Let G be a finitely generated nilpotent group and let A ⊂ ℘0G be a system.
For any subset S ⊆ G of positive upper density in G there exist n ∈ N and T ∈ G such
that

{
Tg(n), g ∈ A

}
⊂ S.

Proof. G acts on itself by right multiplications. S ⊆ G is of positive upper density in
G means that d∗Φ(S) > 0 for some F/olner sequence Φ in G with respect to this action.

By Theorem NM′ and Proposition 14.9, d∗Φ

(⋂
g∈A Sg(n)

−1
)
> 0 for some n ∈ N. In

particular,
⋂

g∈A Sg(n)
−1 is nonempty. Choose T ∈ ⋂

g∈A Sg(n)
−1. Then Tg(n) ∈ S for

all g ∈ A.

14.11. As an example of a pure combinatorial proposition deducible from Theorem 14.10,
let us bring the following its corollary:

Corollary. Let d, I ∈ N and let pi,j,l:Z −→ Z be polynomials satisfying pi,j,l(0) = 0,
i = 1, . . . , I, 1 ≤ j < l ≤ d. Let Π = {Πk}k∈N be a sequence of parallelepipeds in Z

d−1,

Πk =
∏d−1

i=1 {ak,i, ak,i + 1, . . . , bk,i}, where the integers ak,i ≤ bk,i ∈ Z satisfy

bk,d−1 − ak,d−1 −→
k→∞

∞, bk,i − ak,i
|bk,i+1|+ |ak,i+1|+ 1

−→
k→∞

∞, i = d− 2, . . . , 1,

and let S be a subset of Zd−1 whose upper density with respect to Π is positive: d∗Π(S) =

limsup
k→∞

#(S ∩Πk)

#Πk
> 0. Then there exist (u1, . . . , ud−1) ∈ Z

d−1 and n ∈ N such that

{(
u1 + pi,1,2(n)u2 + . . .+ pi,1,d−1(n)ud−1 + pi,1,d(n),

u2 + . . .+ pi,2,d−1(n)ud−1 + pi,2,d(n),
...
ud−1 + pi,d−1,d(n)

)
, i = 1, . . . , I

}
⊂ S.

(14.3)

Proof. Denote by G the nilpotent group of d × d lower triangular matrices over Z with
unit diagonal entries. Put Φk = Πk × {1} ⊂ Z

d, k ∈ N. It is easy to see that the sequence
Φ = {Φk}k∈N is a F/olner sequence in Z

d with respect to the natural right action of G on
Z
d. Define g1, . . . , gI ∈ ℘0G by

gi(n) =




1 0 0 . . . 0
pi,1,2(n) 1 0 . . . 0
pi,1,3(n) pi,2,3(n) 1 0

...
...

. . .
...

pi,1,d(n) pi,2,d(n) pi,3,d(n) . . . 1



, i = 1, . . . , I.

Define S′ =
{
s × {1}, s ∈ S

}
, then d∗Φ(S

′) > 0. By Theorem NM′ and Propo-

sition 14.9, d∗Φ

(⋂I
i=1 S

′g(n)−1
)
> 0 for some n ∈ N. In particular,

⋂I
i=1 S

′g(n)−1 is

nonempty. Choose (u1, . . . , ud−1, 1) ∈
⋂I

i=1 S
′g(n)−1. We have then (14.3) for such n ∈ N,

u1, . . . , ud−1 ∈ Z.
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