AVOIDING THE PROJECTIVE HIERARCHY IN EXPANSIONS OF THE REAL FIELD BY SEQUENCES*
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Abstract. Some necessary conditions are given on infinitely oscillating real functions and infinite discrete sets of real numbers so that first-order expansions of the field of real numbers by such functions or sets do not define \( \mathbb{N} \). In particular, let \( f : \mathbb{R} \to \mathbb{R} \) be such that \( \lim_{x \to +\infty} f(x) = +\infty \), \( f(x) = O(e^{x^N}) \) as \( x \to +\infty \) for some \( N \in \mathbb{N} \), \((\mathbb{R}, +, \cdot, f)\) is o-minimal, and the expansion of \((\mathbb{R}, +, \cdot)\) by the set \( \{ f(k) : k \in \mathbb{N} \} \) does not define \( \mathbb{N} \). Then there exist \( r > 0 \) and \( P \in \mathbb{R}[x] \) such that \( f(x) = e^{P(x)}(1 + O(e^{-rx})) \) as \( x \to +\infty \).

We are interested in expansions, in the sense of first-order definability, of the real field \( \mathbb{R} := (\mathbb{R}, +, \cdot) \) that define infinitely oscillating functions or infinite discrete sets but do not define the set of non-negative integers \( \mathbb{N} \); see [12] for context and extended discussion. In this paper, some necessary conditions are developed for some special, but natural, cases. A bit of work is required before the main results can be stated in full, but preliminary versions can be given right away.

An expansion of \( \mathbb{R} \) is o-minimal if every definable subset of \( \mathbb{R} \) is a finite union of points and open intervals. (Throughout, “definable” means “definable with parameters”.) The literature on o-minimal expansions of \( \mathbb{R} \) has become extensive; see [3–5] for general reference and surveys.

For each fixed \( c \in \mathbb{R} \), the expansion of \( \mathbb{R} \) by the function \( \sin(c \log x) \) does not define \( \mathbb{N} \) (indeed, much more is true; see 1.10 below for details). A preliminary statement of the first main result of this paper shows that we cannot do much better.

**Theorem A.** Let \( f : \mathbb{R} \to \mathbb{R} \) be such that \( f \) is bounded below as \( x \to +\infty \) by a compositional iterate of \( \log x \). If \((\mathbb{R}, f)\) is o-minimal and \((\mathbb{R}, \sin f)\) does not define \( \mathbb{N} \), then there exist \( a, b, c, r \in \mathbb{R} \) and \( g : \mathbb{R} \to \mathbb{R} \) such that \( c, r > 0 \), \( \lim_{x \to +\infty} x^r g(x) = 1 \) and \( f(x) = c \log x + a + bg(x) \) for all sufficiently large \( x \).

(See 2.2 for the full statement.) The converse fails, but details are postponed. It is not yet known if there exist \( f \) such that \((\mathbb{R}, f)\) is o-minimal, \( \lim_{x \to +\infty} f(x) = +\infty \) and \( f \) is not bounded below as \( x \to +\infty \) by a compositional iterate of \( \log x \).

Definable oscillatory functions tend to give rise to definable infinite sequences, and in any case, there are infinite sequences that are of independent interest. For example, given \( P \in \mathbb{Z}[x] \), the expansion of \( \mathbb{R} \) by the set \( \{2^{P(n)} : n \in \mathbb{N}\} \) does not define \( \mathbb{N} \) (again, more is true; see 1.10). A preliminary statement of our second main result shows that we cannot do much better.

Theorem B. Let \( f : \mathbb{R} \to \mathbb{R} \) be such that \( \lim_{x \to +\infty} f(x) = +\infty \) and \( f(x) \leq e^{xN} \) for some \( N \in \mathbb{N} \) and all sufficiently large \( x \). If \((\mathbb{R}, f)\) is o-minimal and the expansion \((\mathbb{R}, f(\mathbb{N}))\) of \( \mathbb{R} \) by the set \( \{ f(k) : k \in \mathbb{N} \} \) does not define \( \mathbb{N} \), then there exist \( c, r > 0 \) and \( P \in \mathbb{R}[x] \) such that \( |f(x)e^{-P(x)} - 1| \leq ce^{-rx} \) for all sufficiently large \( x \).

(See 3.2 for the full statement.) The conclusion is that \( f \) is asymptotic to \( e^P \) at \(+\infty\) in a strong sense (as opposed to just \( \lim_{x \to +\infty} f(x)e^{-P(x)} = 1 \)). Again, the converse fails; details are postponed.

Corollary (of Theorem B). Let \( f : \mathbb{R} \to \mathbb{R} \) be such that \( \lim_{x \to +\infty} f(x) = +\infty \) and \((\mathbb{R}, f)\) is o-minimal. If \((\mathbb{R}, f(\mathbb{N}))\) does not define \( \mathbb{N} \), then \((\mathbb{R}, f)\) defines the function \( e^x \). If \((\mathbb{R}, e^x, f(\mathbb{N}))\) does not define \( \mathbb{N} \), then \( f \) is not bounded above as \( x \to +\infty \) by any fixed compositional iterate of \( e^x \).

Proof. The first assertion follows from the growth dichotomy for o-minimal expansions of \( \mathbb{R} \) ([11], restated below in §1). For the second, note that for each fixed compositional iterate \( L \) of \( \log x \) (with \( \log x := 0 \) for \( x \leq 0 \)), the set \( \{ L(f(k)) : k \in \mathbb{N} \} \) is definable in \((\mathbb{R}, e^x, f(\mathbb{N}))\).

Again, it is not yet known if there exist \( f : \mathbb{R} \to \mathbb{R} \) such that \((\mathbb{R}, f)\) is o-minimal and \( f \) is not bounded above as \( x \to +\infty \) by some iterate of \( e^x \).

Both theorems are connected with the study of expansions of \( \mathbb{R} \) by cyclic subgroups of \((\mathbb{R}^+, \cdot)\); see 2.2 and 3.3.

The theorems and connections to cyclic multiplicative groups rest on a simple principle that applies in much greater generality; it is worth pointing out and proving now.

Asymptotic Extraction of Groups (AEG, for short). An expansion of \( \mathbb{R} \) defines \( \mathbb{N} \) iff it defines the range of a sequence \((a_k)_{k \in \mathbb{N}}\) of real numbers such that \( \lim_{k \to +\infty} (a_{k+1} - a_k) \in \mathbb{R} \setminus \{0\} \). For \( \alpha > 0 \), an expansion of \( \mathbb{R} \) defines the set \( \{ \alpha^k : k \in \mathbb{Z} \} \) iff it defines the range of a sequence \((a_k)_{k \in \mathbb{N}}\) of nonzero real numbers such that \( \lim_{k \to +\infty} a_{k+1}/a_k = \alpha \).

Proof. Let \((a_k)_{k \in \mathbb{N}}\) be a sequence of real numbers and put \( A = \{ a_k : k \in \mathbb{N} \} \).

Suppose that \( \lim_{k \to +\infty} (a_{k+1} - a_k) = \alpha \neq 0 \). By replacing \( A \) with \( \{ -a : a \in A \} \), we take \( \alpha > 0 \). Then \( \lim_{k \to +\infty} a_k = +\infty \), and \( \lim_{k \to +\infty} (a_{k+j} - a_k) = \alpha j \) for each fixed \( j \in \mathbb{Z} \), so

\[ \alpha \mathbb{Z} = \{ r \in \mathbb{R} : \forall \epsilon, M > 0 \exists x, y \in A \cap (M, \infty), |x - y - r| < \epsilon \} \].

Hence, \((\mathbb{R}, A)\) defines \( \mathbb{N} \). (Aside: We have actually shown that \((\mathbb{R}, <, +, A)\) defines \( \alpha \mathbb{Z} \).)

The proof of the multiplicative version is similar; details are left to the reader. □

Here is an outline of the rest of the paper. In §1, some notation, conventions and key basic technical results are established. Theorem A is treated in §2. Theorem B is dealt with in a more general setting, namely, that of Hardy fields; we do this in §3.

1. Preliminaries

“Reduct” and “expansion” are always used in the sense of definability (as opposed to syntax). Given structures \( \mathfrak{R} \) and \( \mathfrak{R}' \), we write \( \mathfrak{R} = \mathfrak{R}' \) if they are interdefinable. Denote \((\mathbb{R}, \mathbb{N})\) by \( \text{PH} \), short for “(real) projective hierarchy”; see e.g. [9, §37.A] for basic facts.
about PH. Every countable subset of $\mathbb{R}$ is definable in PH, so $(\mathbb{R}, \langle f \rangle)$ is a reduct of PH. Hence, $(\mathbb{R}, \langle f \rangle) = PH$ if and only if $(\mathbb{R}, \langle f \rangle)$ defines $\mathbb{N}$.

The variables $k, m, n$ range over $\mathbb{N}$ (the non-negative integers). Sequences and series are indexed by $\mathbb{N}$ unless indicated otherwise. Functions are $\mathbb{R} \to \mathbb{R}$ unless indicated otherwise; $f$ and $g$ range over functions. The restriction of $f$ to $X \subseteq \mathbb{R}$ is denoted by $f|X$. A function is **infinitely increasing** if it is ultimately strictly increasing and unbounded above; *ultimately* abbreviates “for all sufficiently large positive arguments”. We write $f \sim g$ if, for each fixed $\epsilon > 0$, ultimately $|f - g| \leq \epsilon |g|$. (Of course, if $g$ ultimately has no zeros, then $f \sim g$ iff $\lim_{t \to +\infty} f(t)/g(t) = 1$.) The difference operator $f \mapsto f(x+1) - f$ is denoted by $\Delta$, its $n$-th iterate by $\Delta^n$. (Throughout, $f(x+1)$ means $f \circ (x+1)$, not $f \cdot (x+1)$.) The definitions are relativized to functions $\mathbb{N} \to \mathbb{R}$ and sequences of real numbers in the obvious way.

Let $\langle f \rangle$ denote the image of $\mathbb{N}$ under $f$. Typically, we regard $\langle f \rangle$ as a germ at $+\infty$, *i.e.*, we identify $\langle f \rangle$ and $\langle g \rangle$ if $f(k) = g(k)$ for all but finitely many $k$. We say that $\langle f \rangle$ is constant (or monotone, or infinitely increasing) if the same is true ultimately of $f|\mathbb{N}$; we write $\langle f \rangle \sim \langle g \rangle$ if $f(k) \sim g(k)$; and so on. Obviously, $(\mathbb{R}, g, \langle f \rangle)$ defines $\langle g \circ f \rangle$.

Note the following; it will be used frequently.

1.1. If $\langle f \rangle$ is strictly monotone and $N \in \mathbb{N}$ is fixed, then $(\mathbb{R}, \langle f \rangle)$ defines the sequences $\langle f(x+N) \rangle$, $\langle \Delta^N f \rangle$ and $\langle \exp(\Delta^N \log |f|) \rangle$.

**Proof.** We may assume that $\langle f \rangle$ is positive. Then, ultimately, $f(n+N)$ is the $N$-th successor of $f(n)$ in $\langle (f), < \rangle$. Since $N$ is fixed, $(\mathbb{R}, <, \langle f \rangle)$ defines $\langle f(x+N) \rangle$. An easy induction shows that $\Delta^N f$ is a $\mathbb{Z}$-linear combination of the $f(x+k)$, $k = 0, \ldots, N$, so $(\mathbb{R}, <, +, \langle f \rangle)$ defines $\langle \Delta^N f \rangle$, and $(\mathbb{R}, <, \cdot, \langle f \rangle)$ defines $\exp(\Delta^N \log f)$. □

Next is a key intermediate result.

1.2. Let $f, g : (a, \infty) \to \mathbb{R}$ be infinitely increasing and $C^1$ with positive derivatives such that $g' \sim f'$. Then $(\mathbb{R}, g, \langle f^{-1} \rangle) = PH$, where $f^{-1}$ denotes the compositional inverse of $f$.

**Proof.** Then $\langle \Delta(g \circ f^{-1}) \rangle \sim 1$ by the Mean Value Theorem. Apply AEG. □

For $\alpha > 0$, put $\alpha^Z = \{ \alpha^j : j \in \mathbb{Z} \}$. Note that $\alpha^Z$, $\langle \alpha^x \rangle$ and $\langle \alpha^{-x} \rangle$ are pairwise interdefinable over $\mathbb{R}$.

In general, there is no reason to think that $\langle f + g \rangle$ or $\langle fg \rangle$ are definable in $(\mathbb{R}, \langle f \rangle, \langle g \rangle)$. But this, and more, is true in an important special case:

1.3. Let $\alpha > 0$, $\langle f \rangle \sim \langle \alpha^x \rangle$ and $h : \mathbb{R}^2 \to \mathbb{R}$. Then $(\mathbb{R}, h, \langle f \rangle)$ defines $\langle h \circ (f, \alpha^x) \rangle$; in particular, $(\mathbb{R}, \langle f \rangle)$ defines $\alpha^Z$.

**Proof.** It suffices to show that $(\mathbb{R}, \langle f \rangle)$ defines $\{(f(k), \alpha^k) : k \in \mathbb{N}\}$. We may assume that $\alpha > 1$; then $\langle f \rangle$ is infinitely increasing. Now, $\langle f(x+1) \rangle \sim \langle \alpha^{x+1} \rangle = \langle \alpha \alpha^x \rangle \sim \langle \alpha f \rangle$, so $(\mathbb{R}, \langle f \rangle)$ defines $\alpha^Z$ by AEG. Choose $\epsilon \in (0, 1)$ such that $\alpha > (1 + \epsilon)/(1 - \epsilon)$, then choose $M$ such that $(1 - \epsilon)\alpha^k < f(k) < (1 + \epsilon)\alpha^k$ for all $k > M$. Then for all $m, n > M$ we have $m = n$ if $(1 - \epsilon)\alpha^n < f(m) < (1 + \epsilon)\alpha^n$. □

1.4. If $f$ is infinitely increasing and $\lim_{k \to +\infty} \log f(k) - P(k) = 0$ for some $P \in \mathbb{R}[x]$, then there exists $\alpha > 1$ such that $(\mathbb{R}, \langle f \rangle)$ defines $\alpha^Z$. 3
Proof. Put \( d = \deg P \). Then \( \Delta^{d-1} P = ax + b \) for some \( a, b \in \mathbb{R} \) with \( a > 0 \), and \( \langle \exp(\Delta^{d-1} \log f) \rangle \sim \langle e^b e^{ax} \rangle \). Recall that \( (\mathbb{R}, \langle f \rangle) \) defines \( \langle \exp(\Delta^{d-1} \log f) \rangle \) and apply 1.3.

For \( r \in \mathbb{R} \), \( x^r \) denotes the power function \( t \mapsto t^r : (0, \infty) \to \mathbb{R} \); for convenience, we put \( t^r = 0 \) for \( t \leq 0 \). Given an expansion \( \mathcal{R} \) of \( \mathbb{R} \), the set of all \( r \in \mathbb{R} \) such that \( \mathcal{R} \) defines \( x^r \) is a field, called the field of exponents of \( \mathcal{R} \). It is an easy consequence of the Tarski-Seidenberg theorem that \( \mathbb{R} \) is o-minimal and has field of exponents \( \mathbb{Q} \). Given \( S \subseteq \mathbb{R} \), \( (\mathbb{R}, (x^r)_{r \in S}) \) has field of exponents \( \mathbb{Q}(S) \) \([10]\). Since \( (\mathbb{R}, e^x) \) defines log, it has field of exponents \( \mathbb{R} \).

1.5. Let \( \mathcal{R} \) be an expansion of \( \mathbb{R} \) such that every definable subset of \( \mathbb{R} \) either has interior or is nowhere dense. Then either \( \mathcal{R} \) defines no proper nontrivial subgroups of \( (\mathbb{R}^{>0}, \cdot) \) or \( \mathcal{R} \) has field of exponents \( \mathbb{Q} \) and there exists \( \alpha > 1 \) such that every proper subgroup of \( (\mathbb{R}^{>0}, \cdot) \) definable in \( \mathcal{R} \) is of the form \( \mathcal{R}^{q\mathbb{Z}} \) for some \( q \in \mathbb{Q} \).

Proof. If \( \alpha, \beta > 1 \) and \( \beta \) is not a rational power of \( \alpha \), then the direct product \( \alpha^{\mathbb{Z}} \cdot \beta^{\mathbb{Z}} \) is both dense and codense in the positive real line.

1.6. At present, very little is known about expansions of \( \mathbb{R} \) by collections of groups \( \alpha^{\mathbb{Z}} \) (unless all of the groups are rational power images of one of them), even in concrete cases like \( (\mathbb{R}, 2^{\mathbb{Z}}, 3^{\mathbb{Z}}) \), except that dense-codense subsets of \( \mathbb{R} \) are definable \((1.5)\); in particular, it is not yet known if such structures can define \( \mathbb{N} \). Similarly, very little is known about the structures \( (\mathbb{R}, x^r, \alpha^{\mathbb{Z}}) \) where \( r \) is irrational and \( \alpha > 1 \) \((\text{since } \alpha^{r\mathbb{Z}} \text{ is definable})\). The scope of some of the results of this paper is limited by this lack of knowledge.

Given a sequence \( (f_n) \) of functions, we write \( f \sim \sum f_n \) if for each \( m \) and \( \epsilon > 0 \), ultimately \(|f - \sum_{n=0}^m f_n| \leq \epsilon |f_m| \). Warning: Suppose that a series \( F := \sum f_n \) of functions converges to a function on some ray \((a, \infty)\), in particular, if \( f_n|(a, \infty) = 0 \) for all but finitely many \( n \). Then the meaning of \( \langle f \sim F \rangle \) depends on whether \( F \) is regarded as a function or a formal series. This ambiguity occurs often in the literature on asymptotic analysis but causes no trouble in practice provided that sufficient context is given.

Let \( \mathbb{R}((x^R))_\omega \) denote the set of all series \( \sum c_n x^{rn} \) where \( (r_n) \) is a strictly decreasing sequence of real numbers; we do not require that \( r_n \to -\infty \). The support of \( \sum c_n x^{rn} \), denoted by \( \text{supp}(\sum c_n x^{rn}) \), is the set \( \{ r_n : c_n \neq 0 \} \). For \( S \subseteq \mathbb{R} \), let \( \mathbb{R}((x^S))_\omega \) denote the set of all \( F \in \mathbb{R}((x^R))_\omega \) such that \( \text{supp}(F) \subseteq S \). Given \( F = \sum c_n x^{rn} \in \mathbb{R}((x^R))_\omega \), the series \( \sum c_n g^{rn} \) is denoted by \( F \circ g \) or \( F(g) \) as convenient.

1.7. If \( f \sim F \in \mathbb{R}((x^R))_\omega \), then \( \text{supp}(F) \) is contained in the field of exponents of \( (\mathbb{R}, f) \).

Proof. If \( f \sim c x^r \), \( c \neq 0 \) and \( s > 0 \), then \( s^r = \lim_{n \to +\infty} f(st)/f(t) \). Since \( \text{supp}(F) \) is well ordered, the rest is an easy induction.

A routine induction based on 1.3 yields a discrete version of 1.7.

1.8. Let \( \alpha > 0 \), \( \sum c_n x^{rn} \in \mathbb{R}((x^R))_\omega \), \( r \in \text{supp}(\sum c_n x^{rn}) \) and \( d \in \mathbb{N} \). If \( f(k) \sim \sum c_n \alpha^{rnk} \), then \( (\mathbb{R}, \langle f \rangle) \) defines both \( \alpha^{r\mathbb{Z}} \) and \( \langle f - \sum_{n=1}^d c_n \alpha^{rnk} \rangle \).

Next, we recall two key results from o-minimality.
Monotonicity Theorem. If \((\mathbb{R}, f)\) is o-minimal, then there is a partition of \(\mathbb{R}\) into finitely many points and open intervals such that, for each interval \(I\) of the partition, \(f|I\) is \(C^1\) and either constant or strictly monotone.

(See e.g. [3] for the proof.)

An expansion of \(\mathbb{R}\) is **polynomially bounded** if for each definable \(f\) there exists \(n\) (depending on \(f\)) such that ultimately \(f \leq x^n\), and is **exponential** if it defines the function \(e^x\).

**Growth Dichotomy** ([11]). Every o-minimal expansion of \(\mathbb{R}\) is either exponential or polynomially bounded. If \(f\) is definable in a polynomially bounded o-minimal expansion of \(\mathbb{R}\) with field of exponents \(K\), then there exists \(F \in \mathbb{R}(x^K)\) such that either \(\text{supp}(F)\) is infinite and \(f \sim F\), or \(\text{supp}(F)\) is finite and ultimately \(f = F\).

For some interesting examples of polynomially bounded o-minimal expansions of \(\mathbb{R}\), see [6, 7, 10, 15].

An expansion \(\mathcal{R}\) of \((\mathbb{R}, <)\) is **d-minimal** (short for “discrete-minimal”) if for every \(\mathcal{R}'\) elementarily equivalent to \(\mathcal{R}\), every unary set definable in \(\mathcal{R}'\) either has interior or is a finite union of discrete sets. (The idea is that d-minimality should be the next best thing to o-minimality, so to speak, for expansions of \(\mathbb{R}\) that define infinite discrete sets.) If \(\mathcal{R}\) is d-minimal, then every subset of \(\mathbb{R}\) definable in \(\mathcal{R}\) either has interior or is nowhere dense—much more can be said, see [12]—so \(\mathcal{R} \neq \text{PH}\). Next, we consider some examples.

1.9. Let \(\mathcal{R}\) be an o-minimal expansion of \(\mathbb{R}\), \(\alpha > 1\), and \(f\) be such that any of the following hold:

(a) \(\langle f \rangle \subseteq \mathbb{Z}\) and \(\mathcal{R}\) has field of exponents \(\mathbb{Q}\).
(b) there exists \(\beta > 1\) such that \(\langle f \rangle \subseteq \beta^\mathbb{N}\) and \((\mathcal{R}, x^\beta)\) is polynomially bounded.
(c) \(\lim_{k \to +\infty} f(k) = +\infty = \lim_{k \to +\infty} f(k + 1)/f(k)\) and \(\mathcal{R}\) is polynomially bounded.

Then \((\mathcal{R}, \langle \alpha^f \rangle)\) is d-minimal. See [12, §3.4] for (a), [14] for (b), and [8] for (c).

1.10. Some instances of 1.9(a) are particularly relevant to this paper. First, \((\mathbb{R}, \langle \alpha^P \rangle)\) is d-minimal for any \(\alpha > 0\) and \(P \in \mathbb{Z}[x]\), so Theorem B is not vacuous. (I do not yet know what happens in general for \(P \in \mathbb{R}[x]\).) Next we show that Theorem A is not vacuous. Let \(c > 0\); we show that the expansion of \(\mathbb{R}\) by the function \(\sin(c \log x)\) is d-minimal. Put \(\alpha = e^{2\pi/c}\) and \(h = \sin(c \log x)[1, \alpha]\). By [2], \((\mathbb{R}, h)\) is o-minimal and has field of exponents \(\mathbb{Q}\). By 1.9(a), \((\mathbb{R}, h, \alpha^Z)\) is d-minimal. Now observe that \((\mathbb{R}, h, \alpha^Z)\) defines \(\sin(c \log x)\): For \(x > 0\), we have \(y = \sin(c \log x)\) iff there exist \(a \in \alpha^Z\) and \(b \in [1, \alpha)\) such that \(x = ab\) and \(y = h(b)\).

We close this section with a technical

1.11. **Proposition.** Let \(f : (a, \infty) \to \mathbb{R}\) be differentiable and bounded below by a compositional iterate of \(\log x\), \((\mathbb{R}, f)\) be o-minimal and \((\mathbb{R}, f', (f^{-1})) \neq \text{PH}\). Then:

(a) There exist \(c > 0\) and \(F \in \mathbb{R}(x^\mathbb{Z})\) such that \(\text{supp}(F) \subseteq (-\infty, 0)\), and either \(\text{supp}(F)\) is infinite and \(f \sim c \log x + F\), or \(\text{supp}(F)\) is finite and ultimately \(f = c \log x + F\).
(b) \((\mathbb{R}, \langle f^{-1} \rangle)\) defines \((e^{1/c})^Z\).
(c) If every subset of \( \mathbb{R} \) definable in \((\mathbb{R}, f', (f^{-1}))\) either has interior or is nowhere dense, then \((\mathbb{R}, f', (f^{-1}))\) has field of exponents \( \mathbb{Q} \) and \( F \in \mathbb{R}(\langle x^{\mathbb{Q}} \rangle) \).

**Proof.** (a). By the Monotonicity Theorem, we may assume that \( f' \) has no zeros. By assumption, \( f \) is bounded below by some compositional iterate \( L \) of \( \log x \); by iterating \( L \) further, we may assume that \( f/L \) is infinitely increasing, so the same is true of \( f'/L' \). By asymptotic integration (e.g. [13, Prop. 4]), there exists \( g \) definable in \((\mathbb{R}, f', e^x)\) such that \( g' \sim f' \). Hence, by 1.2 and growth dichotomy, there exist \( c > 0, r \in \mathbb{R} \) and \( G \in \mathbb{R}(\langle x^{\mathbb{R}} \rangle) \) such that \( \text{supp}(G) \subseteq (-\infty, r) \), and either \( \text{supp}(G) \) is infinite and \( f' \sim cx^r + G \), or \( \text{supp}(G) \) is finite and ultimately \( f' = cx^r + G \). Then \( r = -1 \) (for if not, then \( g := cx^{r+1}/(r+1) \) is definable in \((\mathbb{R}, f')\) by 1.7, and \( g' \sim f' \), contradicting 1.2). To obtain \( F \), add an appropriate real constant to the formal antiderivative of \( G \).

(b). Since \( f' \sim c/x \), we have \( (\log f^{-1})' \sim 1/c \), so \( f^{-1}(x+1) \sim e^{1/c} f^{-1} \). Apply AEG.

(c). Immediate from (b), 1.5 and 1.7. \( \square \)

1.12. Proposition 1.11 is not vacuous: By 1.9(a), \((\mathfrak{R}, \alpha^{\mathbb{N}})\) is d-minimal for any \( \alpha > 1 \) and o-minimal expansion \( \mathfrak{R} \) of \( \mathbb{R} \) having field of exponents \( \mathbb{Q} \), so the hypothesis of the proposition holds with \( f = \log \alpha x \).

1.13. The converse of Theorem 1.11 fails. Put \( f = \log x + x/(x-1) + e^{-x}; \) then \( f \sim \log x + \sum x^{-k} \) and \((\mathbb{R}, f)\) is o-minimal, indeed, \((\mathbb{R}, f) = (\mathbb{R}, e^x) = (\mathbb{R}, f')\). By 1.11(b), \((\mathbb{R}, (f^{-1}))\) defines \( e^x \). Hence, \((\mathbb{R}, f', (f^{-1}))\) is PH. If we require moreover that \((\mathbb{R}, f')\) be polynomially bounded, then the situation is unclear. For one thing, we run into trouble immediately if \( \text{supp}(F) \not\subseteq \mathbb{Q} \): By 1.7 and 1.11(b), \((\mathbb{R}, f', (f^{-1}))\) defines both an irrational power \( x^r \) and a nontrivial \( \alpha \mathbb{Z} \); now recall 1.6. Even if we assume that \((\mathbb{R}, f')\) has field of exponents \( \mathbb{Q} \), it is not yet clear what can be said, for although \((\mathbb{R}, f', \alpha \mathbb{Z})\) is then d-minimal, it is not yet known how to control the interaction of \( \alpha \mathbb{Z} \) with \((f^{-1})\).

2. Expanding by oscillations

We now obtain a stronger version of Theorem A. First, we make an easy observation, whose proof we leave to the reader.

2.1. Let \( I \subseteq \mathbb{R} \) be an open interval and \( f: I \to \mathbb{R} \) be \( C^1 \) such that \( f' \) has no zeros. Then \((\mathbb{R}, \sin f) = (\mathbb{R}, \cos f, f') = (\mathbb{R}, \sin f, f') = (\mathbb{R}, \cos f)\).

2.2. **Theorem.** Suppose that \((\mathbb{R}, \sin f) \neq \text{PH}, (\mathbb{R}, f) \) is o-minimal and \( f \) is ultimately bounded below by some compositional iterate of \( \log x \). Then:

(a) There exist \( c > 0 \) and \( F \in \mathbb{R}(\langle x^{\mathbb{R}} \rangle) \) such that \( \text{supp}(F) \subseteq (-\infty, 0) \), and either \( \text{supp}(F) \) is infinite and \( f \sim c \log x + F \), or \( \text{supp}(F) \) is finite and ultimately \( f = c \log x + F \).

(b) \((\mathbb{R}, \sin f)\) defines \((e^{x/c})^\mathbb{Z}\).

(c) If every subset of \( \mathbb{R} \) definable in \((\mathbb{R}, \sin f)\) either has interior or is nowhere dense, then \((\mathbb{R}, \sin f)\) has field of exponents \( \mathbb{Q} \) and \( F \in \mathbb{R}(\langle x^{\mathbb{Q}} \rangle) \).

**Proof.** Observe that \( \sin f(t) = 0 \) iff \( \frac{1}{\pi} f(t) \in \mathbb{Z} \), then apply the Monotonicity Theorem, 2.1 and 1.11. \( \square \)
Since Theorem A is not vacuous (1.10), neither is Theorem 2.2. The same difficulties noted in 1.13 arise in trying to formulate appropriate sufficiency conditions.

There is an equivalent formulation of 2.2 that is perhaps more geometrically appealing. Let \( f \) be as assumed in 2.2. For \( R > 0 \), put \( \Gamma_R = \{ (\frac{1}{x} \cos f(x), \frac{1}{x} \sin f(x)) : x > R \} \). Note that \( \Gamma_R \) spirals infinitely around and into the origin as \( x \to +\infty \). Suppose there exists \( R > 0 \) such that \( (\mathbb{R}, \Gamma_R) \) does not define \( \mathbb{N} \). After increasing \( R \), we may take \( f \) to be injective, so for each \( x > R \), \( (\frac{1}{x} \cos f(x), \frac{1}{x} \sin f(x)) \) is the unique point in \( \Gamma_R \) having Euclidean norm \( \frac{1}{x} \). Hence, \( f \mid (R, \infty) \) is definable in \( (\mathbb{R}, \Gamma_R) \), so \( f \) is as in the conclusion of 2.2.

3. Expanding by non-oscillatory sequences

In this section, we establish a stronger version of Theorem B. In brief, we first weaken the assumption that \((\mathbb{R}, f)\) be \( o \)-minimal, then derive a more detailed statement.

A **Hardy field** is a differential ordered field of germs at \(+\infty\) of ultimately differentiable real functions, with the derivative of a germ being the germ of the derivative, and \( f < g \) iff \( f(t) < g(t) \). See e.g. [16,17] for basic facts. We denote the germ of a function \( f \) by just \( f \). For \( 0 < f \in \mathcal{H} \), we write \( \Delta \log f \) instead of \( \Delta(\log f) \) if no ambiguity arises.

I say that a Hardy field \( \mathcal{H} \) is **\( \Delta \)-closed** if \( \Delta f \in \mathcal{H} \) for every \( f \in \mathcal{H} \), equivalently, if \( \mathcal{H} \) is closed under \( f \mapsto f(x+1) \).

Throughout this section, \( \mathcal{H} \) denotes a \( \Delta \)-closed Hardy field containing \( \mathbb{R}(x) \).

By the Monotonicity Theorem, the set of germs at \(+\infty\) of the unary functions definable in a fixed \( o \)-minimal expansion of \( \mathbb{R} \) is a \( \Delta \)-closed Hardy field extending \( \mathbb{R}(x) \). Hence, Theorem B is an immediate consequence of

3.1. If \( f \in \mathcal{H} \) is infinitely increasing, bounded above by some \( e^{xN} \) and \((\mathbb{R}, \langle f \rangle) \neq \text{PH} \), then there exist \( c, r > 0 \) and \( P \in \mathbb{R}[x] \) such that \( |f e^{-P} - 1| \leq ce^{-rx} \).

The proof is deferred to the end of the section.

As already noted, Theorem B is not vacuous, so neither is the above. On the other hand, the converse fails, e.g., \((\mathbb{R}, \langle f \rangle) = \text{PH} \) if \( f = e^{x^2} (1 + e^{-x^2/2}) \); this is implicit in the proof of 3.1, so I omit details. Indeed, any attempt at a converse would have to include much better control of the asymptotics of the error term \( fe^{-P} - 1 \), but it is not clear how to make this precise. Nevertheless, in trying to do so, we are lead to a more elaborate result.

For \( f \in \mathcal{H} \setminus \mathbb{R} \), put

\[
\|f\| = \begin{cases} 
1/|f - \lim_{t \to +\infty} f(t)|, & \text{if } \lim_{t \to +\infty} f(t) \in \mathbb{R} \\
|f|, & \text{otherwise}.
\end{cases}
\]

Note that \( \|f\| \in \mathcal{H} \) and is infinitely increasing. (For every \( f \in \mathcal{H} \), \( \lim_{t \to +\infty} f(t) \) exists in \( \mathbb{R} \cup \{+\infty\} \).)

3.2. **Theorem.** Let \( f \in \mathcal{H} \) be such that \((\mathbb{R}, \langle f \rangle) \neq \text{PH} \). Then there exists \( F \in \mathbb{R}(\langle x^\mathbb{R} \rangle)_\omega \) such that either \( \text{supp}(F) \) is infinite and \( f \sim F(e^x) \), or \( \text{supp}(F) \) is finite and exactly one of the following holds:

\begin{enumerate}
\item \( f = F(e^x) \);
\end{enumerate}
(2) \( f - F(e^x) \notin \mathbb{R} \) and \( \|f - F(e^x)\| > e^{xn} \) for every \( n \in \mathbb{N} \);
(3) \( f - F(e^x) \notin \mathbb{R} \) and \( \|f - F(e^x)\| e^{-P} - 1 \leq ce^{-rx} \) for some \( c, r > 0 \) and \( P \in \mathbb{R}[x] \) of degree at least 2.

Proof of 3.2 from 3.1. Let \( f \in \mathcal{H} \) and \( d \) be the supremum of all \( n \) such that \( f \sim F(e^x) \) for some \( F \in \mathbb{R}((x^\mathbb{R}))_\omega \) with \( \text{card} (\text{supp}(F)) = n \). We are done if \( d = \infty \), so suppose that \( d \in \mathbb{N} \) and \( f \sim F(e^x) \) for some \( F \in \mathbb{R}((x^\mathbb{R}))_\omega \) with \( \text{card} (\text{supp}(F)) = d \). If \( f = F(e^x) \), then we are done, so suppose that \( f \neq F(e^x) \). By 1.8, we may replace \( f \) by \( f - F(e^x) \), that is, we may assume that \( d = 0 \) and \( f \neq 0 \); then \( f \notin \mathbb{R} \). By replacing \( f \) with \( \|f\| \), we may assume that \( f \) is infinitely increasing. If \( f > e^{xn} \) for all \( n \in \mathbb{N} \), then we are done, so suppose otherwise. By 3.1, there exist \( c, r > 0 \) and \( P \in \mathbb{R}[x] \) such that \( |fe^{-P} - 1| \leq ce^{-rx} \). Since \( d = 0 \), we have \( \deg P \geq 2 \). □

No part of Theorem 3.2 is vacuous: Examples of each of the asymptotic behaviors listed in its conclusion are easily obtained from 1.9. As for formulating sufficiency conditions, all difficulties noted earlier in this paper are still present. Moreover, the naive converse to (2) fails: Put \( f = (1 + 1/x)2^{x^2} \) and observe that \( (\mathbb{R}, \langle f \rangle) \) defines \( \langle \sqrt{f(x+1)/f} \rangle \), so \( (\mathbb{R}, \langle f \rangle) = \text{PH} \) (cf. 1.9(b)). Now, 1.9(c) does yield a partial converse to (2): If \( \phi \) is any function such that \( \lim_{k \to +\infty} [\log \phi(k+1)/\log \phi(k)] = +\infty \), then \( (\mathbb{R}, \langle \phi \rangle) \) is d-minimal, but this has nothing at all to do with Hardy fields. The case that \( x^n < \log f < e^{x/n} \) for all \( n \geq 1 \) is the least understood at present, indeed, I have no examples where much of anything can be said beyond that \( (\mathbb{R}, \langle f \rangle) \) defines infinite closed discrete sets.

Next, we collect some consequences of 3.2.

3.3. Corollary. If \( f \in \mathcal{H} \backslash \mathbb{R} \) and \( (\mathbb{R}, \langle f \rangle) \) defines no nontrivial cyclic subgroups of \( (\mathbb{R}^0, \cdot) \), then \( \|f\| > e^{xn} \) for each \( n \).

Proof. Every countable subset of \( \mathbb{R} \) is definable in \( \text{PH} \). Apply 1.4, 1.8 and 3.2. □

3.4. Corollary. If \( f \in \mathcal{H} \) and every subset of \( \mathbb{R} \) definable in \( (\mathbb{R}, \langle f \rangle) \) either has interior or is nowhere dense, then there exists \( \alpha > 1 \) such that the conclusion of 3.2 holds with \( F \in \mathbb{R}(\langle x^\mathbb{Q} \rangle)_\omega \) and \( e^x \) replaced uniformly by \( \alpha^x \).

Proof. By 3.3, there is nothing to do if \( (\mathbb{R}, \langle f \rangle) \) defines no nontrivial cyclic subgroups of \( (\mathbb{R}^0, \cdot) \), so suppose that \( (\mathbb{R}, \langle f \rangle) \) defines some \( \alpha^z \) with \( \alpha \neq 1 \). Replace \( F \) as in 3.2 with \( F(x^{1/\log \alpha}) \), which is then in \( \mathbb{R}(\langle x^\mathbb{Q} \rangle)_\omega \) by 1.5 and 1.8. □

3.5. Corollary. If \( f \in \mathcal{H} \backslash \mathbb{R} \) and \( (\mathbb{R}, e^x, \langle f \rangle) \neq \text{PH} \), then \( \|f\| \) is greater than every compositional iterate of \( e^x \).

Proof. If not, there is a compositional iterate \( L \) of \( \log x \) such that \( L \circ \|f\| \leq \log x \). By 3.1, \( (\mathbb{R}, (L \circ \|f\|)) = \text{PH} \). Note that \( (\mathbb{R}, e^x, \langle f \rangle) \) defines \( \langle L \circ \|f\| \rangle \). □

We now proceed toward the proof of 3.1.

By [16, Cor. 1.1], there is a Hardy field extension of \( \mathcal{H} \) that is closed under exponentiation and taking logarithms of positive elements; since \( \Delta \log x = \log(1 + 1/x) \) and \( \Delta e^x = (e - 1)e^x \), any minimal such extension is \( \Delta \)-closed, so we may assume that \( \mathcal{H} \) is closed under exponentiation and taking logarithms and powers of positive elements.
The reader is now assumed to be familiar with the basics of Rosenlicht’s treatment of Hardy fields, in particular, [17, pp. 659–662] and [18, §1]. For the most part, we use the same notation and conventions. Put \( \mathcal{H}' = \mathcal{H} \setminus \{0\} \), and let \( \nu \) denote the canonical valuation on \( \mathcal{H} \) (with \( \nu(0) > \nu(\mathcal{H}') \)).

Since \( \mathcal{H} \) is \( \Delta \)-closed, we have a minor extension of the usual Hardy field version of L'Hôpital’s Rule. Let \( g, h \in \mathcal{H}' \), \( \nu(g) \neq 0 \). If \( \nu(g) < \nu(h) \), then \( \nu(g') < \nu(h') \) and \( \nu(\Delta g) < \nu(\Delta h) \). If \( \nu(h) \neq 0 \), then \( \nu(g) \leq \nu(h) \) iff \( \nu(g') \leq \nu(h') \) iff \( \nu(\Delta g) \leq \nu(\Delta h) \).

(The proof is an exercise.)

If \( f \in \mathcal{H}' \) and \( \nu(f) \neq 0 \), then \( \text{Cl}(f) \) denotes the comparability class of \( f \), that is, the set of all \( g \in \mathcal{H}' \) such that \( \nu(g) \neq 0 \) and there exist \( m, n \) such that \( \|f\| \leq \|g\|^m \) and \( \|g\| \leq \|f\|^n \). The collection of all comparability classes of \( \mathcal{H} \) is linearly ordered by \( \text{Cl}(f) < \text{Cl}(g) \) iff \( \|f\|^n < \|g\| \) for all \( n \). Recall the key basic fact about comparability: If \( f, g \in \mathcal{H}' \) and \( \nu(f), \nu(g) \neq 0 \), then \( \text{Cl}(f) \leq \text{Cl}(g) \) iff \( \nu(\log|f|) \geq \nu(\log|g|) \) iff \( \nu(f'/f) \geq \nu(g'/g) \).

3.6. Let \( f \in \mathcal{H}' \), \( \nu(f) \neq 0 \) and \( \text{Cl}(f) < \text{Cl}(e^x) \). Then \((\mathbb{R}, \langle \Delta f/f \rangle, \langle \Delta^2 f/\Delta f \rangle) = \text{PH} \), in particular, \((\mathbb{R}, \langle f \rangle) = \text{PH} \).

Proof. We may assume that \( f > 0 \). Note that \( f', \Delta f \neq 0 \). The result is obvious if \( f \in \mathbb{R}, x + \mathbb{R} \), so we may assume also that \( f''\Delta^2 f \neq 0 \).

First, we show that \( \nu(f') = \nu(f) \). We have: \( \text{Cl}(f) < \text{Cl}(e^x) \) iff \( \nu(\log f) > \nu(x) \) iff \( \nu(\Delta \log f) > 0 \) iff \( e^{\Delta \log f} \sim 1 \) iff \( f(x+1) \sim f \) iff \( f'(x+1) \sim f' \) (by L'Hôpital). By the Mean Value Theorem, \( 1 \leq \Delta f/f' \leq f'(x+1)/f' \). Hence, \( f' \sim \Delta f \), so \( \nu(f') = \nu(f) \).

Next, there are three cases to consider, based on the relation of \( \text{Cl}(f) \) to \( \text{Cl}(x) \).

Suppose that \( \text{Cl}(f) = \text{Cl}(x) \), that is, \( \nu(1/x) = \nu(f'/f) = \nu(f/f) \). Then \( \nu(f/f) = \nu(x) \). By L'Hôpital, \( \nu(\Delta(f/f)) = 0 \). By AEG, \((\mathbb{R}, \langle f/f \rangle) = \text{PH} \).

Suppose that \( \text{Cl}(f) \) \( < \text{Cl}(x) \); then all of \( \nu(f''), \nu((\Delta f)') \), \( \nu(\Delta^2 f) \) are nonzero. Since \( \nu(f') = \nu(\Delta f) \), we have by L'Hôpital both \( \nu(f'') = \nu((\Delta f)') \) and \( \nu(\Delta(f')) = \nu(\Delta^2 f) \).

Clearly, \( (\Delta f)' = \Delta f \), so \( \nu(f'') = \nu(\Delta^2 f) \). By [18, Prop. 2(3)], \( \nu(f''/f') = \nu(1/x) \), so \( \nu(\Delta(f/\Delta f)) = 0 \) and \( \nu(\Delta(f/\Delta^2 f)) = 0 \). By AEG, \((\mathbb{R}, \langle \Delta f/\Delta f \rangle, \langle \Delta^2 f/\Delta f \rangle) = \text{PH} \).

Finally, suppose that \( \text{Cl}(f) \) \( > \text{Cl}(x) \). Since \( \text{Cl}(e^x) > \text{Cl}(f) \) and \( \nu(f') = \nu(f) \), we have \( \nu(x) < \nu(f/f) < 0 \). Hence, \( f/f \) is infinitely increasing and bounded above by \( x \), so \( \text{Cl}(f/f) \leq \text{Cl}(x) \). Replace \( f \) by \( f/f \) and argue as in the previous two cases.

We are now ready for the

Proof of 3.1. Let \( f \in \mathcal{H} \) be infinitely increasing such that \((\mathbb{R}, \langle f \rangle) \neq \text{PH} \) and \( \nu(\log f) \geq \nu(x^n) \) for some \( n \). We must find \( r > 0 \) and \( P \in \mathbb{R}[x] \) such that \( \nu(fe^{-P} - 1) \geq \nu(e^{-rx}) \). By 3.6, there exists \( n \geq 1 \) such that \( \nu(x^{n+1}) < \nu(\log f) \leq \nu(x^n) \). We proceed by induction on \( n \).

Suppose that \( \nu(x^2) < \nu(\log f) \). Then \( \nu(\log f) = \nu(x) \). If not, then \( \nu(x) < \nu(\Delta \log f) < 0 \) by L'Hôpital, so \( \text{Cl}(e^{\Delta \log f}) < \text{Cl}(x) \), contradicting 3.6. Hence, there exists \( b > 0 \) such that \( \log f \sim bx \). Put \( g = fe^{-bx} \); then \( g \in \mathcal{H}' \), and either \( \nu(g) = 0 \) or \( \text{Cl}(g) < \text{Cl}(e^x) \). Routine computation shows that both \( \langle \Delta g/g \rangle \) and \( \langle \Delta^2 g/\Delta g \rangle \) are definable in \( (\mathbb{R}, \langle f \rangle) \), so by 3.6 applied to \( g \), we must have \( \nu(g) = 0 \), that is, there exists \( a > 0 \) such that \( f \sim ae^{bx} \). Put \( P = bx + \log a \). If \( f = e^P \), then we are done, so suppose not. Put
Since $r > 0$ and $Q \in \mathbb{R}[x]$ such that

$$\nu(e^{-rx}) \leq \nu(e^{\Delta \log f e^{-Q} - 1}) = \nu(\exp(\Delta \log f - Q) - 1).$$

Since $\nu(\Delta \log f - Q) > 0$, we have $\exp(\Delta \log f - Q) - 1 \sim \Delta \log f - Q$, so $\nu(\Delta \log f - Q) > \nu(e^{-rx})$. Choose (by basic algebra) $P \in \mathbb{R}[x]$ such that $\Delta P = Q$ and $\nu(\log f - P) > 0$ (we are free in the choice of $P(0)$). Then

$$\nu(\Delta (\log f - P)) = \nu(\Delta \log f - Q) \geq \nu(e^{-rx}) = \nu(e^{-rx}).$$

By L'Hôpital, $\nu(\log f - P) \geq \nu(e^{-rx})$. Since $fe^{-P} - 1 = e^{\log f - P} - 1 \sim \log f - P$, we have $\nu(fe^{-P} - 1) \geq \nu(e^{-rx})$. \hfill \Box

We can extract a lesson from the proof. Write $f = e^{P+g}$. For $n > \deg P$, we have $\exp(\Delta^n \log f) = \exp(\Delta^n g)$, so $(\mathbb{R}, \langle f \rangle)$ defines $\langle \exp(\Delta^n g) \rangle$; any attempt at formulating a converse to 3.1 must take account of this.

**Remark.** This section is a compromise between proving only Theorem B—i.e., the case that $(\mathbb{R}, f)$ is o-minimal—and attempting to work in the greatest possible generality. Much of the above does not really require working over a $\Delta$-closed Hardy field extending $\mathbb{R}(x)$, only that all sequences involved be contained in a sufficiently well-behaved collection of sequences; see [1] for one possible approach.
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