Penneys Math 8110, Higher Linear Algebra Fusion categories

TODO: lead in

3.1. Monoidal categories.
Definition 3.1.1. A monoidal category is a category C together with the following additional
data:

e A functor —® —:C xC — C,
e A distinguished object 1. € C,

e associator isomorphisms agp.: a® (b®c) =N (a®b)®c for all a,b, c € C, separately
natural in all components, and
e unitor natural isomorphisms A\, : lc ® a — a and p, : a® 1¢ — a for all a € C,
and this data must satisfy the following axioms:

e (pentagon) for all a, b, c,d € C, the following diagram commutes:

a®(b®(c®d) —22 5 (40 b) ® (c® d)

ida ©a 0.0 (a®b)®c)®d (0)

%M@idd

2 ((b®c)®d) —2 5 (4@ (b®c)) ®d

e (triangle) for all a,b € C, the following diagram commutes:

a® (lc®b) e B ya®b

O‘m %db (A)

(a®1le)®@b

A monoidal category (C,®, l¢, a, A, p) is called strict if for every a,b,c € C, a ® (b® ¢) =
(a®b)®cand 1l ®a =a® l¢ = a, and the natural isomorphisms ag ., As, and p, are all
identity morphisms.

A linear monoidal category is a linear category with a monoidal structure such that ® :
C x C — C is bilinear.

Example 3.1.2. For G a finite group, we endow Vec(G) with the structure of a tensor
category by

(VeW), =P Vie W
hk=g

where the associator just moves parentheses.

Example 3.1.3. Let G be a finite group. A 3-cocycle w € Z3(G;C*) is a function w :
G x G x G — C* such that for all g, h, k € G,

w(h, k, O)w(gh, k,0) " w(g, hk, Ow(g, h,kO) " w(g, b, k) = 1.
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The linear monoidal category Vec(G,w) has the same underlying linear category and monoidal
product as Vec(G), but we twist the associator and unitors by oy, = w(g, h, k) idgns,
Ay = w(g,1,1)idy, and p, == w(1,1,9)"'. (Prove that the pentagon () and triangle (A)
axioms hold!)

Example 3.1.4. We endow Rep(G) with the structure of a monoidal category by
(V,m) @ (W, p)=(VeoW,r®p),
where again the associator just moves parentheses.

Example 3.1.5. If C is a category, then End(C) = Fun(C — C) is a strict monoidal category
with tensor product given by composition of functors.

Example 3.1.6. We endow TLJ(d) from the previous chapter with the structure of a strict
tensor category as follows. On objects, we define m ® n = m + n. For string diagrams
x € TLI(d)(m — n) and y € TLI(d)(p — q), we define x @ y € TLI(d)(m +p — n+q) to be
the horizontal concatenation of x and y. For an explicit example,

O O
Llela)=laa)
We then extend — ® — : TLJ(d) x TLJ(d) — TLJ(d) bilinearly in each argument. TODO:
more detail

Exercise 3.1.7 (Exchange relation). Suppose C is a monoidal category and f € C(a — ¢)
and g € C(b — d). Prove that

(f ®@idg) - (id, ®g) = (idy ®g) - (f @ idy) (3.1.8)

Facts 3.1.9. In a monoidal category,
e We may view the unitors A and p as natural isomorphisms A : 1o ® — = id¢ and
p: — ® le¢ = ide respectively, witnessing that 1¢ ® — and — ® 1¢ are equivalences.
o We always have A\;, = p1, : lc®1¢ — 1¢. (This is a rather tricky exercise; see [HV19,
Ex. 1.13].)
e The existence of (1¢, A, p) is a property and not additional structure. TODO: get
this right

Proposition 3.1.10. In a monoidal category, Ende(1c) is a commutative moniod.

Proof. Observe that the following diagram commutes for all f,g: 1¢ — 1¢:

-1

A A
lf lidlc ®f lid1c ®g lg
)\;(:}:p;(jl AlC:plc
le —— 311l 618 1@l ——<

le

. Joeianc |seine |7

T S P R— S Dl S
Going right and then down is f - g, and going down and then right is g - f. O
Exercise 3.1.11. Consider the category BM for a monoid M. Show that BM can be given

a tensor product if and only if M is commutative.
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Definition 3.1.12. A monoidal functor F' : C — D between monoidal categories is a functor
F': C — D together with a family of tensorator isomorphisms F7, : F(a) ® F(b) = F(a®b)
and a unitor isomorphism F° : 1p — F(1¢) satisfying the following axioms:

e (associative) for all a, b, c € C, the following diagram commutes:

idp(a) ®F F2 hoe
s

Fla) @ Fb®c¢) ——— F(a® (b®¢))

C
lF(aa,b,C)
2
Fa®b,c

Fla®b)® F(c) ———— F((a®b) ® ¢)

F(a)® (F(b) ® F(c))
la?(a),F(b),F(C)
(F(a) ® F(b)) ® F(c)

e (unital) for all ¢ € C, the following diagrams commute:

F? ,®idp()

A?(c) ple(C)
1p ® F(c) F(c) F(c)®1p F(c)
lF0®idF<c) . TF()\S) lidF(@ QF° , TF(pS)
F c FC
F(lg) @ F(¢) —5% F(le ® ¢) F(e)® F(l¢) — F(c® 1¢)

We call F strict if F}, and F° are all identities.
A monoidal natural transformation 6 : F = G between monoidal functors is a natural
transformation satisfying the following axioms:

e (unital) The following diagram commutes:

y & (3.1.13)

F(l¢) < > G(1e)

Observe that this means 6;, = G° - (F°)~! is completely determined and invertible.
e (monoidal) For all a,b € C, the following diagram commutes:

F(a)® F(b) —=2% 5 G(a) ® G(b)
lFf,b lcg,b (3.1.14)
Fla®b) — 2 & Gla®b)
Two monoidal categories C,D are equivalent if there are monoidal functors F' : C — D and
G : D — C together with monoidal natural isomorphisms F'o G = idp and G o F' = id.

Example 3.1.15. Suppose we have a monoidal functor F' : Vec(G,w) — Vec. Then the
tensorator £, : F(g)® F(h) — F(g®h) can be identified with a non-zero scalar in C*, and
thus we get a function F?2 : G x G — C*. Since every object in the associativity condition
for F' for the objects g, h, k € G is just the complex numbers C, the associativity condition
reduces to the formula

Wy bk = (Fﬁ,k)_l . Fth,k : (FgQ,hk)_l : FgQ,ha
and thus w™! = dF?. We conclude that the class of w in H?*(G,C*) must be trivial.

Exercise 3.1.16. Show that a monoidal functor F' : C — D whose underlying functor is an

equivalence of categories can be augmented to an equivalence of monoidal categories.
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Theorem 3.1.17 (MacLane Coherence). Every monoidal category C is equivalent to a strict
monoidal category.

Proof. For each a € C, we have a functor a ® — : C — C by ¢ — a ® c. We get a monoidal
functor C — End(C) by a — a ® —, where the tensorator is given by Fjb = Qgp—
a®(b®—) = (a®b) ® —. We see that C is equivalent as a monoidal category to the
monoidal subcategory of End(C) whose objects are the functors a ® — and whose morphisms
are those coming from C. This latter category is strict. O

Remark 3.1.18. We will see later on that if we view a ® — as a right C-module functor,
then the above proof gives a monoidal equivalence C = End(Ce).
Example 3.1.19. Suppose C is a linear monoidal category. The additive envelope Add(C)

can be endowed with a monoidal structure by (a;); ® (b;)"_; = (a; ® bj)%’)n:)(l )y us-

j=1
ing the lexicographic ordering, and similarly for morphisms. The associator is given by
(Q(ay),(;),(cx) )isjik = Qay e~ The unit is (1¢), and the unitors are given by (A(,)): = Mg, and
(p(ai))i = Pa;-

The canonical inclusion ¢ : C — Add(C) is strict monoidal, and the universal property also
holds for monoidal functors, i.e., For every linear monoidal category D which admits direct

sums, precomposition with ¢ : C < Add(C) gives an equivalence of categories
Fung (Add(C) — D) 5 Fung(C — D).

Example 3.1.20. Suppose C is a monoidal category. The idempotent completion Idem(C)
can be endowed with a monoidal structure by (a,e) ® (b, f) = (a ® d,b ® f), and similarly
for morphisms. The associator is given by

Aae), (b1 (c9) = (€D f) ® g)ape = Aape (6@ (f ®g)).
The unit is (1¢,id;,), and the unitors are given by Acey = e- A = A - (I¢ ® €) and
Plee) = € Pe = Pec - (6 & 1C)
Again, the canonical inclusion is strict monoidal and satisfies the obvious universal prop-
erty.

Example 3.1.21. Suppose C is a linear monoidal category. the Cauchy completion ¢(C) =
Idem(Add(C) is also monoidal by combining the previous two examples. As usual, the canon-
ical inclusion is strict monoidal and satisfies the obvious universal property.

Exercise 3.1.22. A category is called skeletal if whenever two objects are isomorphic, they
are in fact equal. Show that every (monoidal) category is equivalent to a skeletal (monoidal)
category.

Remark 3.1.23. For a general linear monoidal category C, we can ask for at most 2 out of
3 of the properties strict, skeletal, and Cauchy complete.

Exercise 3.1.24. For a monoidal category C, there are three notions of opposite one might
take:
e The category C° is the arrow opposite.
e The category C™ is the monoidal opposite, where a ®uyp b = b ® a. The associator
is given by P =a ;.
e The category C™P is both the arrow and monoidal opposite.

Show that all three of these notions of opposite give monoidal categories.
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3.2. Graphical calculus for monoidal categories and dualizability. The graphical cal-
culus is a powerful and elegant formalism for calculations in a monoidal category. Essentially,
string diagrams are dual to pasting diagrams. We first illustrate for ordinary categories, after
which we illustrate for monoidal categories.

Morphisms are often first viewed as 1D arrows between 0D objects.

o—e A —— > a b A
a b dual a b node to coupon rotate
a

In the string diagrammatic calculus, we dualize these pictures, representing the objects as
1D strings and morphisms as 0D coupons. Strings are always oriented, but by convention,
we will suppress this orientation using the convention that we always read either left to right
or bottom to top. Composition is given by stacking coupons.

f g f
o—>0—>e o ard a b c s
a b c

rotate

In a monoidal category, we represent identity morphisms as strands without coupons, and
we represent the monoidal product by horizontal juxtaposition. Observe that the exchange
relation means we can perform vertical isotopy without changing the morphism. Typically
we will write a doubled strand to indicate a monoidal product of two objects. For example,

for f € C(a — ¢) and g € C(b — d),

504 -9

Remark 3.2.1. Above, we saw that we can think of a monoidal category as a 2-category
with one object via delooping. Thus dualizing a 2D pasting diagram yields a 2D string
diagram, where O-morphisms are presented by regions, 1-morphisms are represented by 1D
strands, and 2-morphisms are represented by 0D coupons. Since we have only one object,
we have only one region, which is unlabelled. When we generalize the graphical calculus to
2-categories, our regions will obtain shadings.

Associators can then be represented by: coupons with three strands, three strands with
no coupons where we change the horizontal position of the middle strand, or my personal
favorite: omitted entirely!

Similarly, we may represent a unitor by coupon with a dashed strand labelled for 1., a dashed

strand which terminates on another strand, or we may simply choose to never draw the unit
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object 1¢ and suppress all unitors, e.g.,

or

While the reader may worry that omitting associators and unitors could lead to some kind
of problem, in fact, it is not by the following theorem.

Theorem 3.2.2 (Correctness and completeness of graphical calculus [HV19, Thm. 1.8]). A
well-typed equation between morphisms in a monoidal category follows from the axioms if
and only if it holds in the graphical calculus up to isotopy. (Here, isotopy must fiz lower and
upper boundaries, and may not create any local mazima/minima of strands.)

Basically, this theorem tells us that every string diagram can be interpreted in infinitely
many ways as an algebraic expression in the morphisms of C (e.g., we may put in an ar-
bitrary number of copies of 1¢, and an arbitrary number of o and a~! which cancel), but
given particular parenthesizations for the source and target objects, any one of these infinite
algebraic expressions yields the same morphism in C. Using this convention, we will suppress
the associator whenever possible; the reader who is uncomfortable with this is welcome to
work in an equivalent strict monoidal category.

Example 3.2.3. In this example, we give a strict diagrammatic presentation of Vec(G,w)
where w € Z3(C*). First, for each pair g, h € G, pick an isomorphism i, : Cyp, — C, @ Cy,
which we denote by a trivalent vertex. To ease the notation, we denote C, by g.

9 h

ﬂg;\r/

gh

Since Hom(g ® (h ® k) — (¢ ® h) ® k)) is 1-dimensional, the left and right associated tree
diagrams must be equal up to a non-zero scalar w(g, h, k) € C; this is exactly the suppressed
associator in the graphical calculus for the non-strict model of Vec(G,w).

9 h k 9 h k
Bhk Hg,h
\%hk =w(g,h, k) #;,.g/ .
ghk ghk

Observe now that any other choice of isomorphism 1 ;, differs from 4, by a non-zero scalar,
say py , = B(g, h)pgn. We then see that replacing the p with 1/ changes the scalar w(g, h, k)
by multiplying by

1
(dB)(g, h, k)

This has the effect of multiplying w by a 3-coboundary, resulting in a cohomologous cocycle.

B(h, k)~ B(gh, k)B(g, hk) ™" B(g, h) =

Definition 3.2.4. Suppose C is a monoidal category. A dual of an object ¢ € C consists of:

e an object ¢V € C called a dual of ¢, and
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e cvaluation and coevaluation morphisms ev, : ¢’ ® ¢ — 1¢ and coev, : 1¢ — c® ¢
which we represent graphically by a cap and a cup respectively

1le c cY
eve= coev, = \UJ
C\/ C 1C

satisfying the snake/zig-zag equations, which are best expressed graphically:
C C\/

» _ A (3.2.5)

c c eV c

(As this is the first time we have done so, we remark that the diagrams in (3.2.5) suppress
associators and unitors. We leave it as an exercise to the reader to write the corresponding
pasting diagrams. We will not make this kind of remark below.)

The object ¢ € C is called dualizable if ¢ has a dual, and there is a predual object ¢, € C
which has a dual (¢y)" such that there exists an isomorphism ¢ = (¢y)".

We say C has duals or is rigid if every object is dualizable.

Exercise 3.2.6. Consider the linear monoidal category Vec,, of (possibly infinite dimen-
sional) complex vector spaces. Prove that V' € Vec,, is dualizable if and only if V' is finite
dimensional. Repeat this exercise for Hilb,

Facts 3.2.7. Here are some elementary properties about duals in a monoidal category C.

(V1) Suppose ¢ € C is dualizable. If coev, : 1c — ¢ ® ¢V satisfies (3.2.5), then coev’, =
coev,. In this sense, we say coev,. is completely determined by ev.. Similarly, ev, is
completely determined by coev.,.

(V2) Duals are unique up to canonical isomorphism; that is, the space of duals of an
object ¢ € C is contractible. Indeed, by the previous property, if ¢ € C with duals
(¢}, coev;,ev;) for i = 1,2, the isomorphism

= (U7 = i) - s 0y

Cy

is the unique isomorphism ¢y — ¢ satisfying

v v
cy c cy
N C q e & _ %
Vg = & ¢ = c al coevy = " = c .
cy c cy

(vV3) (Frobenius reciprocity) If b € C is dualizable, there are canonical isomorphisms
Cla®b—c)=Cla—cxb’) and Cla—=b®c)=C(bY ®a—c) (3.2.8)

g
5.6

which are natural in both ¢ and c.




(V4) If a,beC,and n: 1¢c > a®band € : b® a — 1¢ satisfy one zig-zag relation, say

Additionally,
e If 1, € are isomorphisms, then so is the above zig-zag (what is its inverse?). Since
the only invertible idempotent is the identity, the above zig-zag must equal id,.
e If C is idempotent complete, a splitting (a", r, s) for this other zig-zag idempotent
gives a dual with

(V5) (Adjoint equivalences) We call an object a € C invertible if there is an object b € C
and isomorphisms 7y : l¢ > a® b and € : b ® a — 1¢. We abbreviate

o =\, Mo =™, 6 =\, and € =/"\.
Setting

n =1 =\ and €=

we see that 1 and € are isomorphisms satisfying one zig-zag:

570 0

Hence by the first bullet point in (\V4), n, € also satisfy the other zig-zag. The tuple
(a,b,m, €) is called an adjoint 6quwalence for reasons which will be made clear in [[]]
in the next chapter.
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(v6) If F': C — D is a monoidal functor and ¢ € C is dualizable, then so is F'(¢) with dual
F(c") and evaluation and coevaluation given by

2

Fvc €Ve
ev:F(cv)®F(c)—c—’—>F(cv®C)£(——)—>

1c

(coeve)

(chv)*l
Flc®c') ——— F(c) ® F(c").

Thus if F'(¢)" is any other dual of F(¢) € D, the unique isomorphism F(c¢") — F(c)"
compatible with the (co)evaluations is given by

F
coev : 1¢

id ® coevp(c) v V FCQV Bid = Vv
——— 5 F(")®@F(c)® F(c)) ——— 1¢® F(c)" = F(c)".

(3.2.9)

(V7) If C is rigid and F, G : C — D are two monoidal functors, then every monoidal natural

transformation p : F' = G is invertible. More precisely, if ¢ € C is dualizable, then

pev is invertible with inverse (p.)¥, up to the canonical isomorphism (3.2.9), i.e., the
following diagram commutes.

(i F(c) S F(eV)® 1¢

F(e¥) 22 G(ev)

lcf lc?
Vv

F(e)Y «2— G(e)Y

One uses monoidality and naturality of p in the following string diagrammatic proof.

(While one might think the naturality axiom for a monoidal natural isomorphism
should leave a floating coupon labelled p;, = G°-(F°)~! by (3.1.13), the diagrammatic
calculus suppresses a (G°)~! at the top after the G(ev,) coupon on the first line, and
the (F°)~! is then left over to be suppressed on the top of the F(ev,) at the end of
the calculation.)

Composition in the other direction is treated similarly.

Exercise 3.2.10. Give a direct proof that 7, € satisfy the other zig-zag in (\V5).
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3.3. Semisimple multitensor categories.

Definition 3.3.1. A multitensor category is a semisimple' monoidal category in which all
objects are dualizable. A multitensor category is called a tensor category if 1¢ is simple, i.e.,
dim(End(1¢)) = 1.

A multifusion category is a finite multitensor category. A multifusion category is called a
fusion category if 1¢ is simple.

finite infinite
1e simple fusion tensor
1¢ not simple | multifusion | multitensor

Remark 3.3.2. Multitensor categories admit a graphical calculus where strings may have
local maxima and minima, and we may perform isotopies which create or annihilate finitely
many of such minima.

As we saw in [[|], a finitely semisimple category C is equivalent as a category to Vec®,
where 7 is the rank of C, which is the number of isomorphism classes of simple objects. Thus
the only interesting part of a fusion category is the tensor product, which tells us how simple
objects (thought of as elementary particles) merge and split.

Definition 3.3.3 (Fusion rules). Suppose C is a semisimple linear monoidal category, and
let Irr(C) be a set of representatives for the simple objects of C which includes 1¢. For
a,b,c € Irr(C), we define the fusion rules as the non-negative integers

¢ :=dim(Hom(a ® b — ¢)) = dim(Hom(c — a ® b)).

The equality above follows by semisimplicity; indeed, by the Yoneda Lemma [[||, we have an
isomorphism
a®b 22 @ Cla®b—c)®c= @ PN,
celrr(C) celrr(C)

The fusion graph T', of a € C has vertices the set Irr(C) and dim(Hom(a ® b — ¢)) oriented

edges between the vertices b, ¢ € Irr(C).
We call C multiplicity free it NS, € {0,1} for all a, b, ¢ € Irr(C).

Exercise 3.3.4. Suppose G is a finite group.

e Show that the fusion graph of g € Vec(G) is a dijoint union of |g|-cycles.
e Show that the fusion graph of C|[G| € Vec(G) is the graph with vertices labelled by
g € G and one edge from g to h for every g,h € G.

Exercise 3.3.5. Consider the fusion category Rep(S;). Compute the fusion graph for the
standard 2-dimensional representation of Ss.

Facts 3.3.6. We have the following elementary properties about semisimple multitensor
categories. (Proofs are much easier if you assume C is unitary!)

n [EGNO15], semisimple is replaced with locally finite abelian.
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(MT1) For all a,b,c,d € Irr(C), the associator gives an isomorphism between the following
two decompositions using the canonical isomorphism wv:

b= @ Chec— flreaf= P Choc— leClad f—+ded

ferr(C) d,f€Irr(C)
eebecx P Cavb—e)cve @ Cla®b—e)@C(c@e—d) d.
e€Irr(C) e, d€lrr(C)

Now applying the representable functor C(d — —), post-composition with o, . gives
a canonical isomorphism

P chec— fHeCad f—=d=Cd—av (bec)
f€rr(C)
oty 0(d = (a @ b) @ )
@ Cla®b—e)@C(c®e—d)
e€lIrr(C)

called an F-matriz, denoted F¢. Observe that the F-matrices for C completely
determine the associator by the Yoneda Lemma. In §4.2 below, we will expand our
discussion of F-matrices in the unitary setting.

(MT2) For all a,b,c,d € Irr(C), Y ocpmiey NooNe = - sereeey Ny Nii- Indeed, this follows by
taking dimensions at the end of (MTl)

(MT3) Let 1¢ = @), 1; be a decomposition into simples. Since End¢(1e) is an abelian
semisimple algebra, 1; ® 1; = §,—;1;, and thus Nllflj = 0;—j— and 1} = 1,.

We write 7; : 1¢ — 1; and s; : 1; — 1¢ for a splitting of the idempotent p; €
Endc(1¢) corrseponding to the summand 1;. (In the unitary setting, p; is orthogonal,
and s; = v; is an isometry and r; = UT )

(MT4) For each ¢ € Irr(C), there are unique s( ),t(c) € {1,...,n} such that ¢ = 1, ® ¢ =
c® 1y and 1; ® ¢ = 0 = ¢ ® 1; for all other i # s(c ) andj # t(c). We call 1) the
source of c and 1y the target of c.

Observe that evc : ¢/ ® ¢ = 1¢ factors through 1, and 1,.vy, so s(c¢”) = t(c).
Similarly, coev, : 1¢ = ¢ ® ¢" factors through 1) = Lyv).

(MT5) Since C(a — a) = Cid, and ev, = mate(id,) and coev, = mate(id,) under the
Frobenius reciprocity isomorphisms (3.2.8), we have Ni;(v‘” =1= Ni@?. When
b € Irr(C) is any other distinct simple, C(a — b) = 0 = C(b — a), and taking mates,
we see C(le = b®a’) =0 =C(a" ®b— 1¢). Hence Nal,j =0= Nblé for all other
belr(C)and 1 < j <s.

(MT6) Each ¢ € Irr(C) is non-canonically isomorphic to ¢"V. Just observe that ¢'" is also
simple and

1=N2% =dimC(c®c’ — 1¢) = dimC(c — ¢"Y).

Now apply Schur’s Lemma [[]].
(MT7) When C is multitensor, for each a,b,¢ € Irr(C), the Frobenius reciprocity isomor-
phisms (3.2.8) imply NG, = N, = N¥, = N4, = Nb, = Ni/ .
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(MT8) For every simple ¢ € C and non-zero maps € : ¢ ®c — leand 0 : 1¢ = ¢'®c, €-6 # 0.
Indeed, by (MT4), Ny “C) =1 and ¢, 6 both factor through 1;.; say € = sy - € and
0 =20"-ry,. We may decompose
CV ® C ~ 1t(c) @ @ S@ms’
87512&(6)

and we have non-zero scalars A, u such that the following diagram commutes.

Tt(c) . [A 0 A 0]\ @ms
].C 7 1t(C) 7 1t(C) EB @S#lc S
"
é o~ 0
& p
0
, <+
' Qec = > 1t(c)
§ St(c)

Hence € - § is visibly non-zero.

(MT9) As a corollary to the last property, any tensor functor ' : C — D into a non-zero
linear monoidal category (End(1p) # 0) is automatically faithful as long as F'(1;) # 0
for all simple summands 1; of 1. In particular, this is automatic when C is tensor.

Indeed, when ¢ € Irr(C), there is a splitting 0 : 1,y = ¢ ® ¢ for ev, by the last
property, so
0 # idp(,,,) = F(id,,) = F(ev.) - F(d),

which implies F(id.) # 0. Now for any map f € C(a — b), the following diagrams

commute:
a —"= Dictivie)Cls 2 a) @ s F(a) —— Dictrnie) Cls = a) ® F(s)
lf l(ﬁ—)@ids - F(f l(f-—)@idF(s)
b —2 Dictne)Cls 2> b) ® s F(b) —— Dcrrc) C(s = b) @ F(s)

Since idp(s) # 0 for all simple s € Irr(C), F(f) # 0 whenever f # 0.

3.4. F-matrices of the Fibonacci fusion category. In this section, we compute all
possible F-matrices for a fusion category C with simple objects 1o and 7 satisfying the
‘Fibonacci’ fusion rule

TRT=E1ST. (3.4.1)

Observe that the object 7 cannot be thought of as a vector space, i.e., there is no monoidal

functor from this category to Vec. Indeed, by faithfulness (MT9), a vector space V; satisfying
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V, @V, = C &V, must satisfy dim(V;)? = 1 + dim(V;), so dim(V;) = 1+2*£, which is not an
integer.

Before we begin, we observe that the pentagon associativity constraint (¢) can be ex-
pressed solely in terms of the F-matrices as follows.

Pca—bf)@C(f = cg) @Clg — de) @ cla— hg) @ C(h — be) @ Clg — de) @B cla— hg) ®C(g — de) @ C(h — be)

f.g g.h g.h

cla—bf)@C(f = je) @C(j — ed) cla— ke) @ C(k — bj) ®C(j — cd) @ cla— ke) @ C(k — hd) @ C(h — be)

£ k.j h.k

hde] (Bobsv) [ beg1 (Ropo) bed] (hvs0) bjel Kot A) [ ede (3:7:0)
; [Fa }(g,w) [Fa g} (f.00) ; [Fk }(Mﬁ) ' [F“J ](f,aﬁﬂ) [Ff ](g,w) (34.2)
P ; 3

Remark 3.4.3. It is worth noting that in the F-matrix formalism, the order of two hom
spaces swaps in the associativity axiom by applying the symmetric swap in the fusion cat-
egory Vec. When we study higher categories, namely Gray-categories, this swap operation
will no longer be symmetric and can no longer be ignored.

We now begin our computation of the F-matrices for Fib. First, clearly 1¢ and 7 are both
self-dual. Second, we choose bases for the 1-dimensional morphism spaces C(1 — 7® 7) and
C(t — 7 ® 7); call the first basis element v and the second basis element v, and we denote
these graphically by a cup and a trivalent vertex:

-0 O
The associator is actually determined by the F-matrix
FIm:C(r =170 ((1®71)) —C(1— (T®7)® 7).

In coordinates with respect to the right and left associated tree bases, FT™" is a 2 X 2 matrix:

¢ e(DeelD DD




This means we can apply the following skein relations locally in our morphism diagrams:

C]za-C]—f—c-C] and C]:b-[ J+a- () g

We now use the constraint (3.4.2) to find all solutions for a,b,c,d € C. To do so, we fix

tree bases for the spaces which appear in (3.4.2). We then apply the F-matrix F7"" locally,
giving the matrices in the diagram below.

T T T T T T T T

T T T T

T T T T

Multiplying the above matrices leads to the following system of cubic equations:

0 a b a?+ bed M\be  ab + bd?
a be bd \be \a Abd
¢ cd d? ac+cd®> \ed be+ d®

Under the assumption that a, b, ¢, d are all nonzero (which is a straight forward calculation),
the above system simplifies to

0 a 1 a® 4+ bed Noe  a+ d?

Abe Ma A

1 1 & a + d? A be+ d®
14



This implies A = 1 and a = bc, which further simplifies the system to
0 1 a+d a+d?

1 2 a+d®>  a+d®

This implies d = —a and a®> +a — 1 =0, so a = #ﬁ Setting

1+\/5 and @':1_\/5

¢=—7 ~ 5
a straightforward calculation shows é = —® and é = —¢ are the two possibilities for a.

It now appears that we have a free parameter corresponding to the equation a = bc; the
product bc is determined, but we can scale b by p and scale ¢ by u~! to get another solution.
However, this scalar can be absorbed into the definitions of v and 7, so without loss of
generality, we may assume b = ¢ = y/a (since both possibilities for a are strictly positive).
We then see that

o a b gbfl ¢71/2 d-1 Pp-1/2
FITT = [c d} = [¢—1/2 ot or d-1/2 _p-1

up to a gauge parameter.
We summarize the results of this section in the following theorem.

Theorem 3.4.5. There are exactly 2 fusion categories (up to equivalence) with the Fibonacci
fusion rule (3.4.1): the solution with unitary F-matrices called the Fibonacci category and
its Galois conjugate called the Yang-Lee category.

The fact that A = 1 in the above calculation also gives us a new local skein relation:

[ }:[ ) (3.4.6)

This immediately implies that our trivalent vertex v is invariant under a I-click rotation:

-

where the cap is the corresponding evaluation for coev, = v. (Since Hom(l - 7® 1) =1 is
spanned by v, it must be part of a duality pairing.) We thus define the following morphism

TXRXT —T:
W=D, )

Applying a rotation to (3.4.4) combined with (3.4.6), we get the following semisimplicity
fusion skein relation (assuming the first solution for F777):

D:%C}%D (3.4.7)

Exercise 3.4.8. One can also use skein theory to compute FI7" if we assume relations
(3.4.6) and (3.4.7), and that the cap and cup are a duality pairing.
1

(1) Use (3.4.6) and (3.4.7) to prove that D = 73 :
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(2) Apply the fusion relation (3.4.7) to the top two left 7 strands in the right associated
tree basis and simplify to express them in the left associated tree basis.

&) &)

The matrix of coefficients exactly give FT7".

Exercise 3.4.9. Compute the F-matrices for Vec(G,w) where G € Z3(G,C*).
Hint: The F-matrices are all 1 x 1 and equal to values of the cocycle w.

Exercise 3.4.10. Compute the F-matrices for a fusion category with three simple objects
1,0, with fusion rules determined by

cRTE1®Y and YR =1, (3.4.11)

In particular, compute F;f Y% and F?79. How many such fusion categories are there? For

each fusion category, deduce skein relations from which you can directly compute F$ “Y and
Feooe.

TODO: Do Tambara-Yamagami here via diagrams. Show — ® o is a fiber
functor, and use Example 3.1.15 to show the group cocycle is trivial.

3.5. Abstract fusion algebras.

Definition 3.5.1. A fusion rule on a non-empty finite set S = {1,...} is a collection of
non-negative integers N¢, for a, b, c € S satisfying the relations

(FR1) (associativity) For all a,b,¢,d € Irr(C), Y ,cpmiey NN = 2 petree) Ny Nit
(FR2) (dualizability) For each a € Irr(C) there is a unique a* € Irr(C) satisfying
o N¢, =1=N¢

for all other b € Trr(C), N = 0= N.°,
o 1" =1,

o ¢ =cforall c € Irr(C), and

e For each a,b,c € Irr(C), N&, = N&. = N%, = N%, = N’ = N&
The rank of a fusion rule is r := |S].

Given a fusion rule (S, Ng,), the associated fusion algebra is the unital complex x-algebra

FA(S,N) = @, Ca with component-wise addition, multiplication given by the bilinear
extension of a-b := N¢c, and *-structure given by the anti-linear extension of * from (FR2).

* e
Ne)

Remark 3.5.2. A big area of research is to determine when a given fusion rule is categori-
fiable, i.e., when does there exist a fusion category whose fusion rules reproduce the given
fusion rule. This questions is surprisingly hard, whose answer is only known for » = 1,2
[Ost03]. For unitary fusion categories, the answer is also known for n = 3 [Ost13]. There
is some progress on rank 4 [Larl4], but for now, it remains out of reach. Categorifiable
multiplicity free fusion rules have been classified up to rank 6 [LPR20].

Example 3.5.3. There is a 1-parameter family of fusion rules of rank 2 on {1, x}:

N} =1, N} = N}

xl

=0, N. =1, N7, is arbitrary.

When NZ_ > 1, this fusion rule is not categorifiable [Ost03].
16



When NZ, = 0, this fusion rule is that of Z/2, which is categorifiable in exactly two ways
corresponding to H3(Z/2,C*). When NZ, = 1, we have z®@x = 1@z, which is the Fibonacci
fusion rule from Theorem 3.4.5.

Exercise 3.5.4. Suppose G is a finite group.

(1) Show that N, 5,1 = dg4n=r, defines a fusion rule on the set G where fusion is multiplication
in G.

(2) Classify all fusion categories with these fusion rules.
Hint: As in Fxercise 3.4.9, the thM for g = hkl are all 1 x 1 invertible matrices.
Observe they are really indexed by the three indices h, k, (. Denote thM =w(h, k),
and compute (3.4.2).

Lemma 3.5.5. Suppose (S, N2,) is a fusion rule. For every a,b € S, there is a ¢ € S such
that N§, # 0.

Proof. By associativity, we see that the coefficient of 1 in b*a * ab is non-zero. Hence ab # 0,
so the result follows. 0

Definition 3.5.6. Given a fusion rule (S, Ng,), for each a € S, we define N, € Mg(N>g)
to be the matrix whose (¢, b)-th entry is given by N¢. Observe N, is exactly the adjacency
matrix for the fusion graph T',.

Proposition 3.5.7. The map FA(S,N) — Ms(C) given by a — N, is an injective unital
x-homomorphism. Hence FA(S,N) is unitary and thus semisimple, i.e., a multimatric
algebra.

Proof. For ¢ € S, let 0. : S — C be the function which is 1 at ¢ € S and zero everywhere
else. We consider the action of M,(C) on C%. Clearly N; = 1. Multiuplicativity follows from

NuNybe =Y  NiNaSp = Y NEINGGa= > NgNkss=> NGNS,

fes d,fes d,e€eS ecsS

which implies NoNy, = >, ¢ NG, Ne, and *-preserving follows from
(66| Nadp) = NS = NP, = (Ny-6,|0p).
Finally, if Zaehr(c) AaN, = 0, then

o_<5b > )\aNa51> > Al Nad) = D AalGlda) = Ny Vb e Irr(C).

a€lrr(C) a€lrr(C) a€lrr(C)
Hence FA(S, N) is *-isomorphic to the unital complex *-subalgebra of Mg(C) generated by
the matrices N, for a € S, so FA(S, N) is a unitary algebra. U

Lemma 3.5.8. Suppose tr is a positive faithful trace on a unitary algebra A and a € A such
that tr(a®) = 0 for all k € N. Then a is nilpotent, i.e., a™ = 0 for some m € N.

Proof. First, we prove that if d,p € My(C) are diagonal matrices such that p has strictly

positive entries and Try(d*p) = 0 for all k, then d = 0. We induct on N, the number
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of diagonal entries of d. If N = 1, the result is obvious. Consider now the characteristic
polynomial x4(A) = det(\ —d) = 377" ¢; N of d. Since x4(d) =0,

0= Try(xa(d Zc] Try(dp) = N Try(p)co,

so ¢ = det(d) = 0. Thus one of the dlagonal entries of d is zero, so we may replace d with
d', the diagonal matrix with that zero entry deleted. We still have that d’ satisfies that the
traces of all its powers is zero. By the induction hypothesis, d' = 0, so d = 0.

Now to prove the general case, we may view our unitary algebra A as embedded into
My (C) such that there is a positive element p € Z(A) with tr(a) = Try(ap) for all a € A.
(Just take the GNS representation of A on L?(A,tr), and write the vector state (2] — Q)
in terms of a density matrix.) Now considering the diagonal blocks of A independently in
My(C), for each a € A, there is an invertible s € A such that s™'as = d + n;, a diagonal
plus a nilpotent operator. Then for all k € N, s~'a¥s = d* + n;, where n;, is some nilpotent
operator, and

0 = Try(a*p) = Try(sd*s™p) + Trn(snps™'p) = Try(d®p) + Try(nep) = Tra(d*p).
By the first paragraph d = 0, so a is nilpotent. U

Exercise 3.5.9. Suppose (S, Ng,) is a fusion rule.

(1) The map ¢+ d.—1 extends to a positive faithful trace on FA(S, N).
(2) If (S, Ng,) comes from a fusion category C, then for every ¢ € Irr(C), there is some
n € N such that 1¢ is a subobject of ¢®".

Proof. To prove (1), we first prove that N}, = N for all a,b € S. We use the final part of
the dualizability axiom:

1 a* a* a* a* 1
Nab_Nbl* —Nbl _Nlb _Nl*b—Nba'

This implies traciality. To see positivity, we compute for z = Zae g Aall,
= Aahat b= ) AMNG e Y AN, = > Abams = > [Ad]?
a,bes a,b,ceS abes a,bes a,bes

which is clearly positive and faithful.

Part (2) now follows immediately from Lemma 3.5.8; indeed, if C(1¢ — ¢®") = 0 for all n,
then ¢ € FA(S,N) is nilpotent, which is in contradiction Wlth (V)%™ @ ¢®™ containing 1¢
as a subobject. 0

We now state facts which follow from the Frobenius-Perron Theorem. There are many
references for these facts; one such reference is [EGNO15, Thm. 3.2.1].

Facts 3.5.10 (Frobenius-Perron). Suppose x € M, (C) is a matrix with non-negative entries.

e There is a positive eigenvalue A of z such that || < X for all other eigenvalues
p € spec(x). Moreover, there is an eigenvector £ € C™ with strictly positive entries
such that z€ = X, If n € C" is any other eigenvector for x with strictly positive
entries, then A is the corresponding eigenvalue as well.

We call \ the Frobenius-Perron eigenvalue of x. We call any such & a Frobenius-

Perron eigenvector for z.
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e If = has strictly positive entries, then A € spec(x) has multiplicity one, i.e., there is
a unique eigenvector of x with positive entries up to positive scaling.

Definition 3.5.11. Suppose (S, N?,) is a fusion rule. The Frobenius-Perron dimension d.
of ¢ € S is the Frobenius-Perron eigenvalue of the fusion matrix N, from Definition 3.5.6
above. Since N = NI clearly d. = d-.

Proposition 3.5.12. Suppose (S, Ng,) is a fusion rule. The map d : S — C extends to a
x-algebra homomorphism FA(S) — C. Moreover, the vector d € C¥ whose c-th entry is d,
1s an eigenvector for every fusion matrix N, for a € S.

Proof. The operator X = 3 N, € Mg(C) has strictly positive entries by Lemma 3.5.5.
Indeed, for every b,c € S, there is an a € S such that N # 0 (using (FR2)), so Xj. >
0. Let & € C° be a Frobenius-Perron eigenvector with strictly positive entries and A the
corresponding eigenvalue. Translating back into F.A(S, N), the operators = > _¢a and
v = ) eqb satisfy xv = Av. Now for every ¢ € S, zve = lvc, so ve = pc for some
te > 0 by uniqueness of the Frobenius-Perron eigenvector up to positive scaling. Since v
has positive entries, taking * gives c¢*v* = u.v* for all ¢ € S. Since v* has positive entries,
we can conclude that pu. = d~ = d.. Since xv* = (ZCGS uc) v*, again by uniqueness of
the Frobenius-Perron eigenvalue and eigenvector up to positive scaling, we can deduce that
v=ov"and A=) _qd..
We immediately see that d extends to a x-algebra homomorphism:

dadpo = abv = > Ngev=> Nidew = dady =Y _ Nyde

ceS ceS ceS

as v has strictly positive entries. We can also now compute that

a <Z dbb> = dyab= Y NSdyc - Nbydye =Y " doderc = dg Y dec,

beS beS b,ceS b,ceS ceS ceS
which shows the vector d € C¥ is a Frobenius-Perron eigenvector for N, for alla € S. O

Exercise 3.5.13. A fusion rule (S, Ng,) is commutative if NS, = N, for all a,b,c € S. Prove
that all fusion rules of rank at most 4 are commutative.

Hint: By Proposition 3.5.7, FA(S,N) is semisimple. By Proposition 3.5.12, FA(S,N)
admits a non-trivial x-algebra homomorphism to C.

3.6. Dual functors and pivotal structures. For this section, C will always denote a
multitensor category.
Observe that whenever a,b € C have duals, so does a ® b; just take b¥ ® a" with

eVagh = b@) = evy - (idpv ® ev, ®idy)

ab bVav

COeVygh = M = (id, ® coevy, ®id,v) - coev, .
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When C is rigid, a choice of dual (¢", ev,, coev,) for every ¢ € C assembles into a dual functor,
which is a monoidal functor vV : C — C™P. For f € C(a — b), we define

a\/

=1 (f)| =(evi®ide)- (idpy ®f ®idev) - (idp ® coevy),
b\/

and V has canonical tensorator V2, : ¢ @muep bY =Y ® a¥ = (a ® b)" given by

(a®b)¥ B (evb & id(a®b)v) . (idbv Xev, K ldb (%9 id(a®b)v) (3 6 1)
ol v o . (idbv®av ®C06Va®b) o

and canonical unitor V? := coevy, : l¢ — 1¢ (here, we suppress the unitor Ay : le® 14 — 1¢
as usual).

Exercise 3.6.2. Prove that any other choices of duals yields a canonically naturally isomor-
phic monoidal equivalence C — C™°P. That is, while we made choices of duals to get a dual
functor, there is a contractible choice of dual functors. In this sense, the existence of a dual
functor on a tensor category is a property and not extra structure.

Hint: For ¢ € C with duals (¢}, coev;,ev;) fori = 1,2 consider the isomorphism

G = Ve NCVI = (eVZ ®idcvl) : (idch ® Coevl)'

In the category Vec of finite dimensional vector spaces, every object V is canonically
isomorphic to its double dual VYV via the map ¢y : v — eval, where eval, : V¥V — C is
the map which evaluates every linear functional f at v. The isomorphism ¢y : V' — VYV is
natural in V' and monoidal, i.e., we have a monoidal natural isomorphism ¢ : id¢ = V o V.

Definition 3.6.3. A pivotal structure is a choice of dual functor together with a monoidal
natural isomorphism ¢ : ide = V o V. Naturality means that

b\/\/

VfeClla—b).

Observe that by (V7) with F =id¢ and G = VoV, ¢ : ¢V — ¢"VV is always invertible with
inverse (¢.)V. Indeed, the canonical isomorphisms ¢4¢ : ¢V — ¢¥ and ¢V : (V)Y — (¢VV)Y
are always identity maps.

Two pivotal structures (Vi, ') and (Va,p?) on C are equivalent if for every ¢ € C, the
following diagram commutes:

1
©e
c ———— ¢V
2 VvV
c C
Wl @ (3.6.4)
Co
VvV
Co
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By naturality and (3.6.4), (Vq, ¢') and (Va, p?) are equivalent if and only if for all ¢ € Irr(C),

()" (@) cpr =id. . (3.6.5)

Remark 3.6.6. A pivotal category C admits a graphical calculus where we may freely
perform isotopies which rotate coupons by 27. Again, one may suppress the pivotal isomor-
phisms ¢ with the understanding that given any complete labelling of the source and target
objects, any algebraic expression for the diagram yields the same morphism in C.

The following question is open at this time.
Question 3.6.7. Does every fusion category admit a pivotal structure?

Remark 3.6.8. When C has a pivotal structure (V,¢), the set of pivotal structures on
C with the same dual functor V is a torsor for the group Autg(ide) of monoidal natural
isomorphisms of the identity functor. Indeed, consider the groupoid with whose objects are
ide and V o V and whose morphisms are monoidal natural isomorphisms. The existence of
a pivotal structure means we have an isomorphism ¢ : ide = V oV, so this groupoid is
connected. This means the map ¢ — o is a bijection from Autg(ide) to the set of pivotal
structures with fixed dual functor V.

Let us now compute Autg(ide) for a multitensor category C. Using naturality, the unital
condition (3.1.13), and the monoidal condition (3.1.14), a monoidal natural isomorphism
0 1 ide = ide is exactly a choice of non-zero scalar . € C* for each simple ¢ € Irr(C)
satisfying

® 0y, =idy, foralli=1,...,n and
® 0,0, = 0, for a,b, c € Irr(C) whenever N, # 0.

In light of this calculation, we make the following definition.

Definition 3.6.9. The universal grading groupoid Ue of a multitensor category C has n
objects corresponding to the simple summands of 1c. The morphisms 1; — 1; are the
simples ¢ € Irr(C) with s(¢) = i and t(c) = j, subject to the relations ab = ¢ whenever

Ng, #0.

We postpone a discussion of gradings on multitensor categories to Definition 3.8.4 below.

Observe that we can identify the n objects of Ue in bijective correspondence with the n
idempotents 1; in Ue. We thus see that we can identify a monoidal natural isomorphism
0 : ide = ide with a function ¢ from the set of arrows of Uy to C* satistying ¢;, = 1 for all
i=1,...,n and d(ab) = §(a)d(b) for composable a,b € Irr(C). This is exactly a groupoid
homomorphism § : Ue — C*. (Here, we use a slight abuse of notation. Since we may
recover the objects of G from the idempotent morphisms, we simply consider G as its set
of morphisms. More precisely, § is a functor Ue — BC*.) Moreover, the o composition of
monoidal natural isomorphisms exactly corresponds to the pointwise multiplication of such
homomorphisms, turning Hom(Uz — C*) into a group. We record this discussion as the
following proposition.

Proposition 3.6.10. When a multitensor category C admits a pivotal structure, then the

set of pivotal structures is a torsor for the group Autg(ide) = Hom(Ue — C*).
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Example 3.6.11. Consider the multitensor category End(M) for M a finite semisimple
category. Identifying M = Vec™ for some n, the simple objects of End(M) have canonical
representatives F;; taking C in the j-th summand of M to C in the ¢-th summand of M.
Observe that these simples compose strictly by the rule E;; o Eyy = 6;—; ;. The dual of Ej;
is IJj; with evaluation and coevaluation given by

dp,,
evij 1 Bijo By = By — Eji = lgnaom)

i,
. JJ fr— .. ..
Coevy; : le — EJJ —_— EJJ = E]z o E”.

(Note that functor composition is read right-to-left, which is opposite to our usual convention
for tensor product. This has the effect of swapping the order of the object E;; and its dual
E;; in the definitions of ev;; and coev;; above.) Hence setting ¢;; = idg,; defines a pivotal
structure on End(M). By Proposition 3.6.10, all other pivotal structures on End(M) are
obtained as ¢ o § with § € Hom(U — C*). Observe that the universal grading groupoid
U of End(M) is given by the matriz groupoid M, which has n objects (say 1,...n) and
a unique isomorphism between any two (say e;; : ¢ — j). A groupoid map 6 : M, — C*
is completely determined by where it sends the n — 1 elements e;;;;, which can be sent to
arbitrary numbers. Hence Hom(U — C*) = (C*)"~1.

Definition 3.6.12. A pivotal structure on C yields two Endc(1¢)-valued traces on every
endomorphism algebra:

Vfel(c— ). (3.6.13)

and similarly for the left trace.

Lemma 3.6.14. When C is pivotal multitensor, the traces trf and tr%, are nondegenerate,
i.e., for every nonzero f € C(a — b), there is a g € C(b — a) such that tr7(g - f) # 0, and
similarly for tr'. In particular, for each ¢ € Irr(C), trf(id.) # 0 # tri(ide).

Proof. Suppose f € C(a — b) is nonzero. Then there is a simple s € Irr(C), and nonzero
maps g € C(s — a) and h € C(b — s) such that h- f - g # 0. Then

0+#c=ev.-[idew @h-f-g-9o.")] €Clc"@c" — 1¢).
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Since we also know 0 # coever € C(1gy = ¢ ® ¢Y), by (MTS).
tr7((g-h)- f)=tr7(h- f-g) =e-coeve # 0.

Hence tr? is nondegenerate.

To prove the final statement, observe that coev.y # 0 and eve -(idev @ 1) # 0, so again
by (MT8), tr?(id.) = eve -(idev @, 1) - coever # 0.

The proofs for tr¥, are similar. 0

Recall we have a decomposition 1o = @?:1 1; into simples, and p; € C(1¢ — 1¢) is the
minimal idempotent onto 1;. We get M, (C)-valued traces Tr? /g on each endomorphism
algebra determined by the formulas

(Tr7, ()i idy, = trf p(pi ® f @ pj) VfeClc— c). (3.6.15)

If we shade regions in our diagrams to denote simple summands of 1¢, Tr¥ /g can be repre-
sented graphically by

= Pi, = Ppj-

Definition 3.6.16. Given a pivotal multitensor category C and ¢ € Irr(C), by Lemma 3.6.14,
Try / r(id.) has exactly one non-zero entry which we call the left/right quantum dimension of

c respectively, denoted dim?¥ Jr(C)-

Exercise 3.6.17. Suppose C is a pivotal multitensor category. Prove that dim?(c) =
dim%(cY) for all ¢ € Irr(C).
Hint: Use @} = Y.

Exercise 3.6.18. Suppose C is a fusion category with a pivotal structure (V, ¢). Prove that
the quantum dimensions dim7 , give algebra homomorphisms FA(Irr(C)) — C. Deduce
that
o (dim¥ /r(€))cemn(c) are both eigenvectors for N, with eigenvalue dim? /rla) respec-
tively.
. |dim‘£/R(C)| < d, for all ¢ € Irr(C).
Hint: Use that d. dominates |p.| for all other eigenvalues of N..
e If (V, ) is pseudounitary, then

dim{ (¢) = dim%(c) = d. Ve e Irr(C). (3.6.19)
Hint: Use the uniqueness of the Frobenius-Perron eigenvector (up to positive scaling).

Remark 3.6.20. Our definition of psedounitarity differs from [EGNO15, §9.4] for a fusion
category, as we wish to use this adjective for (infinite) multitensor categories. However, in
the case of fusion categories, our definitions can be shown to be equivalent.

Without a pivotal structure, one can define the quantum dimension of a fusion category

as follows. For each ¢ € Irr(C), pick a non-canonical isomorphism 1, € C(c — ¢"V) for
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each ¢ € Irr(C) using (MT6). Note, however, that the 1. may not assemble into a pivotal
structure. We get a categorical dimension

dim(C) = > cv (3.6.21)
c€elrr(C) vV c

which is independent of the choices of 1., as we are summing over 1. and their inverses.
(One should view this as summing over a basis of C(c — ¢"V) and a dual basis.)
Following [EGNO15, Def. 9.4.4] a fusion category is pseudounitary if

dim(C) = FPdim(C) = > d2.
c€lrr(C)
It can be shown that in this case, C has a canonical pivotal structure satisfying (3.6.19).

Conversely, if C is pseudounitary in our sense, then (3.6.19) holds, and thus choosing ¥, = ¢
for all ¢ € Irr(C), dim(C) = FPdim(C).

Proposition 3.6.22. Suppose C is multitensor and (V1,¢1) and (Va,p2) are two pivotal
structures. The following are equivalent.
(1) (V1,9") and (Va, ¢?*) are equivalent.
(2) For all ¢ € Trr(C), dim} (c) = dim7 (c).
(8) For all ¢ € Trr(C), dimpy(c) = dim%(c).
Proof.
(1) = (2): Assuming (1), (3.6.5) holds. Hence

dim? (¢) =

(2) = (1): The left hand side of (3.6.5) is a scalar multiple of id.. By Lemma 3.6.14, we

may determine this scalar by applying tr} to both sides as dim} (c) # 0 for i = 1,2. Tt is
straightforward to check that tr} applied to the left hand side is equal to dim? (c), which is
equal to dim} (¢) by assumption. Hence (3.6.5) holds.

(2) < (3): Immediate from Exercise 3.6.17. O

Remark 3.6.23. Two equivalent/non-equivalent pivotal structures can look very differ-
ent /similar given the choice of dual functor. If we choose our duals appropriately by incor-
porating various cube roots of unity, we may arrange so that each equivalence class of pivotal
structure has a representative where V oV =id¢ and ¢ = id.

First, there is a spherical structure on Vec(Z/3) where we declare the dual of C; to be
Cy-1 for g € Z/3. We can then take each ¢, : C; — C, to be the identity map, and all
quantum dimensions are equal to 1.

Since the universal grading group of Vec(Z/3) is obviously Z/3, we can distort ¢ by a

group homomorphism § : Z/3 — C*. There are exactly 2 non-trivial such homomorphisms,
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mapping the generator g to either ¢ or (7! where ¢ = exp(2mi/3). Thus there is another
pivotal structure with the same duality pairings as above where gpg = (¢ -idy and gog,l =
C_l . idg—1.

Now instead of altering the pivotal structure, we can instead change our duality pairing on
Vec(Z/3). For g € Z/3 = {0,1,2} (modulo 3), we define ev§ : C;-1 ® C, = C — C to simply
be multiplication by ¢9/2, where (~/? = exp(2ni/6). The map coev$: C — C, ® Cy-1 = C
is then multiplication by ¢~9/2. Then taking the pivotal structure pg = id, for all g yields
the quantum dimensions

dim%(g) = evg : Coevg_1 = (9/2¢9/% = (9

dim(g) = evg_1 -coev$ = (992 = (79,

Hence by picking a different dual functor, we can still arrange for ¢ = id, but since the
quantum dimensions are different, this pivotal structure is inequivalent to the spherical
structure.

We end this section by unpacking how the group Hom(Ue — C*) acts on the set of pivotal
structures using the quantum dimensions.

Remark 3.6.24. Given ¢ : U — C*, the pivotal structure o has left and right quantum
dimensions given by

e = o.dim§(c).

(3.6.25)
This means that for all pivotal structures, the product of the left and right dimensions of a
simple object is always the same!

Corollary 3.6.26. If C is a pivotal multitensor category, then for every ¢ € Irr(C), the
product dim7¥ (c) - dim%(c) s independent of the choice of pivotal structure.

3.7. Self-duality and Frobenius-Schur indicator. In this section, C is a pivotal multi-
tensor category.

Definition 3.7.1. A self-duality for an object ¢ € C is an isomorphism . : ¢ — ¢'. (A
self-duality need not exist.) An object is called self-dual if it has a self-duality.

Suppose now ¢ € Irr(C) with self-duality v, : ¢ = ¢”. Observe that C(c — ¢) = C(c —
¢) = Cid,, so C(c — ¢”) = Cty, i.e., any other choice of self-duality differs from 1. by a
scalar. Consider the m-rotation operator on C(c — ¢):

€C(c—c’) = Cy..

We see there is some A € C* such that p(¢.) = M. Since (C,V, p) is pivotal,
Ve = PP(We) = Ap(the) = Npe = N =1
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Observe that the scalar A is independent of the choice of 1).. We call A the (second) Frobenius-
Schur indicator of the simple object ¢ [NS07].

When ¢ € C is not simple, we will still have that p? = id, but ¥, may no longer be an
eigenvector.

Definition 3.7.2. Suppose ¢ € C with self-duality ¢, : ¢ = ¢. If p(¢b.) = ., we call 1. a
symmetric self-duality. If p(1p.) = —1b., we call ¥, an anti-symmetric self-duality.

When c is simple, then a self-duality is either symmetrically or anti-symmetrically self-dual,
and this property is independent of the choice of self-duality. We thus call ¢ symmetrically/anti-
symmetrically self-dual accordingly.

Exercise 3.7.3. Show that any object of the form ¢ @ ¢ has a canonical symmetric self-
duality.

Example 3.7.4. Suppose V is a finite dimensional complex vector space, let {v;} be a basis
for V, and let {v,"} be the dual basis for V'V determined by the formula v, (v;) = 6;—;. Every
isomorphism ¢ : V' — V¥ is of the form v; — . V;;v) where ¥ € M, (C) is invertible. To
calculate p(v), we compute

Thus 1 is symmetric if and only if ¥ = U7 and 1 is anti-symmetric if and only if ¥ = —W¥7T,

Exercise 3.7.5. There is a non-trivial 3-cocycle w on Z/2 = {1, g} such that w(g, g,9) = —1
and all other values are +1. Prove that the non-trivial simple object g € Vec(Z/2,w) is anti-
symmetrically self-dual, i.e., g has Frobenius-Schur indicator —1.

3.8. Sphericality. In the beginning of this section, we assume C is a pivotal tensor category;
very soon after, we assume C is pivotal multitensor.

Definition 3.8.1. A pivotal tensor category is called spherical if

=t (f) Vfi:c—c, VeeC(,

equivalently, dim{ (c) = dim%(c) for all simple ¢ € Irr(C).

Proposition 3.8.2. If the tensor category C admits a spherical structure (V,p), then the
set of pivotal structures (with the same V) is a torsor for the group Hom(Ue — Z/2) where
7/2 = {£1} c C*.

Proof. Since ¢ is a pivotal structure, all other pivotal structures are of the form ¢od for some

d € Autg(ide) = Hom(Ue — C*) by Remark 3.6.8 and Proposition 3.6.10. Now looking at

(3.6.25), ¢ o ¢ is spherical if and only if 6, = §; ! for all ¢ € Irr(C), i.e., . = +1. O
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Remark 3.8.3. A tensor category admits at most one pseudounitary spherical structure.
Indeed, by Proposition 3.8.2, only the constant function ¢ : U — 1¢ preserves sphericality
and positivity of dimensions.

We now discuss sphericality for multitensor categories. Since 1¢ is no longer simple, the
left and right traces are no longer comparable, as we may have s(c) # t(c) for ¢ € Irr(C).
We now return to our discussion of gradings.

Definition 3.8.4. A grading on a multitensor category C is a groupoid G (which we identify
with its morphisms as above) and a decomposition C = €9 €6 C, into semisimple subcate-
gories such that C; ® Cj, C Cy, for all composable g,h € G. When g, h are not composable,
Cy ®Cp, = 0. A grading is fasthful if C, # 0 for all g € G.

Exercise 3.8.5. First prove that C is faithfully graded by Uc. Then prove that every faithful
G-grading on C induces a canonical groupoid surjection Ue — G. Deduce that a groupoid
map 0 : G — C* can be extended to a groupoid map Uy — C*.

Example 3.8.6. The n x n matriz groupoid M, has n simple objects and a unique iso-
morphism between any two objects. Observe that M,, is highly reminiscent of a system of
matrix units for M, (C).

First, given a multitensor category C and a decomposition 1¢ = @, 1; into simples, we
get a M,, grading on C by C;; == 1, ® C ® 1;. If this grading is faithful, we say C is an n x n
multitensor category. Observe that a non-zero multitensor category C is indecomposable (not
a direct sum of non-zero multitensor categories) if and only if C is n x n for some n € N.

Definition 3.8.7. A pivotal structure on a multitensor category C is called spherical if for

all simples 1;,1; C 1¢, ¢ € Cj, and f : ¢ — ¢, Tr7(f)i; = Tri(f)ij, where Tlrf/R are the
M, (C)-valued traces from (3.6.15). By an abuse of notation, this is the condition that

Strictly speaking, this does not make sense, as the regions are shaded differently; we mean
only the scalar multiple of the corresponding identities of 1;,1;. To be more precise, spheri-
cality is the condition that for every simple object ¢ € Irr(C), dim?(c) = dim¥%(c).

In the multitensor setting, we can sometimes introduce an extra structure which allows
one to ‘correct’ for a non-spherical pivotal structure.

Definition 3.8.9. Suppose (C,V,p) is a pivotal category. A spherical weight is a linear
functional ¢ : End¢(1¢) — C such that

e (faithful) ¢(p;) # 0 for all minimal idempotents p; € End¢(1¢), and
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e (spherical) ¢ o tr] = o tr¥, ie.,

Vf: Cij =7 Cij, = Di = Dj-

Equivalently, for all simple ¢;; € Irr(C;;), ¥(p;) dim? (¢;;) = ¥ (p;) dim¥y(c;5).

Example 3.8.10. If C is a spherical multitensor category in the sense of (3.8.8) above, then
every constant weight is spherical, e.g., the weight ¥ (p;) = 1 for all minimal idempotents
pi € End(1¢) is spherical.

Suppose in addition C is n x n and § : M,, — C* is a groupoid map from the matrix
groupoid as in Example 3.6.11, where we write ¢;; € C* for the image of the unique iso-
morphism ¢ — j. Using the matrix grading, we get a new pivotal structure on C by ¢ o §.
Moreover, by (3.6.25), this new pivotal structure satisfies

dimﬁoa(cij) = 6ij dlmﬁ(cw) = 61’]’ dlmf(Cz]) = 5% dime(;(Cij) Vcij c II'I'(CU).

In this case, this new pivotal structure also admits a spherical weight given by setting

¥(p1) =1 and
;) = 0 Vj>1.
Indeed, for ¢ € Irr(C;5), we have

2

15 . 04
)| e D)= 5 05 dimiT(cy) = ¢
] —
*62\*,1:(17') i e)
%1 i

Example 3.8.11. Suppose M is a finite semisimple category. By the previous example,
every pivotal structure on End(M) from Example 3.6.11 admits a spherical weight.

The above example is extremely informative about when one should expect the existence
of a spherical weight.

Corollary 3.8.12. Suppose C is an n X n multitensor category. A pivotal structure @ on C
admits a spherical weight if and only if there is a 6 € Autg(ide) = Hom(Ue — C*) coming
from a map M,, — C* such that ¢ o d is spherical.

Proof. If ¢ o4 is spherical, then ¢ = podod~! admits a spherical weight by Example 3.8.10.
Conversely, if ¢ admits a spherical weight ¢, then for all ¢ € Irr(C;;),

¢(pz> BN
¥(py) A

For each j > 1, let d;; be any square root of %, which completely determines § as a
J

Y(py) dimf (cij) = ¢ (pi) dim§(cij) = dimf (c;j) =

(cij)-

groupoid homomorphism M, — C*. Observe that 65 = 6;,°67, = i’g)’ )) for all 4,5. By
J
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(3.6.25), we calculate for all ¢;; € Irr(C;;),

dim?(c;;) = 81 dim?(cy;) = 03! V(pi) dim?(c;;) = 6;; dim%°(c;;) =  dim%(cys
my (CJ)(3.6_25) ij im7 (ci;) i 9(p;) im7 (cq;) j dimy ™ (cij) (3.6.25) im7 " (cij)
——
—52
as desired. 0

Lemma 3.8.13. Suppose C is a multitensor category which admits a pivotal structure.

(1) Each pivotal structure (¢,V) admits at most one spherical weight up to scaling by
(Cx )#components of C.

(2) Each weight 1) : Ende(1e¢) — C admits at most one pivotal structure under which it
1s spherical.

Proof. To prove (1), it suffices to consider the case C is n x n. Given (¢, V), for each j # 1,
pick ¢1; € Irr(Cy ). If 4 is a spherical weight, then

c1j c}/jv
dimf(clj) . 1/)(1j) =) cy; c_ﬁ =1 Clvj = dim}%(cu) : 77Z)(11).
cy) Cij

Since dim? sr(c1j) # 0, we see that ¢(1;) is completely determined by ¢(1;), so there is a
unique choice up to scaling.

To prove (2), we show that if ¢ is a spherical weight for the pivotal structure ¢ on C, then
for every non-trivial 6 € Autg(ide) = Hom(Ue — C*), 1 is not spherical for ¢ o §. Indeed,
for a non-trivial §, choose such that d. # 1. Then by (3.6.25),

Y(p) dim (i) = 0 (pi) dim (cij) = Seb(py) dim (ci5) = 629(p;) dim§™ (ciy).
We conclude % is not spherical for ¢ o § for any non-trivial §. U

Exercise 3.8.14. Suppose C is a pivotal multitensor category and 1c = @, 1; is a decom-
position into simples. We say an object ¢ € C;; has constant distortion A € C* if

trf(f) = A - tr%(f) V f € Ende(c)
under the identification End¢(1;) = C and Endc¢(1;) = C by mapping the identities to 1c.

(1) Show all simples have constant distortion.

(2) Show that if ¢ € C;; has constant distortion A, then so does every subobject b C c.

(3) Show that if @ € C;; and b € C;;, have constant distortion A, and A, respectively,
then a ® b € C;, has constant distortion A,Ay.

(4) Show that every corner C; of C has a C* grading C; = @(Cy). where (Cy). is
the semisimple subcategory of C;; whose objects have constant distortion z. Taking
G C C* to be the subgroup such that (C;;). # 0, deduce that C is faithfully G-graded.

(5) Show that C. is spherical for every idempotent e € Ue.

(6) Prove that the map A : Irr(C) — C* given by

Ces A, d?mL(c)
dimg(c)

gives a groupoid homomorphism from the universal grading groupoid Ue to C*.
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4. UNITARY FUSION CATEGORIES

4.1. Dagger monoidal categories.

Definition 4.1.1. A dagger monoidal category is a dagger category with a monoidal struc-
ture such that ® : CxC — C is a linear {-functor, and all associators and unitor isomorphisms
are unitary. We call a dagger monoidal category a C* monoidal category if the underlying
dagger category is unitary. We call a C* monoidal category:

e a unitary (multi)tensor category if C is a (multi)tensor category (recall that § denotes
forgetting the f structure.),
e and a unitary (mulit)fusion category if C* is (multi)fusion.

Just as with the adjective tensor, we reserve the desirable adjective unitary for rigid C*
monoidal categories. (It would make no difference at this categorical level to use unitary
monoidal category instead of C* monoidal, but when we get to 2-categories, we will want
the adjective ‘unitary’ to include having adjoints for 1-morphisms.)

Example 4.1.2. Let G be a finite group, and let U(1) denote the unitary group of uni-
modular complex scalars. The unitary category Hilb(G,w) for w € Z3(G,U(1)) has objects
G-graded finite dimensional Hilbert spaces with grading preserving linear maps. The tensor
structure is given similar to Example 3.1.3.

Example 4.1.3. For G a finite group, Rep'(G) is a C* monoidal category with tensor product
similar to that in Example 3.1.4.

Similar to Examples 3.1.19, 3.1.20, and 3.1.21, when C is a unitary monoidal category,
Add'(C), Proj(C), and ¢(C) are also C* monoidal categories. The canonical inclusions are
strict monoidal, and the obvious universal properties hold.

Definition 4.1.4. A dagger monoidal functor F' : C — D between dagger monoidal cat-
egories is a dagger functor equipped with unitary tensorator and unitor coherence isomor-
phisms satisfying the same associative and unital axioms.

Two dagger monoidal categories C, D are equivalent if there are dagger monoidal functors
F:C— Dand G : D — C together with unitary monoidal natural isomorphisms FoG = idp
and G o F' ¥ ide.

Exercise 4.1.5. Show that a dagger monoidal functor F' : C — D between C* monoidal
categories whose underlying functor is an equivalence of categories can be augmented to an
equivalence of unitary monoidal categories.

4.2. Unitary F-matrices and 6j-symbols. In this section, we give a Yoneda-free treat-
ment of F-matrices and 6j-symbols analogous to the way physicists think about unitary
fusion categories, which we believe goes back to [MS89]. In particular, we show how to find
the unitary F-matrices given a unitary fusion category C with fusion rule (Irr(C), N¢,) using

inner products.
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For each a € Irr(C) and b € C, we endow the hom space C(a — b) with the skein module
inner product determined by the formula

<¢|¢>Skein : ida = % : (QN . gp) = ﬁ .

via id, — 1¢

where d,, d, denotes the Frobenius-Perron dimensions as in Definition 3.5.11. (Dimensions
of open strings go on top, and dimensions of closed strings go on the bottom.)

In §4.4 below, we will show that this inner product comes from normalizing the unique
unitary spherical structure on C, so in particular, it is well-behaved under rotations. For
the time being, we will content ourselves with proving that the skein module inner product
behaves well under gluing.

Proposition 4.2.1. Suppose a € Irr(C) and b,d € C. The gluing map
P cla—sbec)allc—d — Cla—bed)

celrr(C)
b c d
® H

18 unitary using the skein module inner product.

Proof. By semisimplicity, this map is an isomorphism; indeed, this can be seen by turning
the b-string down to the left using dualizability and applying the semisimplicity criterion
that composition is an isomorphism. We can then turn the b-string back up to get that
gluing is an isomorphism.

Now since the direct sum on the left hand side is orthogonal, it suffices to show gluing is
isometric on each summand. Suppose . ¢; ® ¢; € C(a = b® ¢) ® C(c — d). We calculate

= > <¢i|¢j><%’%‘>,

I

which is exactly equal to [| 3, ¢; ® ¢,/ as claimed. O

For each triple a,b,c € Irr(C), we fix an orthonormal basis B (which has size N&) of

the hom space C(¢c — a ® b). By Proposition 4.2.1, for each a,b,c,d € Irr(C), we get two
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orthonormal tree bases of the Hilbert space C(a — b ® ¢ ® d):

and : (4.2.2)
as the tensor product of two ONBs is again an ONB.
It will be convenient later on to have the following result.
Lemma 4.2.3. For a,b € Irr(C), we have the following fusion relation
idggy = = > ﬂ/ Z (4.2.4)

celrr(C) ¢EBab

Proof. To show two morphisms in C(a ® b — a ® b) are equal, by the Yoneda Lemma, it
suffices to prove that their actions by post-composition agree on C(d — a ® b) for every
dTrr(C). We look at the post-composition action of both sides of (4.2.4) on the ONB B% for
d € Trr(C). For ¢ € B,

a] |6 a [b
> \/ =0ea »_ (O (¢ )= (¥ ),
celrr(C (15613“’7 a . b qﬁEB(‘}b ‘ d ‘ d
which agrees with the post-composition action by id,gp. 0

Since the two tree bases from (4.2.2) are orthonormal bases of the same Hilbert space, there
is a unitary matrix F° which maps between them. That is, F**? is a unitary transformation
between the Hilbert spaces

Firt: @B Cla—»b®e)®@Cle—c@d) — @ Cla— fRdC(f=>bo).
echrr(C) felrr(C)

The entries of the F-matrix are called 6j-symbols, since in the multiplicity free case, they
are determined by the 6 parameters a,b,c,d,e, f. In general, they are determined by 10
parameters, where we include the 4 basis elements ¢, ¢, o, 7. In the graphical calculus, the
6j-symbols are determined by the following formula:

_ bed)(f,0,7)
B Z [FS ](e X))
e€Irr(C)
peBbe
peBed
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Taking inner products with the tree basis diagram on the right hand side in the linear
combination yields the following formula for the 6j-symbols:

ble] |d b] ]ec]|d
[FLed)Ten) id, = < > Y (4.2.5)
o ( (b ) ( (‘)' ) Skein dbdcdd

Remark 4.2.6. One might be concerned that in order to obtain the F-matrices and asso-
ciated 67-symbols, we made choices of simples and orthonormal bases. However, different
choices lead to what are called gauge equivalent F-matrices. We will not discuss this further.

Exercise 4.2.7. Given a set of fusion rules (S, N?,) and F-matrices satisfying (3.4.2), explain
how to construct a corresponding skeletal fusion category.

4.3. Examples of unitary fusion categories. We give some important examples and
exercises. Some of them are from the perspective of someone who knows algebraic fusion
categories but does not think about them in terms of F-matrices. Others are from the
F-matrix/6j-symbol perspective.

Exercise 4.3.1. Consider the non-trivial 3-cocycle on Z/2 = {1, g} such that w(g,g,9) = —1
and all other values are +1 from Exercise 3.7.5. Observe there is a unique normalized ONB
element v € BY up to phase. (Here we use v to evoke the image of a cup/coevaluation.)
Calculate the scalar X\ such that

Aid, = (v ®id,) - (id, ®v) = 9

(Note that an associator is suppressed in the above string diagram!) Why is it dangerous to
represent v' by a cap?

Exercise 4.3.2. Classify all unitary fusion categories with fusion rules given by a finite
group.

Example 4.3.3 (Fibonacci/Golden category). One of the fusion categories with fusion rules
TRT=1DT7

from Theorem 3.4.5 is unitary, namely the Fibonacci category (as opposed to the Yang-Lee
category). Observe that the F-matrix

-1 —-1/2
FITm = [55—1/2 _(25—1]
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We can actually work out the semisimplicity skein relation

D:%C}%D, (3.4.7)

directly from the fusion rules. Suppose Fib is a unitary fusion category with the Fibonacci
fusion rules. Since Frobenius-Perron dimension d is a *-algebra homomorphism F.A(Fib) —
C by Proposition 3.5.12, we have
1+ 5
d=1+d, — d, = 2\/_.
Since Fib is unitary, we must have d, = %5 = ¢ > 0, the golden ratio.
As before, we pick basis elements v € Fib(1 — 7 ® 7) and v € Fib(t — 7 ® 7), but this
time, we require they are the unique ONB elements up to phase in the skein module inner
product. Again, we represent them graphically by

- -

and we represent their adjoints by vertical reflection. Using the skein module inner product
yields the relations

UT’U:D:¢id1 fy*fy:D:\/aD.

Since 1 and 7 are distinct simple objects, we have the relation

=D

We now see that the semisimplicity relation (3.4.7) is easily seen to be a decomposition of
id, o, into a sum of minimal central projections in End(r ® 7) = C2.

As a final comment, we observe that we can compute the zig-zag of v and v! directly in
terms of F"7:

= G- [FI=¢-¢7' =1

(4.2.5)

We thus see that (7,0, v) is a dual for 7.

Remark 4.3.4. When C is a unitary fusion category and ¢ € Irr(C) is self-dual, we will see
that we can compute the Frobenius-Schur indicator A such that p(i.) = ). from §3.7 by
the formula

Nide = (vf ®id,) - (id. ®v) = ¢ c (4.3.5)

where v € B{¢ is the unique normalized ONB element up to phase. Indeed, choosing this v
allows us to identify the objects ¢ = ¢¥ = ¢V, and we may choose 1. = id.. By Theorem
4.4.15 below, C has a unique unitary spherical structure, and by (4.4.4) below, the pivotal

isomorphism ¢, : ¢ — ¢ is exactly (4.3.5).
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Since v' is also the unique spherical evaluation map ¢ ® ¢ — 1¢ up to phase, by (V3)
below, we also have that A satisfies the equation

as in the above calculation.

Example 4.3.6. At least one of the examples from FExercise 3.4.10 is unitary. That is,
there is a unitary fusion category Ising with three simple objects 1, 0,1 with fusion rules
determined by

cRT=E1dY and YR 1. (3.4.11)
The subcategory generated by 1, is equivalent to Hilb(Z/2). The simple object o is some-
times called a Majorana fermion. (The category Ising actually admits a modular braiding;
more on this in [[|| below.)

A simple dimension calculation shows

P =1+dy=2 =  d,=V2

We denote o by a red string and ¢ by a blue string. We denote the unique normalized basis
elements up to phase by

—)
Ug:fD\EIsing(l—Hf@a) O] = v2id
\—/ \—/
—)
vy = [U) € Ising(1 = v @ v) O)=id,
\—/ \—/

ngz:z:elsing(aﬁ(f@iﬁ) :@::[j
szw::z:elsing(dﬁl/)@a) @ZEJ
5o = :z: € Ising(vy = o ® o) :§: - ﬁ[]

We denote their daggers by their vertical reflections, and we have the normalizations on the

right hand side above. We warn the reader that while the blue cup and its adjoint satisfy

the zig-zag relation (3.2.5), the red cup and its adjoint do not; rather, they zig-zag up to

a minus sign as in Exercise 4.3.1. (Perhaps there is another such unitary fusion category

where the red cup and its adjoint satisfy the zig-zag relation; see Exercise 4.3.7 below.)
Since 1 and 1) are distinct simple objects, we have the relation

@

The fusion relation (4.2.4) is then given by
[D- =0+ =@
V2 V2 e

Exercise 4.3.7. How many of the fusion categories from Exercise 3.4.10 with fusion rules
(3.4.11) are unitary?
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TODO: maybe do Tambara-Yamagami diagrammatically earlier?

4.4. Unitary dual functors. We saw in Exercise 3.6.2 above that a dual functor on a
multitensor category is unique up to canonical monoidal natural isomorphism.

(= " N of _ (eve ®idevy) - (ideve ® coevy)
2

Thus a dual functor is not really additional structure on a multitensor category.

However, this is no longer the case when we consider dual functors compatible with the
dagger structure on a unitary multitensor category. Indeed, the canonical monoidal natural
isomorphism ¢ : V; = V3 need not be unitary, so what was once a contractible space may
now fracture into many disconnected components.

In this section, we will see that a choice of unitary dual functor (which always exists!)
is a structure on a unitary multitensor category, and each unitary dual functor induces a
canonical unitary pivotal structure. This is surprising in comparison with ordinary multi-
tensor categories, where the dual functor is not interesting at all, and a pivotal structure is
an important piece of additional structure (which is not known to always exist!).

As we will often us the adjoints of evaluations and coevaluations in this section, we intro-
duce the following graphical calculus.

Notation 4.4.1. To differentiate between strands for ¢ and ¢”, we include a framing, which
is a lighter shaded thick line to one side of the strand for ¢ or ¢V as follows:

We can then represent ev., coev,, evi, coevl unambiguously as

VF\C = ev, Uv = coev, CU = ev! M
Unfortunately, framing does not really help us at this point when ¢"V also appears in a
diagram with ¢ and ¢, so we will not be able to completely avoid the use of coupons
labelled with ev! and coev! at this time.

C

Example 4.4.2. Using the framed graphical calculus, (. is unitary if and only if

— 2(\) - mZ (4.4.3)

Given a unitary multitensor category C and an arbitrary dual (c¢",ev,, coev,) for ¢ € C,
we can automatically write down a canonical isomorphism ¢ — ¢'V.

C
cV\/

— (coev] -1 _
e = b= . (4.4.4)

C

In our study of unitary dual functors, we will determine when these maps assemble into a

unitary monoidal natural isomorphism id¢ = VoV. We begin with some preliminary results.
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Lemma 4.4.5. Suppose a € C and (a",ev,, coev,) is an arbitrary dual. Then

fr—> and f— J

are both faithful C(1 — 1)-valued positive linear functionals on Ende(a) in the sense that for
all f:a—b, fTf— 0 if and only if f = 0.

Proof. We prove the first map is faithful and the second is similar. By positivity,

11
:0 = :O — f=0. 0J

Proposition 4.4.6. Suppose a,b € C with arbitrary duals (a",ev,, coev,) and (b, evy, coevy)
respectively. The following are equivalent.

bV\/

forall f € C(a — D).

(2) " === " forall f €Cla—b).

\%

“ t _ V= gtV = S
(3) W =9 g o for all g € C(b — a).

(4) f=, bforallfGC(a—H)).

(5)g:b aforallgEC(b—ML).

(6) For all f € C(a— b) and g € C(b — a).

(9]
S

(7)F07“allf€C(a—>b)andgEC(b—>a), : :
0

37



Proof.
(1) & (2): Using the formula for ¢, ' from (4.4.4), (1) is equivalent to

b\/V

S

s)

which is exactly (2).
(2) & (3): Observe that fTV = fVT for all f € C(a — b) if and only if

(V= I = = 1 = (1 vfiech—a)

which is exactly (3) as every g : b — a arises as the dagger of g' : a — b,
(2) < (5): Condition (2) is equivalent to

which is exactly (5) as every g : b — a arises as the dagger of g' : a — b.
(3) & (4): Similar to (2) < (5) and omitted.
(5) < (6): Suppose g : b — a. By non-degeneracy of the left capping map from Lemma 4.4.5,
(5) is equivalent to

— = Vf:a—b
(Y]
Since g : b — a was arbitrary, (5) is equivalent to (6).
(4) < (7): Similar to (5) < (6) and omitted. O

Definition 4.4.7. A wunitary dual functor on C is a choice of dual functor vV : C — C™P
which is dagger monoidal, i.e., f¥T = fTV for all f : @ — b, and the canonical tensorator
Ve, bY®aY = (a®b)Y is unitary.

Example 4.4.8. Consider the pivotal structures on End(M) for a finite semisimple category

M as in Exercise 3.6.11. When M is unitary, for any groupoid map ¢ : M,, — R, we can
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define evaluations and coevaluations
V24
evyy 1 Bijo By = By ——— Eji > lgnam)
1254,
COQVZ']' . 1C —» E]] u} E]] = Eﬂ @) Ez]

One can check that this defines a UDF associated to any groupoid map 0 : M,, — R,
whose quantum dimensions are given by

We will see in §4.5 below (specifically (1VV6)) that these UDFs are inequivalent, as the loop
parameters do not agree.

We now curate a list of facts which will be essential in our study of unitary dual functors.

Facts 4.4.9. Let V : C — C™° be a dual functor which is not necessarily unitary.

(V1) By Proposition 4.4.6, f¥T = f¥ for all f : a — b for all a,b € C if and only if
the isomorphisms ¢, : ¢ — ¢V from (4.4.4) assemble into a natural transformation
p:id=VoV.

(tv2) The canonical tensorator V7, : b¥ ® a¥ — (a ® b)¥ is unitary if and only if ¢ from
(4.4.4) satisfies the monoidality condition (3.1.14). Indeed, since

(Vov)a,=((Var) )" o Viv o

¢ is monoidal if and only if

(a®b)VV

= Qaxb <“—> = a®b

Now turning up the bottom left a,b strings using evl,evz respectively in both di-

agrams on the right hand side, we see this equation is equivalent to unitarity of
VE,.
(tVv3) If both (V1) and (1V2) hold, then

C\/\/

“= (D). veec

which is equivalent to unitarity of . by (4.4.4). Hence a unitary dual functor induces
a canonical unitary pivotal structure. Indeed,




which is equivalent to the alternate formula for ¢. above.
(tv4) Given a unitary dual functor with its canonical unitary pivotal structure, the left and
right pivotal traces can be written as

which shows they automatically take positive values on positive morphisms of the
form fTf. An immediate corollary is that the quantum dimensions of all simple
objects are always strictly positive.

As a consequence, if § € Autg(ide) = Hom(Ue — C*), then by (3.6.25), it is only
possible for ¢ o § to come from a unitary dual functor if § takes values in R..

We now turn to the question of constructing unitary dual functors.

Definition 4.4.10. Suppose C is unitary multitensor and let 1c = € 1; be a decomposition
into simples. As before, denote by p; € End¢(1¢) the orthogonal projection onto 1;. A dual
(¢¥, ev, coev,) for c € C is called

e balanced if ¢V v for all f:c— ¢ and = p;, =p; , and
e tracial if the maps f — ¢v and f— v are tracial on End¢(c).

Remark 4.4.11. Suppose (¢", ev,, coev,) is a dual for ¢ € C. Since

Cv:Cc Vf:C—>C,

(¢¥, ev,, coev,) is balanced if and only if

Ve = ¢ and = p;, = Py,
and f — o is tracial on End¢(c) if and only if g — @ ¢ is tracial on Ende(cY).

Proposition 4.4.12. There exists a balanced tracial dual for each ¢ € C.

Proof. First, consider the simple s € Irr(C). Choosing arbitrary duals (s",evs, coevy), we
rescale ev,, coev, so that

0-0
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Here, 1, is the source summand of 1¢ of s and 1; is the target summand of 1¢ of s. As above
in the definition of sphericality, these diagrams do not type-check; we mean only the scalar
multiple of the corresponding identities of 1;,1; here agree. We remark that the choice of
scaling for evg, coevy to achieve sphericality is unique up to a phase in U(1), so any other
spherical choice of ev’, coev’, differs from ev;, coev, up to a unique phase in U(1). This proves
both (1) and (2) for simple s € C.

We now extend the definition of duals on simples to duals on all objects of C as in (1V7).
We we pick isometries {05 : s — ¢}/ and {w; : ¥ — "}, decomposing ¢ = D ey, ey 7™
and ¢ = @sehr(c)(sv)@ms as an orthogonal direct sum of simples, i.e.,

ms

Z vj(v;f)T = id, and Z i wj-(wj)T = id,v .
1

selrr(C) j= selrr(C) j=1

We define define ev,, coev, in terms of evy, coevy:

s€lrr(C) j=1

It is clear ev®, coev? satisfy the zig-zag relations.

Now observe {v; - (v5)" : s = ¢}7"., is a system of matrix units for the M, (C) summand
of End¢(c). We calculate that

= 05—t Ok—r0p—i0j—¢ " = 0i=;ds,

which is clearly a trace on the M,, (C) summand of End¢(c) as desired. Summing over p;, p;,
we get the tracial property for the left capping map.
Similarly, we see that

= 51',de7




so the right capping map is also a trace. Taking linear combinations of matrix units, we see
that we have thus arranged so that for all f : ¢ — ¢ and all simple summands 1;, 1; of 1¢,

cv t = J @7

We have thus constructed a balanced tracial dual for c. O

Proposition 4.4.14. Given two balanced duals for ¢ € C, the canonical unitary isomorphism
Ce: ey — ¢ is unitary. In particular, every balanced dual is automatically tracial.”

Proof. Suppose (c3, eva, coevy) is another balanced dual for ¢. Without loss of generality, we
may assume that ¢y = ¢”. Indeed, there is some unitary isomorphism ¢¥ — ¢y, and the dual
(¢, (u ®1id,.) - evy, coevsy -(id. ®u') is balanced if and only if (cy, evq, coevy) is balanced.

We now compute that for all f: ¢V — ¢,

2There is a subtle mistake in the proof of [Pen20, Prop. 3.30]; the first paragraph on p40 implicitly assumes
that a balanced dual is automatically tracial without proof.
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By non-degeneracy, we conclude that ¢I¢, = ¢;1(¢1)™t = ({I¢.)~t. But since J(, is positive,
the only way it can equal its own inverse is if it is equal to id.v by the Spectral Theorem |[[]].
We conclude that ¢, is unitary. This immediately implies that (c3, evy, coevsy) is tracial. [

Theorem 4.4.15. Let C be a unitary multitensor category. There is a unique spherical UDF
up to canonical unitary monoidal natural i.somorphism.

Proof. For each ¢ € C, we set (¢”,ev,,coev,) to be a balanced tracial dual from Proposi-
tion 4.4.12. By Proposition 4.4.6, f¥I = f*V for all f : @ — b. It remains to show that
the canonical tensorator V2, is unitary. Given balanced tracial duals (a",ev,, coev,) and
(bY, evy, coevy) for a,b € C, the dual

(b\/ ®a’, ev = b@ , COeV = @v )

is also balanced as

= Di,
= Dy,
= Dk-

Now we have two balanced duals; the above one, and the balanced tracial dual ((a¢ ®
b)Y, eVasp, COEV4gp) from Proposition 4.4.12. By Proposition 4.4.14, the canonical isomor-
phism (ugp : 0¥ ® ¥ — (a ® b)Y is unitary. But (. is exactly thecanonical tensorator
VZ,.

Uniqueness now follows directly from Proposition 4.4.14. O

4.5. Classifying unitary dual functors and bi-involutivity. We now classify the uni-
tary dual functors on a unitary multitensor category C.

Facts 4.5.1. We proceed with additional facts about unitary dual functors.

(tVvb) If vy is a unitary dual functor and V, is another dual functor such that the canonical
isomorphism (. : ¢'2 = ¢"! is unitary as in (4.4.3), then V; is unitary. First, for all
fia—0b,




(tv6)

(v7)

so (V1) holds. Second,

is visibly a composite of unitaries, so (1V2) holds.

Two UDFs Vq, Vs, are unitarily equivalent if and only if the corresponding pivotal
structures !, ©? are equivalent, in which case the equivalence is necessarily unitary.
Indeed, unitarity of (. is the condition (4.4.3), which is equivalent to the equation

VvV

Let Aut;g(idc) be the subgroup of Autg(ide) of § : ide = ide such that 6. > 0 for all
¢ € Irr(C). Observe that the isomorphism Autg(ide) = Hom(Ue — C*) restricts to
an isomorphism Aut}(ide) = Hom(Ue — Rxo).

If V is a unitary dual functor and § € Autf;(ide) = Hom(Ue — Rp), we can define
another unitary dual functor by

evd = 6.2 ev, and coev® == 612 coev, Vs e Irr(C),

and for arbitrary ¢ € C, we define ev? and coev’ by decomposing ¢ = D.crre) s®ms
and ¢’ = @Selrr(c)(sv)@ms as an orthogonal direct sum of simples, i.e., we pick
. . A mg .oV V1ms
isometries {vj : s — ¢} and {w; : sV — ¢/} such that

ms

Z vj-(vj)T = id, and Z i w]s-(wj»)T = id,v,
1

selrr(C) j= selrr(C) j=1

6 0

c

and we define evS, coev’ in terms of ev®, coevi as in (4.4.13):

[

s€lrr(C) j=1

It is clear ev®, coev® satisfy the zig-zag relations. We also see that if we chose dif-
ferent isometries, the resulting ev®, coev® would change by conjugating by unitaries,

resulting in a unitarily equivalent dual functor.
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To see V° is unitary, we see that we can arrange so that we have not changed o,
nor V2, for s,t € Irr(C). Indeed,

for all simples s € Irr(C). Picking isometries {w; : sV — ¢ as above and

using the unitary isomorphisms ¢, : s — sV and ¢, : ¢ = ¢"V to get isometries

s . PE: IV B VAV) VvV ms
{uf = -v§ -l sV — "V}, we have

selr(C) j=1 selr(C) j=1

Similarly, one shows (V°)2, = V2, for all a,b € C.

We thus get a new unitary dual functor V® whose quantum dimensions have been
distorted by 0, just as in (3.6.25):

dimf(c) = 0, ' dim) (c) and dimg(c) = §.dimp(c) Veelrr(C).

Moreover, this J-distorted UDF is unique up to unique unitary monoidal natural
isomorphism.

(1v8) Combining (Vv4), (1V6), and (1V7) with Proposition 3.6.22 and Theorem 4.4.15, we
see that UDFs are classified by Aut(ide) = Hom(Ue — R-) up to unique unitary
monoidal natural isomorphism. Observe that we may really view this classifying
object as a group and not a torsor, as there is a canonical basepoint: the unitary
spherical UDF.

(tv9) When C is unitary fusion, Uc is a finite group, and every group homomorphism
Ue — C* takes values in U(1) (more precisely, in the roots of unity). Since U(1) N
R.o = {1}, we see Hom(Uez — R~g) = {1}. Thus there is a unique UDF, which is the
canonical spherical one constructed in Theorem 4.4.15. In particular, the left and
right quantum dimensions must be equal to the Frobenius-Perron dimension from
Definition 3.5.11.

TODO: bi-involutivity
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