Penneys Math 8800 Quantum information

Main points from intro [ZCZW19]:

e (Classical phases of matter described by Landau’s theory of symmetry breaking

e Fractional quantum hall (FQH) states discovered in 1989 led to discovery of new
topological phases/order with emergent particle physics with fractional charge

e Entanglement has no classical counterpart, and topological order comes from many-
body entanglement

e Quantum theory unifies information and matter

Main points from intro http://web.math.ucsb.edu/~zhenghwa/data/course/cbms. pdf:

e Beyond Shor’s factoring algorithm, quantum computers could be used to simulate
quantum many-body systems and quantum field theories

e Emergent quasiparticles from quantum systems like FQH are called anyons as they
need not have integer (boson), half-integer (fermion), or quarter-integer (semion)
statistics.

e Anyons can be used to perform topological quantum computation, which is man-
ifestly fault-tolerant. Moreover, some anyonic systems are universal for quantum
computation.

e Mathematically, anyons are simple objects in a unitary modular tensor category

Basic outline of the course:

e Basics of quantum information theory [ZCZW19, Ch. 1-3]

e Local Hamiltonian lattice models (Ising, Potts, transverse field Ising), quantum error
correction codes (Toric code), Gapped quantum systems, entanglement area law,
[ZCZW19, Ch. 4-5]

e Basics of tensor categories [EGNO15]

e UMTC of localized excitations [SL19, SKK20], topological order and ground state
degeneracy, string-net condensation [ZCZW19, Ch. 6]

e Higher linear algebra [HV19], condensations in higher categories [GJF19, JF20]

e Phase transitions: anyon condensation, gauging, condensing domain walls

1. BASICS OF QUANTUM INFORMATION

To understand entanglement of quantum many-body systems, we must have a basic un-
derstanding of quantum information.

1.1. Basics of probability. We rapidly recall some basic notions from probability theory.
e A probability space is a measure space (€2, F,P) where P({2) = 1.
e A random variable is a (Borel measurable) function X : 2 — C.
e The push-forward measure of P to C via X is given by px(FE) := P(X'(F)).
e The expected value of X is E(X) := [ X (w) dP(w).
e The correlation of X,Y is C(X,Y) := E(XY) — E(X)E(Y).
We will concern ourselves with finite spaces €2, which drastically simplifies the above.

Definition 1.1.1. A bit is a random variable which only takes the values 0, 1.
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Notation 1.1.2. Sometimes we will identify a random variable X : 2 — C with its image
X C C. We then write px(z) := P(X'({z})) for the push-forward measure, and by
convention, we can remove from X any points for which px(z) = 0. If there is only one
random variable X around, we just write p. In this case, E(X) = > _ 2p(z).

Example 1.1.3. Suppose we roll a fair die, so Q = {1,.. 6} and P(1) = (
Let X denote the number of 6’s in 3 rolls. Then px(j) = ( )(5/6)% 3(1/6)1 fo =
which is the binomial distribution.

) = 1/6.
0,1,2,3,

Often in quantum information, there are two ‘players’ Alice and Bob who are performing
joint experiments. Classically, Alice (A) has probability space (Q24,P4) , and Bob (B) has
probability space (g, Pg). The joint probability space is 24 X {2, on which we may consider
any joint probability distribution P4p. The conditional probability of w, given wpg is

Pap(wa,wp)

PA|B<WA|WB) = Pp(wg)

and similarly for Pp|4.

Exercise 1.1.4. The following are equivalent for (Q24,P4), (Qp5,Pp), and (24 x Qp,Pagp):
(1) Pap(wa,wp) =Pa(wa)Pp(wp) for all wa € Q4 and wp € Qp.
(2) Pajp(walwp) = Pap(walwy) for all wa € Q4 and wp, ,wp € Qp
(3) Similar to (2) with roles of A and B swapped.
(4) For all random variables X4 on Q4 and Xp on Qp, Exp(XaXp) = E4(Xa)Ep(X5),
i.e., C(XA,XB) =0.

In this case, we say that P4 does not have correlation.

1.2. Shannon entropy and mutual information. Suppose you roll 2 dice and you mea-
sure the sum of the values. Observe that you learn more information from an outcome
of 2 than you do from an outcome of 7. If we wanted to define an ‘information function’
h: (0,1] — R>o that can applied to a probability distribution {p;}, it is natural to ask for
the following properties:

(I1) his strictly decreasing with lim, o1 h(p) = oo and h(1) = 0, as observing an unlikely
event gives more information than observing a likely event. Observing an event that
is certain to happen yields no information, and one cannot measure an event that
has no change of happening.

(I12) h(pq) = h(p) + h(q), since the information obtained from observing independent
events should be the sum of the information of observing each event individually.

Exercise 1.2.1.

(1) Show that any continuous homomorphism g : (R, +) — (R, +) is of the form g(z) =
tz for some t € R. Deduce this result still holds for the semigroup (Rq, +).

(2) Show that the only function A : (0, 1] — Rsq satisfying (I1) and (12) which is contin-
uous on (0,1] is h(p) = —c - In(p) where ¢ € (0, 00).
Hint: Consider h|1) — Rxo.

Since the constant ¢ > 0 above is equivalent to a choice of base for the logarithm, we define
h(p) :== —log(p). The entropy of the distribution {p;} will be defined as — >, p;log(p;),

which is the average/expected information gained from observing a measurement. More
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entropy then means you gain more information from taking a measurement, which means
the system is more disordered, i.e., in a more uncertain state.

Definition 1.2.2. Given a random variable X on a finite probability space (Q2,P), the
(Shannon) entropy of X is
H(X):=-> p(z)logp(x),
zeX
where log means base 2. It is a measure of uncertainty of the random variable X which only
depends on p, and not the values of X.

Example 1.2.3. Suppose X is a bit with probability distribution p(0) = ¢ and p(1) =1—gq,
like counting the number of heads in one flip of a weighted coin, or successes in one Bernoulli
trial. Then H(X) = —qlogq — (1 — ¢)log(1 — q), called the binary entropy function.

1
0.8

H(X) " [arXiv:1508.02595, p. 11]
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Exercise 1.2.4. Suppose {p;}~, is some probability distribution on a finite set with N
elements. Prove that H({p;}}¥,) is maximized by the uniform distribution.

Definition 1.2.5. Given random variables X4 on (24,P4) and Xz on (25,Pg) and a joint
probability distribution P4p on 24 x 2p, we have the following quantities:

e (joint entropy) H(X,Y) = =3  p(x,y)logp(z,y)
e (conditional entropy) H(X|Y =vy) := —>__p(z|y)logp(z|y), similarly H(Y|X = x)

Definition 1.2.6. The mutual information for (Qa,P4, X4) and (Q2p,Pg, Xp) is given by

10 5 St (250

= p(x)p(y)
(Observe that by convention, x € X means that p(z) # 0!)

Exercise 1.2.7. Prove the following identities:
(1) HX)=H(X|Y)+I(X:Y)
(2) HY)=HY|X)+I(X:Y)
B) HX,)Y)=H(X|Y)+ HY|X)+ I(X:Y).
H(X) H()

(1.2.8)

H(X|Y) I(X:Y) H(Y|X)

H(X,Y)
adapted from [arXiv:1508.02595, p. 12]

Exercise 1.2.9. Prove that /(X :Y) = 0 implies C(X,Y) = 0. Does the converse hold?
Hint: Observe I1(X :Y) =0 if and only if p(z,y) = p(z)p(y).
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1.3. Basics of quantum mechanics. A state vector is a unit (norm 1) vector [¢)) in a
Hilbert space H; we denote the inner product by (- |-), which is linear on the right. Vectors
are denoted by kets |n) and covectors (linear functionals) are denoted by bras (¢|. Given a
bounded operator € B(H), the adjoint 27 € B(H) is defined by (¢|x¢) = (xT1)|¢) for all
1, ¢ € ‘H by the Riesz Representation Theorem.

Principle of superposition: Given orthogonal state vectors |i)1), [t2) € H and
1,02 € C with |e1]? + |e2|* = 1, c1|th1) + ca|ts) € H is another state vector.

Example 1.3.1. The state vector of a free electron is a unit vector in C|0) & C|1), which
is also called a quantum bit or qubit. Here, |0) is spin up and |1) is spin down. We can
represent a qubit up to a phase in U(1) := {z € C||z| = 1} by a point on the surface of the
Bloch sphere:

|t)) = cos (g) 0) + €' sin (g) |1) [arXiv:1508.02595, p. 14]

SNZ

Definition 1.3.2. An observable is a self-adjoint (Hermitian) operator M on H. A measure-
ment is an eigenvalue p of M; the set of eigenvalues of M is called the spectrum spec(M) of
M. Since H is finite dimensional, by the spectral theorem, we can decompose M canonically
as a weighted sum of orthogonal projections:

M= > up, > pu=idy E, :=pyH = {n € H|Mn = pun}
pnespec(M) puespec(M)
Given an observable M, its avergage/expected value in state vector [¢)) is
(M) = QM) == (| My).

When the system is in state vector |1), the probability of observing the measurement p for
M is (p,) = (Y|puy). Observe (M) and (p,) are independent of the phase of |¢).

Definition 1.3.3. The Pauli spin matrices in My(C) are given by

01 0 —i 1 0
X =0y = (1 0) Y =0y = (Z 02) 7 =0y = (O _1>.

Observe that {I, X,Y, Z} is a basis for My(C).

Example 1.3.4. If we measure the Pauli Z operator in the qubit state vector |¢) = «|0) +
B|1), the probability of measuring 1 is |«|?, while the probability of measuring —1 is |3|?. If
we measure the Pauli X operator in the same state vector, the probability of measuring +1

(R4 ) - ewen
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Whereas all random variables on a probability space share the same distribution, measure-
ments do not. Thus we must choose an observable in order to assign a value of uncertainty.

Definition 1.3.5. A Hamiltonian of a quantum system is an (unbounded) self-adjoint /Hermetian
operator H acting on a (dense subset of) a Hilbert space H. (Here, unbounded only applies to
systems where H is infinite dimensional.) Eigenvalues of the Hamiltonian are meant to rep-
resent energy levels of the system. The time evolution of states is governed by Schrodinger’s
equation:

o lo(e) = Hlo®) = (o) = (o)), (13:6)

Note that even if H is unbounded, e /" is always unitary. This means that time evolu-

tion of the system is reversible. In Heisenberg’s formulation, time dependence lies on the
observables M:

(B()|[Mip(t)) = (B(0)] /" Me "M 4(0))

=M (t)
Heisenberg’s equation of motion for an observable M is
zh%M =[M,H|:=MH—-HM
Exercise 1.3.7. Use Equation (1.3.6) to show that time evolution of a mixed state is given

by 5
i olt) = ~lp(e), H

Then show that p(t) = e *1/"p(0)e™/" is a solution of the above differential equation.
Hint: e /" commutes with H.

1.4. States.

Definition 1.4.1. A state on B(H) is a linear functional w : B(#) — C such that w(l) =1
and > 0 ((|xp) > 0 for all [¢) € H) implies w(z) > 0.

Example 1.4.2. A state vector [¢)) gives a vector state wy(x) := (¢|z1)). Observe that the
vector state corresponding to a state vector is independent of the phase.

Exercise 1.4.3.

(1) Show that wy, = wy, if and only if |i)1) = c[i)s) for some ¢ € U(1).

(2) Recall that the trace on B(H) is given by Tr(z) := > (n;|zn;) where {|n;)} is any or-
thonormal basis of H. When z is normal (zz' = z'x), Tr(z) = > pespec(z) K Am(Ey).

Show that for every state w on B(H), there is a unique positive operator p € B(H)

called the density operator® of w such that w(x) = Tr(zp) for all z € B(H).

(3) Prove that the density operator p of a state w satisfies Tr(p?) < 1 with equality if
and only if p = [1) (1| for some state vector |[¢)) € H.

Vector states and density operators. A vector state |¢)) € H is really only
physically relevant up to a phase in U(1). The U(1)-orbit of |¢)) corresponds to the
rank one density operator |¢)(y)| € B(#H), which is called a pure state. A non-trivial
convex combination of pure states is called a mized state.

ISometimes, p is called the (non-commutative) Radon-Nikodym derivative of w with respect to Tr.
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Remark 1.4.4. A mixed state is not in a superposition; rather, a mixed state is what we
get by imposing classical probability theory on top of quantum mechanics.

First, a superposition really only makes sense with respect to a certain basis, which are the
classical outcomes of a certain observable we would like to measure. For example, suppose
Alice wants to measure the spin of an electron in state |¢)) € C? which is in a superposition
of |0) and |1). She measures Pauli Z; if she observes 1, then the electron is now in state |0),
and if she measures -1, the electron is in state |1).

Suppose now [i)) = \/LE(|O> + |1)) so that it is equally likely to measure either outcome,
and that Bob measures the electron, but does not tell Alice the result. The electron is either
in state |0) or |1), but Alice cannot tell which one; the state of the electron may then be
described by the mixed state p = 3(|0)(0] + [1)(1]) = 3

Indeed, a mixed state p can be viewed as a classical probability distribution of a finite
collection of pure states:

p=_ pilti) (Wl 0<p<1, D pi=1

Its von Neumann entropy is then equal to the Shannon entropy of the corresponding classical
probability distribution {p;}:

S(p) = = Tr(plog(p)) = = Tr(>_ pilog(pi)|ehi) (wil) = = pilog(ps) = H({p}).

However, observe that the same mixed state can be viewed in multiple ways as a distribution:

p=">_pil) (Wil = gl (e

But quantum mechanics cannot distinguish which probability distribution we have!

Some physicists/mathematicians think that in pure quantum mechanics, there are really
only pure states; |¢)) describes the state of the universe, and it evolves in time with respect to
some Hermitian/self-adjoint Hamiltonian H. However, our local information is not enough
information to determine this global pure state |¢)). We can thus try and approximate the
state based on certain reduced density matrices that we can measure using the principle of
maximum entropy below in §1.8.

Exercise 1.4.5. An extreme point of a convex subset S of a vector space V is a point x € S
such that

r=1ty+ (1 —1t)z for some 0 <t <1 = y=2z=u.
Show that the pure states are the extreme points of the convex set of states on B(H).
Note: the state space is the convex hull of the pure states.

Exercise 1.4.6.
(1) Prove that every mixed state in B(C?) can be written as

_1 ﬂﬁ_1 _1 L+r, ry—iry
P—§(I+7“'0)—§(I+WX+TyY+TZZ)_5(rx+z'ry 1—%)

where X,Y, Z are the Pauli matrices and 7 € R? is called the Bloch vector.

(2) Deduce that the Bloch sphere is the state space of My(C), and the interior corresponds
to the mixed states. Which states lie at the intersection of the axes and the surface
of the Bloch sphere?

(3) Calculate the eigenvalues of p in terms of 7.
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Various notions of states.

state vector norm 1 |¢) € H
state positive linear functional w on B(H) with w(/) =1
or density operator p > 0 with Tr(p) =1
vector state B(H) 3z — (¢Y|z¢) € C where |¢p) € H norm 1
pure state rank 1 projection p = [)(¢)| € B(H)
mixed state | non-trivial convex combination of orthogonal pure states

One gets a vector state from a pure state by x +— Tr(pz). Thus pure states correspond
to state vectors modulo a phase in U(1).

Expected values of observables for various notions of states.

state vector 1)
vector state wy | (Y| M)

pure state |¢) (¢
mixed state p | Tr(Mp)

. J

Definition 1.4.7. The von Neumann entropy of a state p is given by

S(p) == —Tr(plog(p)).
Here, plog(p) is defined via the spectral theorem:

p= Y w, = ploglp)= > pulog(u)p,

peEspec(p) peEspec(p)

where by convention, 0log(0) = 0.

Exercise 1.4.8. Show that von Neumann entropy S is a continuous function from states on
B(H) to [0, 00).
Hint: One could proceed as follows.

(1) For any convergent sequence of normal operators a, — a in B(H) and any open
neighborhood U of spec(a), eventually spec(a,) C U.

(2) For any convergent sequence of mormal operators a, — a in B(H) and any open
neighborhood U of spec(a) and continuous f: U — C, f(a,) — f(a).

Exercise 1.4.9. Prove that the entropy is maximized at a unique point in the state space
of B(H). What is this point? For H = C?, where does this point lie in the Bloch sphere?
Hint: Use Fxercise 1.2.]

1.5. Tensor products. Given independent observers Alice (A) and Bob (B) with Hilbert
spaces H 4 and Hp respectively, the total Hilbert space is

Ha®@Hp = span{lp @ ¢) = [¢) @ |9)|[¢) € Ha and [¢) € Hp}

subject to the relations

|cthr +12) @ [¢) = 1) ®[¢) + |1h2) © ) ) ®[egr+ ¢2) = ) @ [d1) +[¢) ®@[62),



with inner product
(1 ® d1]pa @ P2) = (P1]02) 2, - (D1]P2) 25

Notation 1.5.1. When we have distinguished bases B4 for H4 and Bg for Hg, we write
laB) = |a) ® |B) for |a) € B4 and |5) € Bp.

Exercise 1.5.2. If dim(H4) = d4 and dim(Hp) = dp, then dim(H 4 ® Hp) = dadp.
Hint: Show that given bases Ba for Ha and Bp for Hp, {|af)||a) € Ba and |5) € Bg} is a
basis for Ha ® Hp.

Tensor product composite: The Hilbert space of a composite quantum system is
the tensor product of all Hilbert spaces of its subsystems.

Example 1.5.3. The computational basis for an N-qubit state is {|iy - - - in)|i1, ..., iy € {0,1}}.

Definition 1.5.4. Recall that B(Hap) = B(Ha) ® B(Hp). We have a canonical (non-
normalized) conditional expectation

Eu: B(Hap) = B(Ha) @ B(Hp) — B(Ha) r @y — Trp(y)r,
The conditional expectation of x € B(Hg) is also determined by the following formula:
(@1|Ba(z)|da) = Y ($18]z]¢2B) V]1), |¢a) € Ha.
BEBR

Remark 1.5.5. Sometimes E 4 is called the partial trace and denoted by Trp (rather than
id® Trp) by a slight abuse of notation. To avoid overloading the notation, we will stick to
conditional expectations.

Definition 1.5.6. Given a bipartite (in tensor product) state vector [ap) € Ha @ Hp, we

get the reduced density operator p := E,(pap) determined by the formula

(G1lp502) = > (G181an) (Yas| = [¢28) V1), |62) € Ha.

BeBp

Conversely, given a state pg, we can construct a state vector |t 4p) such that pg = Tra(|[tVag) (¥ as])
via quantum state purification. Just pick any ONB B, for H 4 and use a spectral decompo-
sition of pp:

da dp

pB = ij\ﬁjﬂﬁj\ ~ [an) ==Y Y VpileiB;).

i=1 j=1
This depends on the choice of basis for the auxiliary system A.

Exercise 1.5.7. Show that any pure state |{pap) € Ha ® Hp has a Schmidt decomposition,

i.e., there is a d < min{d,dg}, p1,...,pa > 0 with 2?21 p; = 1, and orthonormal sets
{a1,...,aq} CTHaand {B1,..., B4} C Hp such that

d
WAB) = Z \/]7i|04i5i>-
i=1
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Hint: Use quantum state purification for pid = E4(|¢ap) (¥ as])-
Note: A high level proof uses the canonical isomorphism Ha @ Hp = Hom(Ha — Hp) and
polar decomposition.

Exercise 1.5.8. Suppose we have a pure bipartite state in a Schmidt decomposition |1 45) =
> \/pilaiB;). Compute the reduced density operators p%?, pisd.

1.6. Quantum is not classical.

Example 1.6.1 (Einstein-Podolsky-Rosen (EPR) Paradox, spooky action at a distance).
Consider the singlet state (all electrons paired) |EPR) = \%(]Ol) —]10)) in C* @ C%. If
B measures |0) (+1 for Pauli Z), then A has state |1). One might think that this means
information has travelled faster than the speed of light, contradicting the theory of special
relativity. However, before and after B’s measurement, A still has the same reduced density
matrix

o5 = 2(0)0] + 1)) = 2 1.

If B does not tell A they have performed a measurement, then A will not know the state
has collapsed. So the information has not really travelled!

It is worth mentioning that if A measures along a different axis than B, e.g., X instead
of Z, there is still a % probability for either outcome.

Example 1.6.2 (Bell’s Inequality). TODO:

Exercise 1.6.3 (Greenberger-Horne-Zeilinger (GHZ) Paradox, no hidden variables). Con-
sider the GHZ state vector on C% ® C%4 ® C% given by
1

V2

(1) Prove that the operators Z, ® Zp ® Io, 14 ® Zp ® Z¢, and X4 @ X ® X pairwise
commute. Describe the finite group generated by these operators in terms of tensor
products of Pauli operators.

(2) Show that (X% @ Z% @ X$)|GHZ) for a,b,c € {0,1} are an orthonormal basis of
eigenvectors for the commuting operators in (1) above. Deduce that |GHZ) spans
the intersection of the eigenspaces £ for the commuting operators in (1) above.

(3) Compute <XA®XB®X0>, <—YA®YB®X0>, <—YA®XB®Y0>, and <—XA®YB®Y0>.

(4) Suppose that each of X;,Y;, Zy for 4, j,k € {A, B,C} has a universal ‘hidden value’
in {41} denoted by v(—). Deduce this is impossible by considering the following four

(GHZ) := —(|000) + [111)).

equalities:
v(Xa)v(Xp)v(Xe) = (Xa® Xp ® Xo)
—v(Ya)v(Yp)v(Xe) = (-Ya® Y ® X¢)
—v(Ya)u(Xp)v(Ye) = (=Ya ® Xp ® Yo)
—v(Xa)v(Yp)v(Yo) = (XA ®Yp ® Ye).

Hint: Each v(—) appears exactly twice on the left, and (£1)* = 1.

Example 1.6.4 (Diecks-Wootters-Zurek, no cloning). Suppose Hy = Hp = H, and fix a
state |8) € Hp. There is no unitary v € B(H ® H) such that

ulap) € U(1)|aw) ; V]a)y € Ha.



Indeed, if |a), |y) € Ha, then

(Ve a = (vBlaB)ap = (yylutulaa) ap € U(1)(y7laa)ap = U(1){7]a)}
%

Taking moduli, we get |[(y|a)| = [(7]|a)|?, so [{(y]a)| € {0,1}. But «,~ were arbitrary, a

contradiction.

1.7. Quantum entanglement. A product state vector is a state vector [ap) € Ha @ Hp
such that |ap) = |a) ® |¢p) for some state vectors in H, and Hp respectively. A non-
product state vector is called an entangled state vector. Similarly, a product mixed state is
a mixed state psp of the form p4 ® pp where p,4 is a mixed state on H, and pp is a mixed
state on Hp. A separable mixed state is a convex combination of product mixed states. A
non-separable mixed state is called an entangled state.

Separable vs. entangled states.

product state vector [WaB) = |Ya) ® |¥B)
product pure state [0a5) Wan] = [$4) (Pa] © [95) (03]
product mixed state PAB = pa X pPB
separable mixed state | convex combination of product mixed states
entangled state non-separable mixed state

Product state vectors, pure states, and mixed states are all separable.

Exercise 1.7.1. Show that if pap = pa®pp is a product state, then S(pap) = S(pa)+S(ps).

Remark 1.7.2. Determining whether a state is separable is called the separability problem
and is known to be NP-hard.

Exercise 1.7.3. The partial adjoint with respect to B of a state p = S p[i)(j| ® |k) (]
acting on Ha ® Hp is

P17 = (T T)(p) =Y il (Gl @ |0k =" piliy ] @ k)
The positive partial transpose condition (PPT) is that spec(p’®) C Ry.

(1) Show that PPT for B is equivalent to PPT for A.
Hint:p™ = (pT&)T.
(2) Prove that PPT is necessary for separability.

Note: In fact, PPT is sufficient for separability in the 2 X 2 case, but this is beyond the scope
of this course.

Definition 1.7.4. Suppose Ha ® Hp is a product system in state pap and M4, Mg are
two observables acting locally on the subsystems H4 and Hp respectively. The correlation
function is given by

O(MA,MB) = <MA®MB> — <MA® 1B><1A®MB>
= TI"AB((MA & MB)(PAB - pffd ® Ed))‘

Exercise 1.7.5. Prove that the following are equivalent.

(1) pap has no correlations, i.e., C(M4, Mp) = 0 for all subsystem observables My, Mp.
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(2) The joint probability distribution on B4 x Bp given by the projective measurements
(measurement of an observable which is a projection)

pAB(Oé, 5) = TrAB(paﬁpAB)
has no correlation, where p,s = |a) (| ® |5)(5].
(3) pan = pii* @ pis*.
(4) pap is a product state.
Definition 1.7.6. The quantum mutual information of the bipartite state pap is given by
I(A: B) = S(p3h) + S(p5) — S(pas).
is a measure of total correlation between A and B which does not depend on an observable.

Exercise 1.7.7. Suppose pap = |[¥ap){(¥ap| is pure so that S(pap) = 0. Use the Schmidt
decomposition [Yap) = > /pilaiB;) where Y p; = 1 and Exercise 1.5.8 to show that
S(pd) = S(psd) = H({p;}) where {p;} denotes a discrete probability distribution.

Definition 1.7.8. The entanglement of a bipartite state vector |t 4p) is given by
S([an)) = S(p3") = S(pis).
Define the quantum conditional entropy by
S(A[B) := S(pas) — S(pi?) S(B|A) == S(pap) — S(px?).

This means there is a similar Venn diagram for quantum mutual information similar to the
Venn diagram (1.2.8) for classical mutual information.

Warning 1.7.9. While classical conditional entropy can never be negative, quantum con-
ditional entropy can be! Indeed, if [1)4p5) is an entangled state vector, then S(pap) = 0, but
S(p?) = S(p?) > 0, so S(A|B) = S(B|A) < 0.

Exercise 1.7.10. Prove that I(A : B) is always non-negative, and equals zero if and only if
pap is a product state.

Exercise 1.7.11. Use quantum state purification pap = Ec(|¢apc) (¥ apc]|) to show that
[S(p5Y) — S(pE")| < S(pan).

1.8. Many body correlation. We are now interested in quantum systems with more than
2 subsystems; for simplicity, we will study those of the form H, ® Hp ® He. States on this
system will be called tripartite/ 3-particle states.

Definition 1.8.1. The total correlation in the tripartite state papc is

CT(PABC) = S(Pfd) + S(PrBed) + S(P#) - S(PABC)-
11



Example 1.8.2. For the tripartite state papc = 5(]000)(000] + [111)(111]), observe that
1 1
Crlpanc) =3+ (0001 + (1)) = 5 ( 5(1000)000] + 111y 111)

1 1 1 1
=—6-1 = 2-1 —|=3-1=2
62 og(2 + 20g<2) 3

4z 8) =25 (5000 + [Dan) - (500000 + 1) (11)) =1
=1(B:C)=I1(A:C)

This means that whereas the mutual information I(A : B) can be viewed as the intersection
in a Venn diagram, the corresponding triple intersection C},; in the following Venn diagram
can be negative, and is thus not the correct notion of total correlation between 3 subsystems.

I(A:C)

4 ¢ Cui = = S(pixp) + S(pise) + S(p%e)
Chri re re re
1(A:B) ) — S(ph) = S(psh) - S(Pcd) — S(panc)
= Cr(papc) —I(A:B)—I(B:C)—1(A:C).
B

adapted from [arXiv:1508.02595, p.28]

Indeed, in the example above, Ci; < 0!

Definition 1.8.3. For a tripartite state papc, we define its sets of k-reduced density matrics
(k-RDMs) for k =1,2,3 by
1-RDMs = {p*, pis*, pi&

1-RDMs = {pl{, pi5, plie

3-RDMs = {pABC}
For k =1, 2,3, we define the sets

L red _ red red _ red red _ red
L, = {States UABcldA =pac, 05" =pg", and 05" = pg
red red red red _ red

L, = {states O'ABclUIrfg = PaB> Opc = PBC> and 0ac = Pac
L := {states oapc|oasc = papc} = {pasc}

We can do this in general for an n-partite state as well.

Now given a set of density matrices, we can ask if it is a collection of k-RDMs for some
N-partite state.

Principle of maximum entropy. For a given set R of k-RDMs, the best inference
of the N-partite state pa,..a, is the unique state pj € L; with maximal von Neumann
entropy.

pr. = argmax {S(o)|o € Lg(R)}

12
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Exercise 1.8.4 (%, [MR1979011]). Let J C R be an interval. A function f : J — R
is called operator convex if for all Hermetian/self-adjoint operators a,b € M, (C) with
spec(a), spec(b) C J, we have f(ta+(1—t)b) < tf(a)+(1—t)f(b). Show that f(x) := xlog(z)

1s operator convex.

Exercise 1.8.5. Show that pj is well-defined, i.e., given a set of k-RDMs, there is a unique
state in Lj with maximum entropy.
Exercise 1.8.6. Suppose papc is a tripartite state.
(1) Calculate pj and p3.
(2) Show that the total correlation satisfies Cr(papc) = S(p}) — S(p3)-
Exercise 1.8.7. If j <k, is p € Ly?

Definition 1.8.8. The irreducible k-partite correlation of pa,..a, is

Cr = S(prp_1) — S(pp),

which measures the k-partite correlations that cannot be learned from the (k — 1)-RDMs.
Observe that C), > 0, and by Exercise 1.8.6,

Crpasc) = S(pi) = S(ps)™ = S(pi) — S(p2)™ + S(p3) — S(ps)* = 0.
Exercise 1.8.9. Compute Cy, Cy, C5 for |GHZ) as in Exercise 1.6.3.

Remark 1.8.10. A tripartite state papc is determined by its 2-RDMs if C5 = 0, or equiv-
alently, papc = p5. The only pure tripartite states [ apc)(¥apc| on (C?)®3 with Cs # 0
are

«|000) + 8]111) a,B#0, [a]* + |8 =1.

Definition 1.8.11. A pure tripartite state vector |¢apc) is

e a product state vector if it can be written as |apc) = |¥a) ® |¥B) ® |[Ye),

e entangled if it is not a product state (eg: |14) ® |¢pc) for some entangled state
¥5c)), and

e genuinely entangled if it cannot be written as a product state with respect to any
tensor product decomposition.

Definition 1.8.12. Suppose |[4pc) is a pure tripartite stat vector, and denote by |a) =
laa) ® |ag) ® |ac) a product pure tripartite state vector. The geometric measure of entan-
glement is given by

Ec([apc)) == —log(Al (| asc)) where A7, ([Yapc)) = max [{a]|YaBe))]-

|

We view Eq(|tvapc)) as a measurement of how far |[¢4pc) is from the set of product pure
tripartite state vectors.

Exercise 1.8.13. Compute E¢(|GHZ)) where |GHZ) is as in Exercise 1.6.3.
13
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1.9. Quantum computation. Classical computers manipulate bits to perform calcula-
tions. Quantum computers manipulate qubits (state vectors in C?) or qudits (state vectors
in C?) to perform calculations using quantum gates, which are unitary matrices on a tensor
product Hilbert space H = (C4)®N. We have already seen some examples of quantum gates:
the Pauli X,Y, Z operators, which are self-adjoint unitaries.

To perform a quantum calculation, we take our state vector |¢) € H and apply a finite
sequence of unitary quantum gates to transform the state. Finally, we perform a measure-
ment on part or all of the total space. It is important to note from the beginning that in
contrast with classical computation, this process is probabilistic, not deterministic, due to
the process of measurement in quantum mechanics.

Here is a cartoon of a quantum computation:

___________________ Measurment
' 4—.:./% Classical bit
| U2 Us |
) € C=N[ Us !
| Uh !
| 1
WpuC " Tepih 3 quantun circuit

These diagrams exploit the graphical calculus for tensor categories; here we work with the
tensor C* category of finite dimensional Hilbert spaces. We will use two conventions for these
diagrams in these notes. Sometimes these diagrams are written sideways to use less space on
a page, where time increases from left to right; sometimes we write these diagrams vertically,
where time increases from bottom to top; this is known as the optimistic convention (always
look up!).

Some physical realizations of qubits.

Name Physical support Realized system size
superconducting qubits Josephson junction 53¢
(charge, flux, phase) > 2000 DWave”
photonic boson sampling 76°¢
cold atom neutral atoms/ 72 — 1000 qubits
trapped ion electrodynamic ion trap 32 qubits?
silicon qubits quantum dots 2 qubits at 1.5K°
topological qubits/ anyon braiding in < 1 qubit
anyons gapped TPM

“Google’s quantum supremacy [AABT19)

"'DWave microchip implements quantum annealing, which is not universal for quantum computation.
¢Jiuzhang quantum supremacy [ZWD™20]

onQ [Gib20]. Previously, IBM had 27 trapped ion qubits.

“Silicon qubits at higher temperatures could interface better with existing conventional computes
[YLHT20]

There are (at least) two sources of error in quantum computation:

e decoherence, when information is lost due to interaction with the environment, and

e accuracy, our inability to perfectly construct a specific unitary quantum gate.
14



Both are a manifestation of non-unitary time evolution of the system. We have already seen
from the no cloning theorem that we cannot just send the same message multiple times, so
more robust techniques are necessary. One way to deal with error is via software, e.g., error
correcting codes, and another method is hardware, e.g., topological quantum computation.

It is not the case that having N physical qubits for a quantum computer gives N logical
qubits for quantum computation, as many physical qubits are needed for error correction.
As topology is robust to deformation, it is believed that topological qubits are manifestly
fault tolerant [Kit03] so that one topological qubit would equal one logical qubit.

1.10. Non-unitary time evolution by completely positive maps.

1.10.1. Completely positive maps.

Exercise 1.10.1. Suppose H and K are finite dimensional vector spaces with dim(K) = k.
Construct a unitary isomorphism H ® K = H®*. Deduce that B(H) ® B(K) = My(B(H)).

Definition 1.10.2. Suppose H4 and Hp are two quantum systems. A linear map & :
B(Ha) — B(Hp) is called
o unital if ®(14) = I,
o trace preserving if Trp(®(z)) = Tra(x) for all z € B(Ha),
e positive if x > 0 in B(H,) implies ®(x) > 0, and
o completely positive if (z;;) > 0 in M, (B(Ha)) implies (®(x;;)) > 0 in My(B(Hpg)) for
all ke N.

A quantum operation is a completely positive map such that for all states p, Tr(®(p)) < 1.
Observe that a quantum operation maps states to states if and only if it is trace preserving.
In this case, we call the quantum operation a quantum channel. That is, quantum channels
are trace preserving completely positive (TPCP) maps.

Exercise 1.10.3. Suppose that E; : Hy — Hp is a family of transformations such that
SN E!E; = I,. Show that ®(z) := 3., E;zE] is completely positive.
Hint: When (x;;) is positive in My(B(H4)), find a y such that (®(x;)) = yly.

Exercise 1.10.4 (Stinespring Dilation). Suppose ® : B(H4) — B(Hp) is completely posi-
tive.

(1) Show that {(x @ nly @ &) = (n|®(z'y)é)y on B(Ha) ® Hp linearly extends to a
well-defined positive sesquilinear form.
(2) Show that for V' a vector space with positive sesquilinear form B(-|-), Np =
{v e V|B(v|v) =0} is a subspace of V, and B descends to an inner product on
V/Npg.
(3) Define K to be completion of (B(Ha) ® Hp)/N¢.|.y in || - [[2. Find a unital *-
homormophism V¥ : B(H4) — B(K), and an isometry v € B(Hp — K) such that
O (x) = v W(x)v for all z € B(H,).
Note: For this problem, we may replace B(H4) with any C*-algebra, and Hp need not be
finite dimensional.

Exercise 1.10.5 (Kraus operators). Suppose ® : B(H4) — B(Hp) is completely positive.

[[maybe quantum operation or TPCP?]]
15



(1) Prove there are a family of transformations T; : H4 — Hp with > Ej E; = I, such
that ®(z) = 32, EizE] for all z € B(H.,).
Note: Such a family (E;) is called a system of Kraus operators for ®.

(2) Suppose (E;)Y, and (F;)Y, are systems of Kraus operators for ®. Prove that there
is a unitary (u;;) € My (B(Hp)) such that F; = Z LU E

1.10.2. Non-unitary time evolution. Suppose we have a quantum system Hg, which is un-
avoidably coupled with the environment Hg, so that the total space is Hg ® Hg. Suppose
the system is in state vector |¢gg) at time to, and set psp(to) := |¢¥se)(¥se|. Recall that in
the Hamiltonian formulation of quantum mechanics, the state of the system at time t > ¢,
is given by

pse(t) = Usp(t)pseUse(t)’.
The time evolution of the quantum system S is given by the RDM p4(t) = Eg(psg(t)).

Notation 1.10.6. For two state vectors ¢,1 € Hp and = € B(Ha) ® B(Hp), we write

(Blal)a = (L4 ® $)z(ls ® ) = = M Ba(a(La @ 1) (0]).

In the diagram, we identify [¢)) with a linear map C — Hp and (¢| with a linear map
Hp — C. In the middle equality, we use the graphical calculus to rotate ¢ around the right
hand side. We will justify this step later.

Exercise 1.10.7. Prove that the canonical trace preserving conditional expectation E,4 =
ida® Trp : B(Ha) @ B(Hp) — B(Ha) is given by Ea(z) = >_4(8|z|B) 4 for any orthonormal
basis {#} of Hp.

Suppose now that psg(ty) = ps(to) ® |0g)(0g| is a product state and {|i)} is some or-
thonormal basis of Hg. In this case,

p§(t) = Es(psu(t)) = Es(Usp(t)(ps(to) @ 105) (06 Uss(t)")
= Z ilUse(t)(ps(to) @ |02)(0e])Use(t) i)

_ Z |USE )|0E>sps(to)<0E|USE( )i)s

_ZE )ps(to) Ei(t)!

where E;(t) := (i|Usg(t)|0g)s. the reader is encouraged to perform the above calculation
diagrammatically.

Exercise 1.10.8. Verify that >, F;(t)'E;(t) = Is so that ®,(z) := Y, E;(t)zE;(t)" is com-
pletely positive by Exercise 1.10.3.
16



These Kraus operators { E;} are the noise or error operators when ® represents the error-
producing quantum operation of the environment. Hence we see that the time evolution of
ps(t) under interaction with the environment is no longer given by conjugation by a unitary
operator, but instead by the family {®;} of completely positive maps pi(t) = ®;(ps(to)).

1.11. Error correction. We have seen in the previous section that errors are introduced in
quantum computation due to non-unitary evolution of the system H. Our presentation of
error correction codes follows [KLI7, §3], but we use different notation.

Definition 1.11.1. For k£ < n, an (n, k)-quantum code is a triple (Q, H, u) where

e O is a k dimensional Hilbert space,

e 7 is an n-dimensional Hilbert space called the coding space, and

e u : Q — H is an injective partial isometry called the encoding operator. Its adjoint
u' is called the decoding operator.

For such a triple, we define the associated code C := uQ C H, whose state vectors are called
code words.

Definition 1.11.2. Suppose we have a quantum code (Q,H,u,C = uQ), and suppose
¢ : B(H) — B(H) is an ‘error-producing’ quantum operation. A recovery operator is a
quantum operation © : B(H) — B(H), and we call (C,©) a quantum error correcting code.
The error of (C, ®,0) is given by

Err(C,9,0):=1- F(C,?,0) where F(C,®,0) = Statgge%tors<w|@(@(|¢>(¢|))|¢>

lp)yec
is called the fidelity.

Exercise 1.11.3. Why may we define the fidelity in terms of a min and not an inf?

Exercise 1.11.4. Suppose {E;},{R;} are systems of Kraus operators for ®, © respectively.
Show that the fidelity is given by

F(C,®,0) = btatgﬁggmﬂ V| R E|p) 2

and the error is given by

Err(C, ®,0) max Z (R, E; — (0| R E;|))|4) ||

state vectors

Example 1.11.5 (Bit flip code, [ZCZW19, §3.2.1]). Suppose we have a qubit [i)) € C?
together with a noisy quantum operation ® : My(C) — My(C) which flips |0) <> |1) with
probability p, e.g.,

®(p) := (1 —p)p + p(XpX).
Observe that ® is completely positive by Exercise 1.10.3, since the Kraus operators here are

{V/T—pI,/pX}. If the qubit is in state [¢) = «|0)+5|1) with |a[*+|5]* = 1, then applying
® gives us the mixed state

p=(1 —p)\¢><¢1!7+p(\Xw><X¢!)-



The only reasonable choice for the error correction code is to set C = C? and © = id. The
error is then given by

Erry(a, 8) = 1 - (lol) = 1 (1 — p)l) + plbl X)) = p(1 — (W] X[)?)
= p(1 — 4Re(aB)?).

We thus see that the maximum the error can be is p.

However, if we amplify the space C? and use an error correcting code, we can decrease our
error by an order of magnitude. Setting A = (C?)®2, we amplify the total space to H @ A,
and we encode our basis elements by |0) — |000) and |1) — [111). We assume that each of
the 3 qubits we have prepared are independently subject to bit flip noise with probability p.
After applying ®®2 to |) (1|, we get the mixed state

L () (W) = (1= p)l* ) ¥l +p(1 = p) wa ($1X;
) (1.11.6)
+p*(1-p) ZZWNWZ + PP X Xo X3 |0) (9] X1 Xa X,

=1

where we use the shorthand 5(\1 = X; X for distinct 4,7,k € {1,2,3}. Observe ®*3 is again
visibly completely positive by Exercise 1.10.3. (What are the Kraus operators E; for ®®37)
Our quantum code is now C = span{|000), |111)}, and our recover operator is given by

ZRJ/)R = PypPy + ZX 0P X Ry := Py, Rj := X;P;

Jj=0 j=1
where the P; are the orthogonal projections

— 000)(000] + [111)(111]
— |100)(100| + [011)(011]
— 010)(010] + [101) (101
= 001)(001] + [110)(110].

Exercise 1.11.7. Verify that Zj R;Rj = [. Check that the map p — PypF, acts as the
identity on |¢)(¢| for |¢), [¢) € {|111)(111]}. Then check that the map p — X;P;pP; X;:

j = 1: corrects |100) to |000) and |011) to |111) on operators of the form |¢p) (1| for |@), |¢) €
{]100)(011]}.

J = 2: corrects |010) to |000) and |101) to |111) on operators of the form |¢) (| for |¢), |¢) €
{]010)(101|}.

j = 3: corrects [001) to |000) and |110) to |111) on operators of the form |¢) (1| for |¢), |¢) €

{1001)(110]}.
18



For |¢) = «|000) + B]111), we write ®®3(|1)(¢)|) from (1.11.6) as pg + p1 + p2 + p3 where

po = (1= p)P ) (] + P> X1 Xo X5 |00) (] X1 Xo X5
(1—p)? X1 [0) (W] X1 + p*(1 — p) Xo X5 |1h) (0] X2 X
p2 = p(1 = p)>Xo|) (Y] X1 + p*(1 — p) X1 X3|00) (1| X1 X5
(1- p)2X3|¢><¢|X1 +p*(1 - p) X1 Xo|Y) (]| X1 X,

Observe that ijkR;f vanishes if j # k. We calculate ©(®®3(|¢)(])) = Z?:o Rj,ojR; where

RopoR) = (1 — p)*|00) (] + p* X1 Xa Xa]1h) (16| X1 Xo X5
RlleJ{ = RzﬂzR; = R3P3R§ = p(l - p)2‘¢><¢| —I—p2(1 - p)XleX:%W)(WXleX&

Finally, we compute the error as

3

Errs(a, 8) = 1 — (¥|©(@Z*(J0) (W) |) = 1 =Y (G| R;p;Ry[¢)

=1—(1-p)*+3p(1 —p)* = (* + 3p*(1 — p)) (V| X1 Xo X;5|1p)?
= p*(3 = 2p)(1 — (Y| X1 X5 X3]¢h)%) = p*(3 — 2p)(1 — 4 Re(af)?) < p*(3 — 2p).

Observe that when p < 1/2, Frry < Err;. To achieve arbitrarily good precision, we can
encode |0) as |0---0) € (C?)®2 1,

Remark 1.11.8. Although we will not discuss it here, one should read about the phase flip
code and Shor’s code.

Definition 1.11.9. Ideally, we would like to choose our code (Q,H,u,C = uQ) and our
recovery operator © to minimize the error. When O satisfies Err(C, ®,©) = 0, we say that
(C,0) is a P-correcting code.

Exercise 1.11.10 (x [KL97, Thm. 3.2],[Got10, Thm. 2 and 3],[Pre, §7.2]). Prove that the
following are equivalent for a quantum code subspace C C H and error producing quantum
operation ®(z) =), El2E; with > ElE;, = Iy,

(QEC1) C corrects the error set {E;},
(QEC2) There is an orthonormal basis {r} of C such that

<’<5k‘EiTEj |Ke)w = CijOr=c

where ¢;; is a constant independent of £, ¢,
(QEC3) Denoting the orthogonal projection onto C by pe,

peE] Ejipc = cijpe

where ¢;; is a constant, and
(QEC4) For all state vectors |k),|x') € C and all E € span{E;} C B(H),

(k|ETE|K)y = (K'|EVE|K ).
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