Math 2568 Homework 7
Math 2568 Due: Monday, October 14, 2019

Problem 1

§5.4, Exercise 7. Show that the functions fi(t) = sint, fo(t) = cost, and
f3(t) = cos (t + ) are linearly dependent vectors in C*.

The three functions are linearly dependent vectors in C! since there exists a
nonzero vector r = (r1,72,73) such that ry f1(t) + ra fo(t) + r3f3(t) = 0. We can
find this vector r using trigonometric identities:

?fg(t).

™ ™ (T . 1 V3 . 1
f3(t) = cos (t + g) = cos (§> cos t+sin (5) sint = 5 costh sint = ifl(t)*

That is, 3 f1(t) + %2 fa(t) — f3(t) = 0.

Problem 2 (MATLAB)

Determine whether the given sets of vectors are linearly independent or linearly
dependent.

§5.4, Exercise 9.(MATLAB)

v =(2,1,3,4) vy =1(-4,2,3,1) v3=1(2,9,21,22) (1%)

Answer: The set {v1, v, v3} is linearly dependent.

Solution: The set is linearly dependent if there exist scalars 1, 72, and r3 such
that r1v1 + rovg 4+ r3vg = 0. Create a matrix A whose columns are vy, vy and
vg. Then row reduce A to solve the homogeneous system Ar = 0. Specifically,
row reducing the matrix A = [vl v2 v3] yields

ans =

O O O =
O O~ O
O O N O

So —5v1 — 2vy +v3 = 0.



Problem 3 (MATLAB)

§5.4, Exercise 12.(MATLAB) Perform the following experiments.

(a) Use MATLAB to choose randomly three column vectors in R®. The MAT-
LAB commands to choose these vectors are:

yl = rand(3,1)
y2 = rand(3,1)
y3 = rand(3,1)

Use the methods of this section to determine whether these vectors are
linearly independent or linearly dependent.

(b) Now perform this exercise five times and record the number of times a
linearly independent set of vectors is chosen and the number of times a
linearly dependent set is chosen.

(¢) Repeat the experiment in (b) — but this time randomly choose four vec-
tors in R® to be in your set.

(a) The set of commands to perform this experiment is:

yl = rand(3,1);
y2 = rand(3,1);
y3 = rand(3,1);
A = [yl y2 y3];
rref (A)

If the resulting matrix is I3, then the set is linearly independent.

(b) The most likely outcome is that all five trials result in linearly independent
sets.

(c) Every trial yields a linearly dependent set of vectors.

Problem 4

§5.5, Exercise 1. Show that U = {u1, us, us} where
ur = (1,1,0) uz=(0,1,0) wuz=(—1,0,1)

is a basis for R®.



By Theorem 5.5.3, U is a basis for R? if the vectors of I/ are linearly independent
and span R®. By Lemma 5.5.4, the dimension of i is equal to the rank of the
matrix whose rows are uq, us, and uz. Row reduce this matrix:

1 10 1 00
01 0)]—10120
-1 0 1 0 0 1

So dim(i) = 3 = dim(R?), and we need now only show that i, ug, and us
are linearly independent, which we can do by row reducing the matrix whose
columns are the vectors of U as follows:

1 0 -1 1 00
1 1 0O]—1( 010
0 0 1 0 0 1

Therefore, there is no nonzero solution to the equation Ur = 0, so the vectors
of U are linearly independent and U is a basis for R>.

Problem 5

§5.5, Exercise 2. Let S = span{v;,ve,v3} where
v = (1,0,-1,0) vy =(0,1,1,1) w3 =(5,4,—1,4).

Find the dimension of S and find a basis for S.
Answer: The dimension of S is 2, and vectors v; and v, form a basis for S.

Solution: Row reduce the matrix A whose rows are vi, vy, and vs. By
Lemma 5.6.4, the number of nonzero rows in the reduced matrix is the di-
mension of S and these rows form a basis for S. So:

1 0 -1 0 1 0 -1 0
0 1 1 1 — 1 0 1 1 1
5 4 -1 4 0 0 0 0

Problem 6

§5.5, Exercise 4. Show that the set V of all 2 x 2 matrices is a vector space.
Show that the dimension of V' is four by finding a basis of V' with four elements.
Show that the space M (m,n) of all m x n matrices is also a vector space. What
is dim M (m,n)?



The set V is a vector space because the operations of addition and scalar multi-
plication satisfy the eight properties of vector spaces described in Table 1. For
2 x 2 matrices, matrix addition is defined for two matrices such that:

ap by 4 az by _ [ &1 ta by + b2
cy dy ey do cr+ca di+ds

and scalar multiplication is defined for a matrix and a scalar such that:

a b\ [ sa sb
\e a )7 \Use sa )

So, using these definitions, addition is commutative and associative, and the
additive identity is the 2 x 2 matrix of zeroes. If

W = < w11 W12 )then w1 = ( —Wwi1  —wWi2 >

w21 W22 —W21 —W22

Scalar multiplication is associative. There is a multiplicative identity, Is, and
scalar multiplication is distributive both for scalars and for matrices. So V is a
vector space. One basis for V is

1 0 0 1 0 0 and 0 0
0 0/)’\0 0)/)’\1 0 0 1 )°
The set of m x n matrices is also a vector space, since it also satisfies
the eight properties of vector spaces. In this case, the additive identity is the
m X n zero matrix, and the multiplicative identity is I,,. The dimension of the

set is mn, since one basis consists of the mn matrices with a;; = 1 and all other
entries 0, for 1 <i<mand 1 <j <n.

Problem 7

§5.5, Exercise 5. Show that the set P,, of all polynomials of degree less than
or equal to n is a subspace of C!. What is dim P»? What is dim P,,?

The set P, is a subspace if it is closed under addition and scalar multiplication.
Let 2(t) = ap + a1t + - - - + ant”, y(t) = bo + b1t +--- + b,t" and s € R. Then

z(t) +y(t) = (a0 +bo) + (a1 + b))t + - + (an + bp)t" € P,.
cx(t) = clag + art + - - - + ant™) = cag + cart + - - - + cant™ € P,.

The dimension of P; is 3, since 1 = 1, 2o = t, and x5 = t2 form a basis for P,.
The dimension of P, is n + 1.



Problem 8

§5.6, Exercise 5. Let A be a 7 x b matrix with rank(A) = r.

(a) What is the largest value that r can have?

(b) Give a condition equivalent to the system of equations Az = b having a
solution.

(¢) What is the dimension of the null space of A?

(d) If there is a solution to Az = b, then how many parameters are needed to
describe the set of all solutions?

(a) The largest value that r can have is 5, since the matrix has 5 columns. Thus,
the reduced echelon form matrix can have at most 5 pivot points.

(b) The equation Az = b has a solution if the rank of the augmented matrix
(A|b) is 7. If rank(A[b) is greater than r, then there is a pivot in the 6* column
and the system is inconsistent, so there is no solution.

(c¢) The null space has dimension 5 — 7.

(d) The number of parameters needed to describe the solution to Az = bis 5—r,
since 5 — r parameters are needed to describe the solutions to Az = 0, and the
solutions to the inhomogeneous system are obtained by adding the solutions of
the homogeneous system to one solution of the inhomogeneous system.

Problem 9

85.6, Exercise 6. Let

1 3 -1 4
A=1 2 1 5 7
3 4 4 11

(a) Find a basis for the subspace C C R?® spanned by the columns of A.
(b) Find a basis for the subspace R C R* spanned by the rows of A.

(c) What is the relationship between dimC and dim R?

Answer: (a) The vectors (1,2,3) and (3,1,4) form a basis for the subspace C
of R® spanned by the columns of A.

(b) The vectors (1,3,—1,4) and (2,1,5,7) form a basis for the subspace R of
R* spanned by the rowss of A.



(¢) dimC = dimR.
Solution: (a) Note that

1 1 3
RN P A

5\ 3 5\ 4

4 1 3
7 17 2 +1 1
11 5\ 3 5\ 4

So the two vectors (1,2,3) and (3,1,4) span C. Since they are linearly indepen-
dent, these vectors are a basis for C and dim =C = 2.

(b) Note that
(3,4,4,11) = (1,3, —1,4) + (2,1,5,7).

Therefore, {(1,3,-1,4),(2,1,5,7)} is a basis for R and dim R = 2

Problem 10

§5.6, Exercise 14. Let {v1,vs2,v3} and {w;, w2} be linearly independent sets
of vectors in a vector space V. Show that if
span{vy, v, v3} N span{w,ws} = {0}

then
dim(span{vy, vz, v, w1, w2}) =5

Hint: First show that if v € span{vy,ve,v3}, w € span{wy, wa}, and v +w = 0,
then v = w = 0.

Solution: First, we verify the claim in the hint. Let v € span{vy,va,vs},
w € span{wy, ws}, and v+w = 0. Since span{w;, wy, w3} is closed under scalar
multiplication, it follows that v = —w € span{wy,ws}. Therefore

v € span{vy, v2,v3} Nspan{wy,ws} = {0}
and v =w = 0.

Next, we show that {vy, va, v3, w1, ws} is a linearly independent set, which im-
plies that it is a basis for span{vy,vs,vs, w1, w2}. Suppose that aq,as,as and
by, by are scalars so that

a1V + a2v2 + a3v3 + b1w1 + b2w2 =0 (2)

Let v = a1v1 + asvs + azvz and w = bywy + bowy. Then v + w = 0. So, by the
hint, v = w = 0. Since {v1,v2,v3} is a linearly independent set so

a1v1 + asve + azvy =v =10



implies that a; = as = ag = 0. Similarly, {w;, w2} is a linearly independent set
SO
biwy + bows = w =0

implies that by = by = 0. Therefore, the only solution to (2) is a1 = as =
ag = by = bg = 0. Thus, the set {v1,ve,vs, w1, ws} is linearly independent and
therefore a basis for its span. It follows that

dim(spanf{vy, ve, vs, wi,wa}) =3+ 2 =05.

Problem 11

In Exercises 15-20 decide whether the statement is true or false, and explain
your answer.

§5.6, Exercise 15. Every set of three vectors in R? is a basis for R®. Answer:
False

Solution: The vectors could be linearly independent. For example {e;, eq, €1 +
es} is not a basis for R®.

Problem 12

In Exercises 15-20 decide whether the statement is true or false, and explain
your answer.

§5.6, Exercise 20. If U is a subspace of R? of dimension 1 and V is a subspace
of R? of dimension 2, then U NV = {0}. Answer: False Solution: U NV
is always subspace of R2, but its dimension could be one. For example, if
U is the z-axis ( U = span{e;}) and V is the xzy-plane (V' = span{e;,ea})
then UNV = U. UNV is always subspace of R®, but its dimension could be
one. For example, if U is the z-axis (U = span{e;}) and V is the xy-plane
(V =span{ey,es}), then UNV =U.



