High order well-balanced asymptotic preserving finite difference WENO schemes for the shallow water equations in all Froude numbers
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A B S T R A C T

In this paper, high order semi-implicit well-balanced and asymptotic preserving finite difference WENO schemes are proposed for the shallow water equations with a non-flat bottom topography. We consider the Froude number ranging from O(1) to 0, which in the zero Froude limit becomes the “lake equations” for balanced flow without gravity waves. We apply a well-balanced finite difference WENO reconstruction, coupled with a stiffly accurate implicit-explicit (IMEX) Runge-Kutta time discretization. The resulting semi-implicit scheme can be shown to be well-balanced, asymptotic preserving (AP) and asymptotically accurate (AA) at the same time. Both one- and two-dimensional numerical results are provided to demonstrate the high order accuracy, AP property and good performance of the proposed methods in capturing small perturbations of steady state solutions.
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1. Introduction

Shallow water equations (SWEs) are widely used in the modeling of water motion flows in rivers and coastal areas. They have important applications in ocean currents and hydraulic engineering, see, e.g., [31,40,55]. Considering the water flow in river, reservoir or open channels with a non-flat bottom, the SWEs can be written as follows:

\[
\begin{align*}
    \frac{\partial h}{\partial t} + \nabla \cdot (hu) &= 0, \\
    (hu)_t + \nabla \cdot (hu \otimes u) + g \nabla (h^2/2) &= -gh\nabla b,
\end{align*}
\]

where \(h\) is the depth of the water layer, \(u\) is the flow velocity, defined on a time-space domain \((t,x) \in \mathbb{R}_+ \times \Omega\). \(g\) is the gravitational constant and \(b(x)\) is the bottom topography which is independent of time. \(\otimes\) denotes the Kronecker product.
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When the bottom is flat, this system is equivalent to the isentropic Euler system in the homogeneous case. However, the geometrical source term changes the property of the system when a non-flat bottom topography is taken into account.

Many shock capturing schemes with explicit time discretizations have been developed to solve the SWEs with source term (1.1), including high order finite difference [20,36,58,59,62], finite volume [1,10,34,38,43,44,64], residual distribution methods [46,47] and discontinuous Galerkin schemes [60,61,65,67], and many references therein. When solving the SWEs with source term numerically, it is important to preserve the exact conservation property (C-property) [35], namely, the nonzero flux gradient should be exactly balanced by the source term in the case of a stationary water. Such schemes are named well-balanced methods. During the past few decades, there have been extensive studies on the design and analysis of well-balanced methods for various hyperbolic equations with source terms. For the SWEs (1.1), the still-water stationary solution takes the form

\[ h \mathbf{u} = 0 , \quad h + b = \text{Const.} \]  

(1.2)

Well-balanced schemes for the SWEs are able to capture small perturbations of the hydrostatic or nearly hydrostatic flows on a coarse mesh, and we refer to the above list of literatures and the survey papers [33,63] for more discussions.

On the other hand, if we choose a characteristic length \( l_0 \), a characteristic depth \( h_0 \), a characteristic velocity \( U_0 \) and a characteristic time \( t_0 \), we can define the following dimensionless variables

\[
\begin{align*}
\hat{x} &= \frac{x}{l_0} , & \hat{h} &= \frac{h}{h_0} , & \hat{\mathbf{u}} &= \frac{\mathbf{u}}{U_0} , & \hat{t} &= \frac{t}{t_0} , & \hat{b} &= \frac{b}{h_0} .
\end{align*}
\]

(1.3)

with which, the SWEs (1.1) can be non-dimensionalized as follows:

\[
\begin{aligned}
\hat{\mathbf{u}} &- \frac{\partial \hat{h}}{\partial \hat{t}} + \nabla \cdot (\hat{h} \hat{\mathbf{u}}) = 0 , \\
\hat{\mathbf{u}} \cdot \nabla \cdot (\hat{h} \hat{\mathbf{u}}) + \frac{1}{Fr} \nabla (h^2 / 2) &= - \frac{1}{Fr} h \nabla b ,
\end{aligned}
\]

(1.4)

where we drop the hat of the dimensionless variables for ease of presentation. The Strouhal number \( Sr \) and the Froude number \( Fr \) are defined as

\[
Sr := \frac{l_0}{t_0 U_0} , \quad Fr := \frac{U_0}{\sqrt{gh_0}} .
\]

(1.5)

In case of low Froude number flows, for which the flow velocities are systematically small as compared to the velocity of gravity waves, a reference asymptotic expansion parameter \( \varepsilon \) can be introduced according to the Froude number, via

\[
Fr = \varepsilon^\alpha \ll 1 ,
\]

(1.6)

with \( \alpha \) chosen depending on the particular flow regime to be considered [32].

In this work, we focus on flows over advective time scale where \( Sr = 1 \), and assume \( Fr = \varepsilon \), namely \( \alpha = 1 \) for the inviscid balanced flow over the topography, so that the dimensionless equations (1.4) become

\[
\begin{aligned}
\hat{h} \cdot \nabla \cdot (\hat{h} \hat{\mathbf{u}}) &- \frac{\partial \hat{h}}{\partial \hat{t}} = 0 , \\
\hat{\mathbf{u}} \cdot \nabla \cdot (\hat{h} \hat{\mathbf{u}}) + \frac{1}{Fr} \nabla (h^2 / 2) &= - \frac{1}{Fr} h \nabla b .
\end{aligned}
\]

(1.7)

The system is hyperbolic, and its eigenvalues in the direction \( \mathbf{n} \) are \( \lambda_1 = \mathbf{u} \cdot \mathbf{n} + c/\varepsilon \) and \( \lambda_2 = \mathbf{u} \cdot \mathbf{n} - c/\varepsilon \), with \( c = \sqrt{h} \) being the scaled speed of sound.

One could directly apply the well-balanced shock capturing schemes to the dimensionless system (1.7), however, due to the fact that the characteristic speed \( \lambda_{1,2} \) is inversely proportional to the Froude number \( \varepsilon \), the time step constraint of an explicit time discretization satisfies

\[
\Delta t = \text{CFL} \frac{\Delta x}{\max(|\mathbf{u}| + c/\varepsilon)} \sim \varepsilon \Delta x ,
\]

where \( \Delta t \) is the time step size, \( \Delta x \) is the mesh size and CFL is the time stability CFL number. As the Froude number \( \varepsilon \) approaching to zero, this leads to the stiffness in time, which is the same as the low Mach flows, see e.g. [12,14,24]. For low Mach flows, preconditioning techniques are usually applied to release the small time step condition and cure large numerical viscosities in the shock capturing schemes [11,15,41,54,57]. Such techniques, however, are effectively applicable only if the Mach numbers are not too small. On the other hand, naive implicit time discretizations of these shock capturing schemes result in the fully nonlinear systems, which are very inefficient to solve and sometimes may not be able to converge to the correct asymptotic limit.

In between, many semi-implicit schemes are developed, e.g., for low Mach (all Mach) Euler and Navier-Stokes equations [5–8,12,14,16–18,24,50–52,66], and for low Froude shallow water equations [2,21,22,37,53,56], and many references therein.
Among them, one type of methods which can ensure the correct asymptotic limit is the asymptotic preserving (AP) scheme. AP schemes were originally introduced in [27] for multiscale kinetic equations, namely, the discretized scheme for a stiff PDE can converge to a consistent discretization of its limiting equation, under unresolved time step and mesh sizes, with uniform stability. For a recent review of AP schemes and their applications, see [25]. For Euler or Navier-Stokes equations with all-Mach number, AP schemes can well capture its corresponding incompressible limit as the Mach number approaching to zero [3,5,12,14,24,42]. AP schemes have also been applied to the shallow water equations with the low Froude number limit [2,13,19,37,39]. However, for the shallow water equations with an irregular bottom topography, most of current schemes either designed focus only in the low Froude number regime, or with up to second order accuracy.

In this paper, we propose high order well-balanced asymptotic preserving weighted essentially non-oscillatory (WENO) schemes for the shallow water equations with a non-flat bottom topography and all Froude numbers. For an irregular bottom with $b(x) \neq 0$, the nonzero flux gradient and the source term are both scaled by the Froude number in (1.7). Here, considering the still water equilibrium (1.2), it is important to preserve both the well-balanced property and the low Froude limit for the dimensionless system (1.7). A close work along this line is the second order well-balanced asymptotic preserving scheme developed and carefully analyzed by Liu in [37], which is based on a split system for the pre-balanced shallow water equations, following the idea for all Mach flows in [24]. In our work, we will combine the high order AP schemes developed for the isentropic Euler and full Euler systems with all Mach numbers [5,6] in the spirit of [14,50], with the well balanced finite difference WENO schemes [62], to achieve a high order well-balanced asymptotic preserving scheme for the shallow water equations with a source term. We start by constructing a first order semi-implicit scheme. Similar to the hydrostatic pressure $p_2$ introduced for the pressure in the all-Mach flow [5,6], here an $H_2$ term corresponding to the variation from a constant water surface level with respect to the total water surface $H = h + b$ is introduced. We first solve $H_2$ from an elliptic (or Helmholtz) equation, which is formed from a semi-implicit time discretization. After evaluating $H_2$, we can update the momentum $\mathbf{u}$ and then $h$. In this way, by utilizing a well balanced flux reconstruction in the updating of $h$ and $\mathbf{u}$, we can show that our first order semi-discrete scheme achieves the well balanced and AP properties at the same time. With the aid of a multi-stage explicit-implicit (IMEX) Runge-Kutta time discretization for a partitioned autonomous system, high order semi-implicit schemes can be obtained. Corresponding suitable high order spatial discretizations can also be constructed. Specifically high order well-balanced finite difference WENO reconstruction [62] for convection terms are used in this paper, with high order central difference discretizations of second order and mixed derivatives in the elliptic (or Helmholtz) equation of $H_2$. The resulting high order semi-implicit scheme is showed to satisfy the well-balanced, AP and asymptotically accurate (AA) properties simultaneously, namely, the scheme is not only consistent (AP property) but also preserves the order of accuracy in time (AA property) in the stiff limit as $\varepsilon \to 0$ [45].

The rest of the paper is organized as follows. In Section 2, the low Froude limit of the SWEs is revisited. In Section 3, a well balanced AP scheme based on a first order semi-implicit scheme is first described and then generalized to high order methods. The analysis of well-balanced property, as well as AP and AA properties, follows afterward. Numerical experiments are presented in Section 4, which demonstrate the good performance of the high order well-balanced AP scheme in nearly hydrostatic flows and for a range of the Froude numbers including the zero Froude number limit. Conclusions are made in Section 5.

2. Low Froude number limit for SWEs

Let us denote $H = h + b$ as the water surface level, and the system (1.7) can be written as

\[
\begin{align*}
\frac{\partial h}{\partial t} + \nabla \cdot (h \mathbf{u}) &= 0, \\
\frac{\partial (h \mathbf{u})}{\partial t} + \nabla \cdot (h \mathbf{u} \otimes \mathbf{u}) + \frac{1}{\varepsilon^2} h \nabla H &= 0.
\end{align*}
\]

We start with the following single-scale expansions of the solutions $h$ and $\mathbf{u}$, in terms of $\varepsilon$,

\[
\begin{align*}
&h(x,t) = h_0(x,t) + \varepsilon h_1(x,t) + \varepsilon^2 h_2(x,t) + \cdots, \\
&\mathbf{u}(x,t) = \mathbf{u}_0(x,t) + \varepsilon \mathbf{u}_1(x,t) + \varepsilon^2 \mathbf{u}_2(x,t) + \cdots.
\end{align*}
\]

Since $H = h + b$ with $b = b(x)$ being time independent, we have

\[
H(x,t) = h_0(x,t) + b(x) + \varepsilon h_1(x,t) + \varepsilon^2 h_2(x,t) + \cdots.
\]

Substituting (2.2) and (2.3) into (2.1), equating to zero for different orders of $\varepsilon$, we have

- $O(\varepsilon^{-2})$
  \[
h_0 \nabla (h_0 + b) = 0,
\]

- $O(\varepsilon^{-1})$
  \[
h_1 \nabla (h_0 + b) + h_0 \nabla h_1 = 0,
\]
\[ \mathcal{O}(\varepsilon^0) \]
\[
\begin{aligned}
(h_0)_t + \nabla \cdot (h_0 u_0) &= 0, \\
(h_0 u_0)_t + \nabla \cdot (h_0 u_0 \otimes u_0) + h_2 \nabla (h_0 + b) + h_1 \nabla h_1 + h_0 \nabla h_2 &= 0.
\end{aligned}
\]  
(2.6)

Here for simplicity, no dry area is considered to exist in the domain so that \( h_0 \neq 0 \). Therefore, from (2.4) we obtain
\[
h_0 + b \equiv H_0(t),
\]
(2.7)
namely, \( h_0 + b \) is constant in space. It follows from (2.5) that \( h_1 \equiv H_1(t) \) is also constant in space. Since the bottom topography \( b \) is assumed to be time independent, from (2.6), we have
\[
\nabla \cdot (h_0 u_0) = - \frac{dH_0(t)}{dt},
\]
(2.8a)
\[
(h_0 u_0)_t + \nabla \cdot (h_0 u_0 \otimes u_0) + h_0 \nabla h_2 = 0.
\]
(2.8b)

Now integrating the equation (2.8a) over the spatial domain \( \Omega \), it yields
\[
\frac{dH_0(t)}{dt} = - \frac{1}{|\Omega|} \int_{\partial \Omega} \nabla \cdot (h_0 u_0) d\sigma = - \frac{1}{|\Omega|} \int_{\partial \Omega} h_0 u_0 \cdot n d\sigma,
\]
(2.9)
where \( n \) is the unit outward normal vector along \( \partial \Omega \), namely the time change of the total water height is given by the total flux of water across the domain boundary. (2.8) and (2.9) form the classical zero Froude number shallow water equations, also known as the “lake equations” [23,32]. If considering the no-slip \( u \cdot n = 0 \) or periodic boundary conditions, we further get
\[
\int_{\partial \Omega} \nabla \cdot (h_0 u_0) d\sigma = \int_{\partial \Omega} h_0 u_0 \cdot n d\sigma = 0.
\]
This implies \( H_0 \) is constant both in space and time, i.e. \( H_0 = \text{Const} \). The same conclusion can also be derived for \( H_1 \). Therefore, the “lake equations” further reduce to:
\[
\begin{aligned}
\nabla \cdot (h_0 u_0) &= 0, \quad h_0 + b = H_0 = \text{Const}, \\
\partial_t (h_0 u_0) + \nabla \cdot (h_0 u_0 \otimes u_0) + h_0 \nabla h_2 &= 0.
\end{aligned}
\]
(2.10)

A rigorous convergence analysis for the zero Froude limit from (2.1) to (2.10) is very demanding, and we refer to [28,29] for such a rigorous study in the low Mach limit.

3. Numerical schemes

In this section, we will construct and analyze a class of high order finite difference schemes with the AP and well-balanced properties for the shallow water equations (2.1) with a range of Froude numbers. The SWEs in the form of (2.1) are very close to the isentropic Euler equations with all-Mach number, see e.g. [5,14]. However, it differs in the zero Froude limit, where in the isentropic Euler system, \( \rho_0 \) (corresponding to \( h_0 \) here) is constant, and it has the divergence free velocity field \( \nabla \cdot \mathbf{u}_0 = 0 \). Here, \( h_0 \) is not a constant directly due to the appearance of source term. For the isentropic Euler equation in the zero Mach limit, the hydrodynamic pressure \( p_2 \) (corresponding to \( H_2 \) here) plays a role as a Lagrangian multiplier to ensure the divergence free condition, fortunately \( H_2 \) performs similarly in this setting. In the following, we will extend the high order semi-implicit finite difference WENO schemes developed in [5] to solve (2.1). We will analyze that the scheme can capture the zero Froude number shallow water equations, or the lake equations (2.10) with no-slip or periodic boundary conditions, namely the scheme is asymptotic preserving.

For the shallow water equations with non-flat bottom topography, the well-balanced property is another important one, especially for capturing small perturbations of a still water equilibrium [62]. We will adopt the well-balanced finite difference WENO reconstruction technique as developed in [62], tailored to our semi-implicit time discretization. We will show that under our semi-implicit framework, the well-balanced property can also be obtained.

3.1. First order semi-implicit scheme

We start with presenting a first order semi-implicit time discretization, while keeping space continuous at this moment. The first order semi-implicit implicit-explicit (IMEX) scheme for (2.1) is given as follows
\[
\begin{aligned}
\frac{h^{n+1} - h^n}{\Delta t} + \nabla \cdot (h u)^n &= 0, \\
\frac{(h u)^{n+1} - (h u)^n}{\Delta t} + \nabla \cdot \left( \frac{h u \otimes h u}{h} \right)^n + \frac{1}{\varepsilon^2} h^{n+1} \nabla H^{n+1} &= 0.
\end{aligned}
\]
(3.1)

Notice that \( H^{n+1} = H^{n+1} + b \). From the second equation of (3.1), we can first express \( (h u)^{n+1} \) in terms of \( h^{n+1}, H^{n+1} \) and other variables at time level \( t^n \). Substituting it into the first equation of (3.1), we get
\[
\begin{align*}
\frac{h_{n+1} - h_n}{\Delta t} + \nabla \cdot (h \u) - \Delta t \nabla^2 : \left( \frac{h \u \otimes \u}{h} \right)^n - \frac{\Delta t}{\epsilon^2} \nabla \cdot (h^2 \nabla H_{n+1}^2) &= 0, \\
\frac{(h \u)^{n+1} - (h \u)^n}{\Delta t} + \nabla \cdot \left( \frac{h \u \otimes \u}{h} \right)^n + \frac{1}{\epsilon^2} h^2 \nabla H_{n+1}^2 &= 0,
\end{align*}
\]

(3.2)

where \( : \) is the tensor double dot product. The first equation of (3.2) appears to be a nonlinear system for \( h_{n+1} \), as \( H_{n+1} = H_n + b \). To avoid it, a slight modification of the first equation yields

\[
\frac{h_{n+1} - h_n}{\Delta t} + \nabla \cdot (h \u) - \Delta t \nabla^2 : \left( \frac{h \u \otimes \u}{h} \right)^n - \frac{\Delta t}{\epsilon^2} \nabla \cdot (h^2 \nabla H_{n+1}^2) = 0,
\]

(3.3)

which is now a linear equation for the unknown function \( h_{n+1} \). Similarly, the corresponding term in the second equation of (3.2) can be replaced by \( \frac{1}{\epsilon^2} h^2 \nabla H_{n+1}^2 \), which is easier for the generalization to high order described in the following subsection.

To deal with the stiff diffusive term \( \frac{1}{\epsilon^2} \nabla \cdot (h^2 \nabla H_{n+1}^2) \), in this work, we consider the no-slip or periodic boundary conditions, namely, \( h_0 + b = H_0 \) and \( h_1 = H_1 \) are both constants in the asymptotic expansion (2.3). We may now introduce a water surface perturbation \( H_2 \), defined as

\[
H_2 = \frac{H - \bar{H}}{\epsilon^2},
\]

(3.4)

where \( \bar{H} \) denotes the spatial average of the water surface level \( H \) (computed from \( h + b \)). In this way, the term \( H_2 \) in the zero Froude shallow water limit converges to \( h_2 \), which remains finite. Numerically, we take \( \bar{H} \) as the spatial average of \( H^n \), that is

\[
H_{n+1} = \bar{H}^n + \frac{\epsilon^2}{3} H_{n+1}^2 \quad \text{and} \quad h_{n+1} = \bar{H}^n - b + \frac{\epsilon^2}{3} H_{n+1}^2,
\]

(3.5)

so that we obtain a linear elliptic equation for \( H_{n+1}^2 \) from (3.3)

\[
\epsilon^2 H_{n+1}^2 - \Delta t \nabla \cdot (h^n \nabla H_{n+1}^2) = h^*,
\]

(3.6)

with

\[
h^* = H^n - \bar{H}^n - \Delta t \left( \nabla \cdot (h \u)^n - \Delta t \nabla^2 : \left( \frac{h \u \otimes \u}{h} \right)^n \right).
\]

(3.7)

After obtaining \( H_{n+1}^2 \) from (3.6), \( h_{n+1} \) and \( H_{n+1}^2 \) can be updated from (3.5). In equation (3.2), we can replace \( 1/\epsilon^2 h^n \nabla H_{n+1}^2 \) by \( h^n \nabla H_{n+1}^2 \), which leads to

\[
\begin{align*}
\frac{h_{n+1} - h_n}{\Delta t} + \nabla \cdot (h \u) - \Delta t \nabla^2 : \left( \frac{h \u \otimes \u}{h} \right)^n - \nabla \cdot (h^n \nabla H_{n+1}^2) &= 0, \\
\frac{(h \u)^{n+1} - (h \u)^n}{\Delta t} + \nabla \cdot \left( \frac{h \u \otimes \u}{h} \right)^n + h^n \nabla H_{n+1}^2 &= 0.
\end{align*}
\]

(3.8)

We can solve the second equation of (3.8) for \( (h \u)^{n+1} \). This semi-implicit treatment in time can ensure the right asymptotic limit as the Froude number \( \epsilon \rightarrow 0 \), which is known as the AP property. We will analyze it afterward. In general, direct computing \( h_{n+1} \) from (3.5) cannot preserve exact mass conservation, and we may further update \( h_{n+1} \) using the first equation of (3.1) with the available \( (h \u)^{n+1} \).

Next we will discuss the spatial discretizations according to the first order semi-implicit time discretization. The main guidance is to preserve the equilibrium state for a still water when \( H = h + b = \text{Const.} \) and \( h \u = 0 \), and also avoid excessive numerical viscosity inversely proportional to the Froude number \( \epsilon \). We follow both the well-balanced finite difference scheme developed in [62], and the spatial discretizations for the all-Mach isentropic Euler equations in [5]. First or second low order discretizations will be described first, and high order extensions will be presented afterward.

To preserve the still water equilibrium for the water surface level \( H \), it is more convenient to rewrite the first equation of (3.1) in a pre-balanced form, namely

\[
\frac{H_{n+1} - H^n}{\Delta t} + \nabla \cdot (h \u)^{n+1} = 0,
\]

(3.9)

which is equivalent to the original equation since \( b \) is independent of time. In the case of still-water equilibrium (1.2), to preserve the water surface level \( H = \text{Const.} \), it requires that no numerical viscosity should be presented in the numerical approximation of the flux term \( \nabla \cdot (h \u)^{n+1} \). Therefore, the numerical viscosity term should depend on \( H \) instead of \( h \), and a Lax-Friedrichs flux for \( \nabla \cdot (h \u) \) (we drop the superindex \( n+1 \) for brevity) is defined as follows:
\[
\begin{align*}
(\hat{\mathbf{h}u})_{i+\frac{1}{2},j} &= \frac{1}{2} \left[ (hu)_{i+1,j} + (hu)_{i,j} - \alpha^x_{i,j} (H_{i+1,j} - H_{i,j}) \right], \\
(\hat{\nu})_{i+\frac{1}{2},j} &= \frac{1}{2} \left[ (hv)_{i+1,j} + (hv)_{i,j} - \alpha^y_{i,j} (H_{i+1,j} - H_{i,j}) \right],
\end{align*}
\]

where \(\alpha^x_{i,j} = \max_{u,h_n}(|u| + \min(1, 1/\epsilon) \sqrt{\nu})\) and \(\alpha^y_{i,j} = \max_{u,h_n}(|v| + \min(1, 1/\epsilon) \sqrt{\nu})\) are the local viscosity coefficients along \(x\) and \(y\) respectively. We denote

\[
\nabla_{LF} \cdot (\mathbf{h}u) = \frac{(\hat{\mathbf{h}u})_{i+\frac{1}{2},j} - (\hat{\mathbf{h}u})_{i-\frac{1}{2},j}}{\Delta x} + \frac{(\hat{\nu})_{i+\frac{1}{2},j} - (\hat{\nu})_{i-\frac{1}{2},j}}{\Delta y}
\]

(3.11)

It is easy to see \(\nabla_{LF} \cdot (\mathbf{h}u) = 0\) if \(H = h + b = \text{Const.}\) and \(\mathbf{u} = (u, v) = (0, 0)\).

For the second equation of (3.8), it does not matter very much how to choose the numerical fluxes since the numerical viscosity depends on \(hu\) which is 0 for still water, e.g., a local Lax-Friedrichs flux for the second term \(\nabla \cdot (\mathbf{h}u \otimes \mathbf{hu}/h)\) is

\[
\begin{align*}
(\hat{\mathbf{h}u}^2)_{i+\frac{1}{2},j} &= \frac{1}{2} \left[ (hu^2)_{i+1,j} + (hu^2)_{i,j} - \alpha^x_{i,j} ((hu)_{i+1,j} - (hu)_{i,j}) \right], \\
(\hat{\nu}^2)_{i+\frac{1}{2},j} &= \frac{1}{2} \left[ (hv)_{i+1,j} + (hv)_{i,j} - \alpha^y_{i,j} ((hv)_{i+1,j} - (hv)_{i,j}) \right],
\end{align*}
\]

(3.12a)

(3.12b)

and \(\alpha^x_{i,j}\) and \(\alpha^y_{i,j}\) are the local viscosity coefficients which can be taken the same as above.

Notice that preserving the still water equilibrium in (3.8) is to require \((\mathbf{h}u)^{n+1} = \mathbf{0}\), which can be satisfied from requiring \(h \nabla H^{n+1} = 0\). However, a straightforward numerical discretization of the term \(h \nabla H_2\) may lead to a nonconservative discretization, even in the special case of \(b = 0\) when such term should be treated in the conservative manner. This issue has been addressed in the well-balanced WENO methods studied in [62]. By adopting such idea to decompose the source term, at the continuous level using the relation (3.4) we can rewrite this term as

\[
h \nabla H_2 = \frac{1}{\epsilon^2} h \nabla H = \frac{1}{\epsilon^2} \nabla \left( \frac{1}{2} h^2 - \frac{1}{2} b^2 \right) + \frac{1}{\epsilon^2} H \nabla b = \nabla \left( \hat{H} H_2 + \frac{1}{2} \epsilon^2 H_2^2 - H_2 b \right) + H_2 \nabla b.
\]

(3.13)

Taking \(H_2\) as \(H^{n+1}_2\) and using central differences for a low order spatial discretization for both terms, that is

\[
\nabla_C \left( \hat{H}^n H^{n+1}_2 + \frac{1}{2} \epsilon^2 (H^{n+1}_2)^2 - H^{n+1}_2 b \right) + H^{n+1}_2 \nabla_C b,
\]

which is still 0 when \(H^{n+1}_2 \equiv 0\).

The remaining spatial discretizations for (3.6) and (3.7) are as follows. We use central difference discretization for the second order derivatives terms, denoted with subindex \(C\), where

\[
\nabla_C^2 : \frac{(hu \otimes hu)}{h} = \frac{1}{\Delta x^2} \left[ (hu^2)_{i+1,j} - 2(hu^2)_{i,j} + (hu^2)_{i-1,j} \right] \\
+ \frac{1}{2 \Delta x \Delta y} \left[ (hv)_{i+1,j+1} - (hv)_{i-1,j+1} \right] - \left[ (hv)_{i+1,j-1} - (hv)_{i-1,j-1} \right] \\
+ \frac{1}{\Delta y^2} \left[ (hv^2)_{i,j+1} - 2(hv^2)_{i,j} + (hv^2)_{i,j-1} \right].
\]

(3.14)

For the term \(\nabla \cdot (h^n \nabla H^{n+1})\) expressing in the form

\[
\nabla \cdot (h^n \nabla H^{n+1}) \equiv \partial_x (h^n \partial_x H^{n+1}) + \partial_y (h^n \partial_y H^{n+1}),
\]

we may take a compact central difference for terms like \((a(x, y)q_{i,x})\) at the grid point \((x, y)\)

\[
(a(x, y)q_{i,x})_{(x,y)} = \frac{1}{\Delta x^2} (a_{i-1,j} + a_{i+1,j}) \begin{pmatrix} 1 & 0 & -\frac{1}{2} \\ 1 & 0 & -\frac{1}{2} \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} \frac{1}{2} & \frac{1}{2} & -\frac{1}{2} \\ \frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} \\ -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \end{pmatrix} \begin{pmatrix} q_{i-1,j} \\ q_{i,j} \\ q_{i+1,j} \end{pmatrix}.
\]
and similar approximation can be done for \((a(x, y)y)_y\) along the \(y\) direction. This will form a positive definite linear system for the left side of (3.6), if \(h^0\) keeps positive. We denote the numerical approximation of \(\nabla \cdot (h^0\nabla h^{n+1})\) by \(\nabla \cdot (h^0\nabla h^{n+1})\). Lastly \(\nabla \cdot (h^0\nabla h^n)\) is discretized the same as in (3.11), so that on the right side of (3.6)

\[
h^* = H^n - \tilde{H}^n - \Delta t \left( \nabla_{LF} \cdot (h\nabla h^n) - \Delta t \nabla_C^2 \cdot \left( \frac{h\nabla h^n}{\Delta t} \right)^n \right),
\]

which is clearly 0 for \(H = \text{Const.}\) and \(h\nabla h^n = 0\). With such discretizations, solving \(H_2^{n+1}\) from (3.6) yields \(H_2^{n+1} = 0\), so the well-balanced property for the still water is well preserved.

We now summarize the first order semi-implicit scheme as follows:

\[
\begin{aligned}
&\left[ \begin{array}{l}
\varepsilon^2 H_2^{n+1} - \Delta t^2 \nabla_{C2} \cdot (h^0\nabla H_2^{n+1}) = h^n - \tilde{H}^n - \Delta t \left( \nabla_{LF} \cdot (h\nabla h^n) - \Delta t \nabla_C^2 \cdot \left( \frac{h\nabla h^n}{\Delta t} \right)^n \right), \\
(hu)^n + \nabla_{LF} \cdot \left( \frac{h\nabla h^n}{\Delta t} \right)^n + \nabla_{C} \left( \bar{H}^n H_2^{n+1} + \frac{1}{2} \varepsilon^2 (H_2^{n+1})^2 - (\bar{H}^n + b) H_2^{n+1} \nabla_{C} b = 0, \\
\tilde{H}^n = \tilde{H}^{n+1} = 0,
\end{array} \right.
\end{aligned}
\]

which is performed in a sequential way.

### 3.2. High order semi-implicit scheme

To extend the first order semi-implicit scheme to high order, we follow a similar procedure as described in [5,7]. For ease of presentation, we keep space continuous first. Let’s write (2.1) as an autonomous system

\[
U_t = \mathcal{H}(U, Ut),
\]

where \(U = (h, hu)^T\) and \(\mathcal{H} : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n\) is a sufficiently regular mapping. We use two different arguments for \(U\) with different treatments, one is explicit with subindex “E” and the other is implicit with subindex “I”. That is \(U_E = (h_E, (hu)_E)^T\) and \(U_I = (h_I, (hu)_I)^T\), and we solve

\[
\begin{aligned}
&\begin{cases}
U'_E = \mathcal{H}(U_E, U_t), \\
U'_I = \mathcal{H}(U_E, U_I),
\end{cases}
\end{aligned}
\]

where we define

\[
\mathcal{H}(U_E, U_I) = \left( \begin{array}{l}
-\nabla \cdot (hu)_I, \\
-\nabla \cdot (hu)E - h_E \nabla H_{1,2}.
\end{array} \right)
\]

\(H_{1,2}\) is defined similarly as in (3.4)

\[
H_{1,2} = \frac{H_I - \bar{H}_E}{\varepsilon^2} = \frac{h_I + b - \bar{H}_E}{\varepsilon^2},
\]

and \(\bar{H}_E\) is the spatial average of \(h_E + b\). For the first order semi-implicit scheme, \(U_E = U^n = (h^n, (hu)^n)^T\) and \(U_I = U^{n+1} = (h^{n+1}, (hu)^{n+1})^T\).

For the partitioned system (3.18), we need to apply an IMEX Runge-Kutta time discretization with a double Butcher tableau [9],

\[
\begin{array}{c|cccc}
\varepsilon \tilde{A} & c & A \\
\hline
\tilde{c} & \tilde{b} & b & c
\end{array}
\]

where \(\tilde{A} = (\tilde{a}_{ij})\) is an \(s \times s\) matrix for an explicit scheme, with \(\tilde{a}_{ij} = 0\) for \(j > i\) and \(A = (a_{ij})\) is an \(s \times s\) matrix for an implicit scheme. For the implicit part of the methods, we use a diagonally implicit scheme, i.e. \(a_{ij} = 0\), for \(j > i\), in order to guarantee simplicity and efficiency in solving the algebraic equations corresponding to the implicit part of the discretization. The vectors \(\tilde{c} = (c_1, ..., c_i)^T, \tilde{b} = (b_1, ..., b_i)^T, c = (c_1, ..., c_i)^T, b = (b_1, ..., b_i)^T\) complete the characterization of the scheme. The coefficients \(\tilde{c}\) and \(c\) are given by the usual relation

\[
\tilde{c}_i = \sum_{j=1}^{i-1} \tilde{a}_{ij}, \quad c_i = \sum_{j=1}^{i} a_{ij}.
\]
For the first order semi-implicit scheme, it corresponds to \( s = 1 \), and the double Butcher Tableau is
\[
\begin{array}{c|cc}
0 & 0 & 1 \\
\hline
1 & 1 & 1 \\
\end{array}
\]
namely \( U_E^n = U^n \) and \( U_I^n = U^{n+1} \).

For a high order semi-implicit scheme, a multi-stage IMEX Runge-Kutta is needed, usually it is characterized as the triplet \((s, \sigma, p)\), for the number of stages of the implicit scheme \((s)\), the number of stages of the explicit scheme \((\sigma)\) and the order of the scheme \((p)\). Here we adopt the IMEX scheme as constructed in [6], which we require \( \sigma = s \) with \( s \) stages for both implicit and explicit parts, and \( \tilde{c}_i = c_i \) for \( i = 2, \ldots, s \).

Now, we may update the solutions as follows. Starting from \( U_E^{(0)} = U_I^{(0)} = U^n \), for inner stages \( i = 1 \) to \( s \):

- First update the solution \( U_E^{(i)} \) for the explicit part
  \[
  U_E^{(i)} = U^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \mathcal{H}(U_E^{(j)}, U_I^{(j)}). 
  \]
  (3.23)

- Update the known values for the implicit part \( U_s^{(i)} \), where
  \[
  U_s^{(i)} = U^n + \Delta t \sum_{j=1}^{i-1} a_{ij} \mathcal{H}(U_E^{(j)}, U_I^{(j)}),
  \]
and then solve
  \[
  U_I^{(i)} = U_s^{(i)} + \Delta t a_{ii} \mathcal{H}(U_E^{(i)}, U_I^{(i)}). 
  \]
  (3.25)

- Finally, the solution \( U^{n+1} \) at time level \( t^{n+1} \) is accumulated by
  \[
  U^{n+1} = U^n + \Delta t \sum_{i=1}^{s} b_i \mathcal{H}(U_E^{(i)}, U_I^{(i)}). 
  \]
  (3.26)

In components, the procedures corresponding to \( U_E^{(i)} \) and \( U_s^{(i)} \) are

\[
\begin{align*}
h_E^{(i)} &= h^n - \Delta t \sum_{j=1}^{i-1} \tilde{a}_{ij} \nabla \cdot (h u)^{(j)}_E, \\
(h u)_E^{(i)} &= (h u)^n - \Delta t \sum_{j=1}^{i-1} \tilde{a}_{ij} \left( \nabla \cdot \left( \frac{h u \otimes h u}{h} \right)_E^{(j)} + h_E^{(j)} \nabla H_{l,2}^{(j)} \right), \\
\end{align*}
\]
(3.27a)

\[
\begin{align*}
h_s^{(i)} &= h^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \nabla \cdot (h u)^{(j)}_I, \\
(h u)_s^{(i)} &= (h u)^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \left( \nabla \cdot \left( \frac{h u \otimes h u}{h} \right)_I^{(j)} + h_I^{(j)} \nabla H_{l,2}^{(j)} \right), \\
\end{align*}
\]
(3.28a)

and for \( U_I^{(i)} \) it takes the form

\[
\begin{align*}
h_I^{(i)} &= h_s^{(i)} - a_{ii} \Delta t \nabla \cdot (h u)_I^{(i)}, \\
(h u)_I^{(i)} &= (h u)_s^{(i)} - a_{ii} \Delta t \left( \nabla \cdot \left( \frac{h u \otimes h u}{h} \right)_I^{(i)} + h_I^{(i)} \nabla H_{l,2}^{(i)} \right). \\
\end{align*}
\]
(3.29a)

In order to solve the implicit components in (3.29), a similar fashion as in the first order case can be followed. By substituting \( (h u)_s^{(i)} \) from the second equation into the first equation, replacing \( h_I^{(i)} \) by \( \tilde{h}_I^{(i)} = h_I^{(i)} + \varepsilon^2 H_{l,2}^{(i)} \), where \( \tilde{H}_l^{(i)} \) is the spatial average of \( h_E^{(i)} + b \), we obtain

\[
\varepsilon^2 H_{l,2}^{(i)} - (a_{ii} \Delta t)^2 \nabla \cdot \left( \tilde{h}_E^{(i)} \nabla H_{l,2}^{(i)} \right) = h^{**}, 
\]
(3.30)
with
\[ h^{*n} = h^n + b - H_E^n - a_{ii} \Delta t \left( \nabla \cdot ((h u)^{i}) - a_{ii} \Delta t \nabla^2 : \left( \frac{h u \otimes h u}{h} \right)_E^{i} \right). \]  

(3.31)

Lastly, the equations (3.26) can be rewritten as
\[ h^{n+1} = h^n - \Delta t \sum_{i=1}^{s} b_{i} \nabla \cdot ((h u)^{i}) , \]

(3.32a)
\[ (h u)^{n+1} = (h u)^n - \Delta t \sum_{i=1}^{s} b_{i} \left( \nabla \cdot \left( \frac{h u \otimes h u}{h} \right)_E^{i} + h_E^{i} \nabla H_{i,2}^{i} \right) . \]

(3.32b)

For high order in space, we will adopt the finite difference WENO reconstruction [26,48,49] for the first order convection terms, and central difference for the second order and mixed derivatives. The numerical fluxes for the convection terms are chosen in the same spirit as the first order case described above.

We take \((h u)_{i,1}\) in the convection term \(\nabla \cdot (h u)\) as an example, and omit the indexes for brevity. For high order finite difference reconstruction, the flux needs to split into an upwind and another downwind part, e.g., for the Lax-Friedrichs flux splitting, we have
\[ (h u)_{1,1}^{+} = \frac{1}{2} \left( (h u)_{i+1,1,1} + \alpha_{i,1}^{r} H_{i+1,1,1} \right) , \]

(3.33)
where \(\alpha_{i,1}^{r}\) is the local numerical viscosity coefficient over the stencil \(S = \{(i, j, k), \ldots , (i + r, j, k)\}\). It is also important to take \(H\) instead of \(h\) in (3.33), in order to preserve the still water equilibrium. The split fluxes can be used to reconstruct \((h u)^{r,1}\) based on upwind and downwind WENO reconstructions. In our numerical section, a fifth order finite difference WENO reconstruction with \(r = 2\) is used. The numerical flux for \((h u)_{x}\) is defined as
\[ (h u)_{1,1}^{+} = (h u)_{i+1,1,1}^{+} + (h u)_{i-1,1,1}^{+} , \]

(3.34)
The numerical flux \((h v)_{i,1,1}^{+}\) along the \(y\) direction can be defined similarly. With these numerical fluxes, the convection term \(\nabla \cdot (h u)\) can be approximated by \(\nabla_{LF} \cdot (h u)\) as defined in (3.11). The term \(\nabla \cdot ((h u \otimes h u)_{x}/h)\) in the momentum equation can be approximated in a similar way by the high order finite difference WENO reconstruction as \(\nabla \cdot (h u)\), e.g., for \((h u)_{x}\) and \((h u)_{y}\) in the momentum equation of \(h u\), a Lax-Friedrichs flux splitting is taken as
\[ (h u)_{i,1,1}^{+} = \frac{1}{2} \left( (h u)_{i+1,1,1}^{x} + \alpha_{i,1}^{x} (h u)_{i+1,1,1}^{x} \right) , \]

(3.35a)
\[ (h v)_{i,1,1}^{+} = \frac{1}{2} \left( (h v)_{i,1+1,1}^{y} + \alpha_{i,1}^{y} (h v)_{i,1+1,1}^{y} \right) , \]

(3.35b)
Similarly for \((h u)_{y}\) and \((h u)_{y}^{2}\), in the momentum equation of \(hv\), so that we get the approximation for \(\nabla \cdot ((h u \otimes h u)_{y}/h)\), which is still denoted as \(\nabla_{LF} \cdot (h u \otimes h u)_{y}/h\).

For the second order derivative terms appeared in \(\nabla^2 : (h u \otimes h u)/h\), a high order central difference discretization is used, which is denoted as \(\nabla^2_{C} : (h u \otimes h u)/h\). In our numerical section, we take a fourth order central difference discretization. For example, along the \(x\) direction, we approximate \(q_{xx}\) by
\[ q_{xx}\bigg|_{x=x_i} = -q_i - 2 + 16q_{i-1} - 30q_i + 16q_{i+1} - q_i + 2 \frac{12 \Delta x^2}{12 \Delta x^2} + O(\Delta x^4) . \]

For the mixed derivative term \(q_{xy}\), it is discretized dimension-by-dimension with a fourth order central difference scheme along each direction, e.g., along the \(x\) direction
\[ q_{x}\bigg|_{x=x_i} = -q_i - 2 - 8q_{i-1} + 8q_{i+1} - q_i + 2 \frac{12 \Delta x^2}{12 \Delta x^2} + O(\Delta x^4) . \]

For the variable coefficient diffusion term \(\nabla \cdot (h \nabla H)\), we take a compact fourth order central difference discretization as developed in [5], which is denoted as \(\nabla_{C} \cdot (h \nabla H)\). Taking \((a(x,y)q_{xx})_{x}\) at the grid point \((x_i,y_j)\) as an example, it is approximated by
\[ (a(x)q_{xx}(x_i,y_j)) = \frac{1}{\Delta x^2} a_{i,j} \begin{pmatrix} -25/144 & 1/3 & -1/4 & 1/9 & -1/48 \\ 1/6 & 5/9 & -1 & 1/3 & -1/18 \\ 0 & 0 & 0 & 0 & 0 \\ -1/18 & 1/3 & -1/4 & 5/9 & 1/6 \\ -1/48 & 1/9 & -1/4 & 1/3 & -25/144 \end{pmatrix} q_{i,j} + O(\Delta x^4) , \]
with the two vectors being
\[ a_{i,j} = (a_{i-2,j}, a_{i-1,j}, a_{i,j}, a_{i+1,j}, a_{i+2,j}), \quad q_{i,j} = (q_{i-2,j}, q_{i-1,j}, q_{i,j}, q_{i+1,j}, q_{i+2,j}). \]

For high order spatial discretization, as in (3.13), we rewrite the term \( h^2 H_{1,2} \) and discretize it as
\[ \nabla_W \left( \hat{H}_E H_{1,2} + \frac{1}{2} \epsilon^2 (H_{1,2})^2 - H_{1,2} b \right) + H_{1,2} \nabla_W b, \quad \tag{3.36} \]
here \( \nabla_W \) in the first term is a high order finite difference WENO reconstruction, but with zero viscosity as studied in [5]. We use the same \( \nabla_W \) with exactly the same nonlinear weights to evaluate \( \nabla_W b \), for the purpose of preserving the exact still water equilibrium. We refer to [62] for more detailed discussion of this matter.

With the above space and time discretizations, we now summarize our high order semi-implicit scheme as follows:

- First for the stage values from \( i = 1, \cdots, s \):

1. update \( h_E^{(i)} \) and \( (hu)^{(i)}_E \) from
   \[ h_E^{(i)} = h^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \nabla_{LF} \cdot (hu)^{(j)}_I, \quad \tag{3.37a} \]
   \[ (hu)^{(i)}_E = (hu)^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \left( \nabla_{LF} \cdot \left( \frac{hu \otimes hu}{h} \right)_E \right)^{(j)} + \nabla_W \left( \hat{H}_E H_{1,2} + \frac{1}{2} \epsilon^2 (H_{1,2})^2 - H_{1,2} b \right) + H_{1,2} \nabla_W b. \quad \tag{3.37b} \]

2. precompute the known values of \( h_s^{(i)} \) and \( (hu)^{(i)}_s \)
   \[ h_s^{(i)} = h^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \nabla_{LF} \cdot (hu)^{(j)}_I, \quad \tag{3.38a} \]
   \[ (hu)^{(i)}_s = (hu)^n - \Delta t \sum_{j=1}^{i-1} a_{ij} \left( \nabla_{LF} \cdot \left( \frac{hu \otimes hu}{h} \right)_E \right)^{(j)} + \nabla_W \left( \hat{H}_E H_{1,2} + \frac{1}{2} \epsilon^2 (H_{1,2})^2 - H_{1,2} b \right) + H_{1,2} \nabla_W b. \quad \tag{3.38b} \]

3. solve the linear elliptic equation to obtain \( H_{1,2}^{(i)} \)
   \[ \epsilon^2 H_{1,2}^{(i)} - (a_{ii} \Delta t)^2 \nabla_{C}^2 \left( (h_s^{(i)}) \nabla H_{1,2}^{(i)} \right) = h^{**}. \quad \tag{3.39a} \]
   \[ h^{**} = h_s^{(i)} + b - \hat{H}_E^{(i)} - a_{ii} \Delta t \left( \nabla_{LF} \cdot (hu)^{(i)}_s - a_{ii} \Delta t \nabla_{C}^2 \left( \frac{hu \otimes hu}{h} \right)_E^{(i)} \right). \quad \tag{3.39b} \]

4. update \( h_I^{(i)} \) and \( (hu)_I^{(i)} \) from
   \[ h_I^{(i)} = h_s^{(i)} - a_{ii} \Delta t \nabla_{LF} \cdot (hu)_I^{(i)} , \quad \tag{3.40a} \]
   \[ (hu)_I^{(i)} = (hu)_s^{(i)} - a_{ii} \Delta t \left( \nabla_{LF} \cdot \left( \frac{hu \otimes hu}{h} \right)_E \right)^{(i)} + \nabla_W \left( \hat{H}_E H_{1,2} + \frac{1}{2} \epsilon^2 (H_{1,2})^2 - H_{1,2} b \right) + H_{1,2} \nabla_W b. \quad \tag{3.40b} \]

- Update the solution at the time level \( t^{n+1} \):

\[ h^{n+1} = h^n - \Delta t \sum_{i=1}^{s} b_i \nabla_{LF} \cdot (hu)^{(i)}_I, \quad \tag{3.41a} \]
\[ (hu)^{n+1} = (hu)^n - \Delta t \sum_{i=1}^{s} b_i \left( \nabla_{LF} \cdot \left( \frac{hu \otimes hu}{h} \right)_E \right)^{(i)} + \nabla_W \left( \hat{H}_E H_{1,2} + \frac{1}{2} \epsilon^2 (H_{1,2})^2 - H_{1,2} b \right) + H_{1,2} \nabla_W b. \quad \tag{3.41b} \]
3.3. Well-balanced property for high order semi-implicit scheme

Here we show that high order semi-implicit scheme (3.37)-(3.41) can maintain the well-balanced property for the still water equilibrium (1.2). We have the following theorem:

**Theorem 3.1.** The high order semi-implicit scheme (3.37)-(3.41) is well-balanced for the still water equilibrium, in the sense that, if initially the water is at still, namely \( H^0 = \text{Const.} \) and \((hu)^0 = 0\), the scheme can maintain still water at any later time with \( H^n = \text{Const.} \) and \((hu)^n = 0\).

**Proof.** We prove this theorem using the mathematical induction. Assume at the time step \( t^n \), we have \( H^n = \text{Const.} \) and \( u^n = 0 \). First for \( U^n_E = U^n_i = U^n \), similar to the discussion in the first order semi-implicit scheme, we have

\[

\nabla_L \cdot (hu)^n_E = 0, \quad \nabla_L \cdot \left( \frac{hu \otimes hu}{h} \right)^n_E = 0, \quad \nabla^2 (hu) = 0. \tag{3.42}

\]

By the induction hypothesis, we assume \( H^{(j)}_E = H^{(j)}_i = \text{Const.} \) and \((hu)^{(j)}_E = (hu)^{(j)}_i = 0\) hold for any \( j \leq i - 1 \), from which we have for \( j = 1, \ldots, i - 1 \):

\[

\nabla_L \cdot (hu)^{(j)}_E = 0, \quad \nabla_L \left( \frac{hu \otimes hu}{h} \right)^{(j)}_E = 0, \quad \nabla^2 (hu) = 0. \tag{3.43}

\]

The goal is to show that \( H^{(j)}_E = H^{(j)}_i = \text{Const.} \) and \((hu)^{(j)}_E = (hu)^{(j)}_i = 0\). From (3.37), we have \( h^{(j)}_E = h^n \) so that \( H^{(j)}_E = h^n + b = \text{Const.} \), and \((hu)^{(j)}_E = (hu)^n = 0\). Similarly \( h^{(j)}_i = h^n \) and \((hu)^{(j)}_i = (hu)^n = 0\) from (3.38). With these, we conclude that \( h^\ast = 0 \) from (3.39b), and solving the elliptic equation (3.39a) with a positive definite matrix leads to \( H^{(j)}_i = 0 \). Furthermore, due to \((hu)_i^{(j)} = 0\) and \( H^{(j)}_i = 0 \), we get \((hu)_i^{(j)} = (hu)^n = 0\) from (3.40b). It follows that \( h^{(j)}_i = h^n \) from (3.40a), so that \( H^{(j)}_i = h^{(j)}_i + b = \text{Const.} \), and we complete the mathematical induction.

Since (3.43) holds for \( j = 1, \ldots, s \), substituting them into (3.41), we obtain \( H^{n+1} = H^n = \text{Const.} \) and \((hu)^n + 1 = (hu)^n = 0\). Therefore, the well-balanced property is preserved and this finishes the proof. \( \square \)

3.4. Asymptotic preserving and asymptotically accurate properties

In this section, we formally prove the AP property for the first order semi-implicit scheme (3.8), and the AA property for the high order semi-implicit scheme (3.27)-(3.32). When we discuss the AP or AA property, we focus on the time discretization while keeping the space continuous. First we have the following theorem.

**Theorem 3.2.** The first order semi-implicit scheme (3.8) with space continuous is asymptotic preserving, in the sense that, with no-slip or periodic boundary condition, at the leading order asymptotic expansions, the scheme (3.8) is a consistent approximation of the lake equations (2.10) at the zero Froude number limit.

**Proof.** To prove the theorem, we assume the following expansions of the solutions at all time levels, i.e., \( h^n(x) := h(x, t^n) \) and \( u^n(x) := u(x, t^n) \) admit

\[

h^n(x) = h_0^n(x) + \varepsilon^2 H_2^n(x), \quad u^n(x) = u_0^n(x) + \varepsilon u_2^n(x), \tag{3.44}
\]

and correspondingly the water surface level \( H^n(x) := H(x, t^n) = h(x, t^n) + b(x) \) takes the form

\[

H^n(x) = h_0^n(x) + b(x) + \varepsilon^2 H_2^n(x), \tag{3.45}
\]

where \( H_0 = h_0^n(x) + b(x) = \text{Const.} \), namely \( h_0^n(x) \) does not depend on \( n \).

We plug them into the semi-discrete scheme (3.8), with the first equation equivalent to the first equation of (3.1). From \( H^{n+1} = \bar{H} + \varepsilon^2 H_2^{n+1} \), it yields \( \bar{H} = H_0 = \text{Const.} \). Equating to zero for the \( O(\varepsilon^0) \) terms, we have

\[

\begin{aligned}
\nabla \cdot \left( h_0 u_0 \right)^{n+1} &= 0, \\
\frac{\left( h_0 u_0 \right)^{n+1} - \left( h_0 u_0 \right)^n}{\Delta t} + \nabla \cdot \left( \frac{h_0 u_0 \otimes h_0 u_0}{h_0} \right)^n + h_0^2 \nabla^2 H_2^{n+1} &= 0, \tag{3.46}
\end{aligned}
\]

which is a consistent discretization to the lake equations (2.10), with \( H_2^{n+1} \) solved from

\[

- \nabla \cdot \left( h_0^2 \nabla H_2^{n+1} \right) = \nabla^2 \cdot \left( \frac{h_0 u_0 \otimes h_0 u_0}{h_0} \right)^n. \tag{3.47}
\]

\end{document}
Now we are ready to present the AA property for the high order semi-implicit scheme (3.27)-(3.32), that is, the scheme maintains its temporal order of accuracy for the lake equations (2.10) at the zero Froude limit when \( \varepsilon \to 0 \) [6,45]. To have the AA property, it is crucial that the IMEX Runge-Kutta scheme (3.21) is stiffly accurate (SA), namely the implicit part satisfies \( b^T = e^T_A \), where \( e_2^T = (0, \cdots , 0, 1) \) [4,6]. Besides, the initial conditions \((h^0(x), h^0(x)u^0(x))\) need to be well-prepared, in the sense that
\[
    h^0(x) = h_0(x) + \varepsilon^2 H^0_2(x), \quad u^0(x) = u_0(x) + \varepsilon u_1(x), \quad \text{and} \quad h_0(x) + b(x) = H_0 = \text{Const}. \tag{3.48}
\]
We have the following theorem about the AA property of the high order semi-implicit scheme.

**Theorem 3.3.** For the high order semi-implicit scheme (3.27)-(3.32) of temporal order \( p \), when applied to the system (2.1) on a bounded domain with no-slip or periodic boundary condition, suppose the IMEX Runge-Kutta scheme (3.21) is stiffly accurate, and the initial conditions \((h^0(x), h^0(x)u^0(x))\) are well prepared (3.48). Denoting by \( V^1(x; \varepsilon) = (h^1(x; \varepsilon), h^1(x; \varepsilon)u^1(x; \varepsilon)) \) the numerical solution after one time step, we have
\[
    \lim_{\varepsilon \to 0} h^1(x; \varepsilon) + b(x) = H_0, \quad \lim_{\varepsilon \to 0} \nabla \cdot \left( h^1(x; \varepsilon)u^1(x; \varepsilon) \right) = 0. \tag{3.49}
\]
Furthermore, let \( V_{\text{lake}}(x, t) = (h_{\text{lake}}(x, t), h_{\text{lake}}(x, t)u_{\text{lake}}(x, t)) \) be the exact solution of the lake equations (2.10) with initial conditions \((h^0(x), h^0(x)u^0(x))\), one has the one-step error estimate
\[
    \lim_{\varepsilon \to 0} V^1(x; \varepsilon) = V_{\text{lake}}(x, \Delta t) + \mathcal{O}(\Delta t^{p+1}), \tag{3.50}
\]
i.e., the high order semi-implicit scheme is AA.

The proof follows from the same structure as in [6] by the mathematical induction, and is skipped here.

4. Numerical tests

In this section, we will perform some numerical tests with the Froude number ranging from 0 to \( O(1) \). The fifth order finite difference WENO reconstruction [48,49,62] is used for the first order spatial derivatives, and the fourth order (compact) central difference discretizations for the second order derivatives, so it is overall fourth order for the accuracy in space. In time we employ a third order SA IMEX Runge-Kutta scheme SI-IMEX(4,4,3) from [6], with the double Butcher tableau given by

**Explicit:**

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 & 0 & 0 \\
0.717932630754 & 1.243893189483 & -0.525959928729 & 0 & 0 & 0 \\
1 & 0.63041258153 & 0.786580740199 & -0.416993298352 & 0 & 0 \\
0 & 0 & 1.208496649176 & -0.644363170684 & \gamma & 0 \\
\end{array}
\]

**Implicit:**

\[
\begin{array}{cccccc}
\gamma & \gamma & 0 & 0 & 0 & 0 \\
\gamma & \gamma & 0 & 0 & 0 & 0 \\
0.717932630754 & 0 & 0.2820666739245 & \gamma & 0 & 0 \\
1 & 0 & 1.208496649176 & -0.644363170684 & \gamma & 0 \\
0 & 0 & 1.208496649176 & -0.644363170684 & \gamma & \gamma \\
\end{array}
\]

where \( \gamma = 0.435866521508 \).

The time steps are all taken as
\[
\Delta t = \text{CFL} \frac{\Delta x}{\Lambda}, \quad \Lambda = \max[|u| + \min(1, 1/\varepsilon)\sqrt{\gamma}].
\]
and CFL = 0.2 is used. \( N \) or \( N^2 \) uniform grid points are used for 1D and 2D problems respectively, except otherwise specified.

For the Froude number \( \varepsilon \) of \( O(1) \), e.g. \( \varepsilon = \frac{1}{\sqrt{2}} \) and \( g = 9.812 \) is the gravitational constant, we will compare our results to reference solutions, which are produced by the fifth order well-balanced finite difference WENO scheme developed by Xing and Shu [62]. We refer it as “WB-Xing” in the following.
**Table 4.1**  Example 4.1. The $L_1$ errors and orders for $h$ and $hu$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$ error</th>
<th>$h$ order</th>
<th>$hu$ error</th>
<th>$hu$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>3.94E-03</td>
<td>-</td>
<td>3.78E-02</td>
<td>-</td>
</tr>
<tr>
<td>80</td>
<td>6.19E-04</td>
<td>2.67</td>
<td>5.04E-03</td>
<td>2.90</td>
</tr>
<tr>
<td>160</td>
<td>5.43E-05</td>
<td>3.51</td>
<td>4.68E-04</td>
<td>3.43</td>
</tr>
<tr>
<td>320</td>
<td>2.52E-06</td>
<td>4.43</td>
<td>2.19E-05</td>
<td>4.42</td>
</tr>
<tr>
<td>640</td>
<td>9.04E-08</td>
<td>4.80</td>
<td>7.85E-07</td>
<td>4.80</td>
</tr>
<tr>
<td>1280</td>
<td>3.57E-09</td>
<td>4.66</td>
<td>3.08E-08</td>
<td>4.67</td>
</tr>
</tbody>
</table>

**Table 4.2**  Example 4.2. The $L_1$ errors and orders for $h$ with $\epsilon = 1$, $10^{-2}$, and $10^{-6}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 10^{-2}$</th>
<th>$\epsilon = 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.96E-03</td>
<td>7.17E-05</td>
<td>3.46E-10</td>
</tr>
<tr>
<td>80</td>
<td>9.82E-05</td>
<td>4.32</td>
<td>3.29E-12</td>
</tr>
<tr>
<td>160</td>
<td>4.07E-06</td>
<td>4.59</td>
<td>1.28E-13</td>
</tr>
<tr>
<td>320</td>
<td>1.70E-07</td>
<td>4.58</td>
<td>1.33E-13</td>
</tr>
<tr>
<td>640</td>
<td>8.37E-09</td>
<td>4.35</td>
<td>1.35E-13</td>
</tr>
<tr>
<td>1280</td>
<td>5.31E-10</td>
<td>3.98</td>
<td>1.09E-13</td>
</tr>
</tbody>
</table>

### 4.1. One dimensional case

**Example 4.1. (Accuracy test)** We first consider an example in the compressible flow regime with smooth initial conditions and a non-zero bottom topology. It has the same settings as in [62]

$$h(x, 0) = 5 + \exp(\cos(2\pi x)), \quad (hu)(x, 0) = \sin(\cos(2\pi x)), \quad b(x) = \sin^2(\pi x), \quad x \in [0, 1].$$

(4.2)

Periodic boundary condition is used, with the Froude number $\epsilon = \frac{1}{\sqrt{2}}$. We take mesh grid points $N = 40 \times 2^l$ for $l = 0, \ldots, 5$. Since the exact solution is not available, we compute the reference solution on a mesh grid with $N = 2560$. We show the errors and convergence orders in the $L_1$ norm for the depth of water $h$ and the momentum $hu$ in Table 4.1 at the final time $T = 0.1$. For this example in the compressible flow regime, although our scheme is only third order in time, since the time step $\Delta t$ is smaller than the mesh size $\Delta x$, the numerical error is dominated by the spatial error and we can observe almost fifth order accuracy. Since the initial condition (4.2) is not well-prepared (see Eq. (3.48)), we cannot take very small $\epsilon$’s, and such situations are left to be investigated in the next example.

**Example 4.2. (Accuracy test for a range of $\epsilon$)** In this example, we try to test the orders of accuracy for our scheme in different regimes of the Froude number. We take the non-flat bottom topological function $b(x)$ as

$$b(x) = 1 + \sin(2\pi x),$$

with initial conditions

$$h(x, 0) = 10 - b(x) + \epsilon^2 \exp(\sin(2\pi x)),$$

$$(hu)(x, 0) = 1 + \epsilon^2 \sin(2\pi x).$$

(4.3)

Similarly, periodic boundary condition is used. We also compute the errors by comparing the solution to the reference solution on a mesh grid with $N = 2560$. Three different Froude numbers $\epsilon = 1$, $10^{-2}$, $10^{-6}$ are taken, with a final time $T = 0.05$ in the computational domain $x \in [0, 2]$. Numerical errors and orders are shown in Table 4.2 and Table 4.3. In the compressible flow regime when $\epsilon = 1$, we can observe the expected fourth order accuracy. However, in the intermediate regime when $\epsilon = 10^{-2}$, order reductions can be clearly seen when $\epsilon \sim \Delta t$ for relatively coarse meshes. The same order reduction phenomenon has also been observed and reported in [5,6]. When $\epsilon = 10^{-6}$, the errors almost reach the machine precision, due to the following reason. Initially $\partial_t (hu) = O(\epsilon^2)$ from (4.3), in this case, the perturbation of water height $h\partial_t H_2$ is balanced by the flux $\partial_x (hu^2)$ in the elliptic equation (3.6) at an error in the order of $O(\epsilon^2/\Delta t^2)$, which leads to a very small change of $(hu)^{n+1}$ from $(hu)^n$ as can be seen from the second equation of (3.8), see the column of $\epsilon = 10^{-6}$ in Table 4.3 for the results. This in turn yields an even smaller change on $h^{n+1}$ from $h^n$ due to an extra factor $\Delta t$ from the first equation of (3.8), also see the column of $\epsilon = 10^{-6}$ in Table 4.2. This special observation is caused by the initial condition (4.3) which is designed to satisfy the limiting lake equation (2.10) in the one-dimensional case. We refer to Example 4.7 in the two-dimensional case for a better observation of convergence orders in the limit as $\epsilon \to 0$. 


Table 4.3. The $L_1$ errors and orders for $hu$ with $\varepsilon = 1, 10^{-2},$ and $10^{-6}$.

<table>
<thead>
<tr>
<th>N</th>
<th>$\varepsilon = 1$ error</th>
<th>order</th>
<th>$\varepsilon = 10^{-2}$ error</th>
<th>order</th>
<th>$\varepsilon = 10^{-6}$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>6.45E-03</td>
<td>–</td>
<td>4.16E-03</td>
<td>–</td>
<td>8.00E-08</td>
<td>–</td>
</tr>
<tr>
<td>80</td>
<td>3.41E-04</td>
<td>4.24</td>
<td>4.17E-03</td>
<td>–</td>
<td>9.15E-10</td>
<td>–</td>
</tr>
<tr>
<td>160</td>
<td>1.26E-05</td>
<td>4.76</td>
<td>4.24E-03</td>
<td>–</td>
<td>1.28E-10</td>
<td>–</td>
</tr>
<tr>
<td>320</td>
<td>4.92E-07</td>
<td>4.68</td>
<td>1.99E-03</td>
<td>1.09</td>
<td>1.59E-11</td>
<td>–</td>
</tr>
<tr>
<td>640</td>
<td>2.36E-08</td>
<td>4.38</td>
<td>9.26E-04</td>
<td>1.11</td>
<td>1.26E-11</td>
<td>–</td>
</tr>
<tr>
<td>1280</td>
<td>1.53E-09</td>
<td>3.95</td>
<td>1.76E-04</td>
<td>2.39</td>
<td>8.61E-11</td>
<td>–</td>
</tr>
</tbody>
</table>

Fig. 4.1. The initial water surface level $h + b$ (4.5a) and the bottom $b$ (4.4) for Example 4.3. Left: $\eta = 0.2$; Right: $\eta = 0.001$.

Example 4.3. (A small perturbation of a steady-state water) This example was first proposed by LeVeque in [35] and later studied by Xing and Shu in [62]. There is a small perturbation on a quasi-stationary water, moving over a non-flat bottom topography. The bottom function is smooth, which is given by

$$b(x) = \begin{cases} 
0.25\cos(10\pi (x - 1.5)) + 1, & \text{if } 1.4 \leq x \leq 1.6; \\
0, & \text{otherwise},
\end{cases}$$

(4.4)

and the initial conditions are:

$$h(x, 0) = \begin{cases} 
1 - b(x) + \eta, & \text{if } 1.1 \leq x \leq 1.2; \\
1 - b(x), & \text{otherwise},
\end{cases}$$

(4.5a)

$$hu(x, 0) = 0,$$

(4.5b)

on the domain $x \in [0, 2]$, see Fig. 4.1. $\eta$ is the magnitude of perturbation. Two cases are considered: $\eta = 0.2$ (big pulse) and $\eta = 0.001$ (small pulse). The Froude number is taken to be $\varepsilon = \frac{1}{\sqrt{g}}$. After the perturbation moves over the non-flat bottom, two disturbances will generate and one propagates to the left and the other to the right, both with a speed $\sqrt{gh}$.

This example is used to test the well-balanced property of the numerical scheme. For non well-balanced schemes, numerical errors may pollute the small perturbations. We show the water surface level $H$ and momentum $hu$, for $\eta = 0.2$ and $\eta = 0.001$ in Fig. 4.2 and Fig. 4.3 respectively, at a final time $T = 0.2$ with $N = 200$. We compare the solutions to the reference solutions of “WB-Xing” with $N = 3000$. It can be observed that, for both cases, our solutions can well capture the disturbances and match the reference solutions.

Example 4.4. (Dam breaking) The dam breaking problem over a rectangular bump is widely used to test the oscillation-free property of numerical schemes for the shallow water equations [58]. The bottom function is defined as

$$b(x) = \begin{cases} 
8, & \text{if } |x - 750| \leq 1500/8; \\
0, & \text{otherwise},
\end{cases}$$

(4.6)

and the initial conditions are:

$$(hu)(x, 0) = 0 \quad \text{and} \quad h(x, 0) = \begin{cases} 
20 - b(x), & \text{if } x \leq 750; \\
15 - b(x), & \text{otherwise},
\end{cases}$$

(4.7)
on a computational domain $x \in [0, 1500]$. The Froude number is taken as $\varepsilon = \frac{1}{\sqrt{2}}$. The inflow and outflow boundary conditions are set the same as the initial values on the left and right respectively. As time evolves, the initial jump on $h$ will generate two waves. One is a rarefaction wave traveling to the left, and the other is a shock traveling to the right. For this example, we show the water surface level $h + b$ on the mesh points $N = 500$ at two different times $T = 15$ and 60 in Fig. 4.4 and Fig. 4.5, respectively. We also compare them to the reference solutions on $N = 3000$ with “WB-Xing” method. The results match each other well.

Example 4.5. (Lake at rest) In this example, we consider a still water initially to test the well-balanced property of our scheme. We take a non-smooth bottom topology given by

$$b(x) = \begin{cases} 
4, & \text{if } 4 \leq x \leq 8; \\
0, & \text{otherwise},
\end{cases} \quad (4.8)$$
Fig. 4.5. The water surface level for the dam breaking problem of Example 4.4 at $T = 60$. Left: initial surface level $h + b$, final surface level $h + b$ and bottom topology $b$; Right: comparison to the reference solutions.

Fig. 4.6. The lake at rest with non-smooth bottom for Example 4.5 at $T = 10$. Left: the disturbance of $H$; Right: the numerical result for momentum $hu$.

Fig. 4.7. Moving water with non-smooth bottom for Example 4.5 at $T = 0.1$. Left: the water surface level $h + b$; Right: the momentum $hu$.

and the initial conditions are

\[(h + b)(x, 0) = 10, \quad (hu)(x, 0) = 0, \quad (4.9)\]

on a computational domain $[0, 10]$ with the Froude number set to be $\varepsilon = \frac{1}{\sqrt{2}}$. Periodic boundary condition is adopted.

In Fig. 4.6, we show the variation of the water surface level, and the momentum at final time $T = 10$. We can clearly see the errors are within machine precision, namely, the still water equilibrium is well preserved.

To further show the ability of our scheme, we set the initial velocity as $u(x, 0) = 1$ for a moving water. Due to the non-flat bottom $b$, the initial water equilibrium will be destroyed. We compute the numerical solution to $T = 0.1$. The results are shown in Fig. 4.7 and compared to the reference solutions from “WB-Xing”. We can see the results still match each other, and the discontinuities are well captured without any artificial oscillation.
Table 4.4
Example 4.7. The $L_1$ errors and orders for $h$ with $\varepsilon = 1, \ 10^{-2}$, and $10^{-6}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\varepsilon = 1$</th>
<th>$\varepsilon = 10^{-2}$</th>
<th>$\varepsilon = 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>8</td>
<td>1.19E-02</td>
<td>-</td>
<td>6.20E-05</td>
</tr>
<tr>
<td>16</td>
<td>9.40E-04</td>
<td>3.66</td>
<td>3.85E-05</td>
</tr>
<tr>
<td>32</td>
<td>4.13E-05</td>
<td>4.51</td>
<td>3.85E-05</td>
</tr>
<tr>
<td>64</td>
<td>1.53E-06</td>
<td>4.75</td>
<td>3.96E-05</td>
</tr>
<tr>
<td>128</td>
<td>5.48E-08</td>
<td>4.81</td>
<td>1.96E-05</td>
</tr>
<tr>
<td>256</td>
<td>1.87E-09</td>
<td>4.87</td>
<td>3.08E-06</td>
</tr>
</tbody>
</table>

Table 4.5
Example 4.7. The $L_1$ errors and orders for $hu$ with $\varepsilon = 1, \ 10^{-2}$, and $10^{-6}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\varepsilon = 1$</th>
<th>$\varepsilon = 10^{-2}$</th>
<th>$\varepsilon = 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>8</td>
<td>6.96E-02</td>
<td>-</td>
<td>2.71E-02</td>
</tr>
<tr>
<td>16</td>
<td>3.90E-03</td>
<td>4.16</td>
<td>2.66E-03</td>
</tr>
<tr>
<td>32</td>
<td>1.42E-04</td>
<td>4.78</td>
<td>2.10E-03</td>
</tr>
<tr>
<td>64</td>
<td>4.60E-06</td>
<td>4.95</td>
<td>1.99E-03</td>
</tr>
<tr>
<td>128</td>
<td>1.90E-07</td>
<td>4.95</td>
<td>5.81E-04</td>
</tr>
<tr>
<td>256</td>
<td>4.94E-09</td>
<td>4.91</td>
<td>2.39E-04</td>
</tr>
</tbody>
</table>

Example 4.6. In this example, we would like to test our scheme for a multiscale wave, which was studied in [30,37]. The initial conditions are taken as

$$H(x, 0) = 1 + \frac{\sigma(x)}{2} \sin(40\pi x) + \varepsilon (1 + \cos(\varepsilon \pi x)), \quad (4.10a)$$

$$u(x, 0) = \sqrt{2}(1 + \cos(\varepsilon \pi x)), \quad b(x) = 0, \quad (4.10b)$$

with the Froude number $\varepsilon = 0.02$, and

$$\sigma(x) = \begin{cases} 
0.5(1 - \cos(0.1\pi x)), & \text{if } 0 < x < 20; \\
0, & \text{otherwise.}
\end{cases}$$

The computational domain is $[-51, 51]$ with periodic boundary condition.

We show the numerical solutions of the multiscale wave propagation in Fig. 4.8 on a uniform mesh of $N = 2040$. We compare our results to those produced by the explicit scheme of “WB-Xing” on the same mesh. We can see that under this mesh size, the results of our AP scheme match those from the explicit “WB-Xing” scheme very well.

4.2. Two-dimensional case

Example 4.7. **(Accuracy test)** For this 2D example, we consider a smooth non-flat bottom function to be

$$b(x, y) = \sin(2\pi x) + \cos(2\pi y) + 2, \quad (4.11)$$

and the initial conditions are

$$\begin{align*}
h(x, y, 0) &= 10 - b(x, y) + \varepsilon^2 \sin(2\pi x) \cos(2\pi y), \\
(hu)(x, y, 0) &= \sin(2\pi x) \cos(2\pi y), \\
(hv)(x, y, 0) &= -\cos(2\pi x) \sin(2\pi y),
\end{align*} \quad (4.12)$$

on a computational domain $[0, 1]^2$ with periodic boundary conditions in both directions. Note that the initial conditions (4.12) are set to be well-prepared (3.48).

We take three different values of $\varepsilon$: $1, 10^{-2}$ and $10^{-6}$. We compute the solution up to a final time $T = 0.05$ on mesh grid points of $N^2$. Since the exact solution is not available, a reference solution is computed on a mesh grid with $N = 512$. The $L_1$ errors and convergence orders of accuracy for the depth of water $h$ and the momentum $hu$ and $hv$ are shown in Table 4.4, Table 4.5 and Table 4.6 respectively. We can see that for both large and small $\varepsilon$’s, we can get at least fourth order accuracy (until it reaches the level of round-off error). For the intermediate regime with $\varepsilon = 10^{-2}$, the order reduction is also observed, which is similar to the one-dimensional case and also has been observed in [5,6].

Example 4.8. **(A small perturbation of 2D steady-state water)** For this example, we try to test our scheme for the capability of capturing the perturbation on a stationary water in the two dimensional case, which has been studied in [35,62].
Fig. 4.8. The numerical solution of water surface level $h + b$ for Example 4.6 with a uniform mesh of $N = 2040$.

Table 4.6
Example 4.7. The $L_1$ errors and orders for $hv$ with $\varepsilon = 1, 10^{-2},$ and $10^{-6}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\varepsilon = 1$</th>
<th>$\varepsilon = 10^{-2}$</th>
<th>$\varepsilon = 10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>error</td>
<td>order</td>
<td>error</td>
</tr>
<tr>
<td>8</td>
<td>6.34E-02</td>
<td>-</td>
<td>2.71E-02</td>
</tr>
<tr>
<td>16</td>
<td>3.46E-03</td>
<td>4.19</td>
<td>2.42E-03</td>
</tr>
<tr>
<td>32</td>
<td>1.27E-04</td>
<td>4.77</td>
<td>2.10E-03</td>
</tr>
<tr>
<td>64</td>
<td>4.17E-06</td>
<td>4.93</td>
<td>2.00E-03</td>
</tr>
<tr>
<td>128</td>
<td>1.36E-07</td>
<td>4.94</td>
<td>5.92E-04</td>
</tr>
<tr>
<td>256</td>
<td>4.54E-09</td>
<td>4.91</td>
<td>2.39E-04</td>
</tr>
</tbody>
</table>
The bottom topography is an isolated elliptical shaped hump
\[ b(x, y) = 0.8e^{-5(x-0.9)^2-50(y-0.5)^2} \]  \hspace{.5cm} (4.13)
and the initial conditions are
\[ h(x, y, 0) = \begin{cases} 1 - b(x, y) + 0.01, & \text{if } 0.05 \leq x \leq 0.15; \\ 1 - b(x, y), & \text{otherwise}. \end{cases} \]  \hspace{.5cm} (4.14a)
\[ hu = hv = 0, \]  \hspace{.5cm} (4.14b)
on the computational domain \([0, 2] \times [0, 1]\), with outflow boundary in the \(x\) direction and periodic boundary in the \(y\) direction. The Froude number is set as \(\varepsilon = \frac{1}{\sqrt{8}}\). We show the numerical results of surface level \(H = h + b\) on two different meshes \(200 \times 100\) and \(400 \times 200\) in Fig. 4.9. The initial perturbation is separated into two wave propagating to the left and right. With the left-propagating wave moving out of the domain, the right-propagating wave interacts with the non-flat bottom topography, and is well captured by the proposed method. We can observe that the numerical results are comparable to those of “WB-Xing” method in [62].

**Example 4.9. (Traveling vortex)** Now we consider a traveling vortex in the two dimensional case [2]. The computational domain is \([0, 2] \times [0, 1]\), and the initial conditions are given by
\[ H(x, y, 0) = 110 + \begin{cases} \left(\frac{\varepsilon \Gamma}{\omega}\right)^2 (k(\omega \Gamma_c) - k(\pi)), & \text{if } \omega \Gamma_c \leq \pi; \\ 0, & \text{otherwise}, \end{cases} \]  \hspace{.5cm} (4.15a)
\[ u(x, y, 0) = 2 + \begin{cases} \Gamma(1 + \cos(\omega \Gamma_c))(0.5 - y), & \text{if } \omega \Gamma_c \leq \pi; \\ 0, & \text{otherwise}, \end{cases} \]  \hspace{.5cm} (4.15b)
\[ v(x, y, 0) = \begin{cases} \Gamma(1 + \cos(\omega \Gamma_c))(x - 0.5), & \text{if } \omega \Gamma_c \leq \pi; \\ 0, & \text{otherwise}, \end{cases} \]  \hspace{.5cm} (4.15c)
where
\[ \Gamma_c = \sqrt{(x - 0.5)^2 + (y - 0.5)^2}, \quad \Gamma = 8, \quad \omega = 4\pi, \]  \hspace{.5cm} (4.16)
and
\[ k(\xi) = 2 \cos(\xi) + 2\xi \sin(\xi) + \frac{1}{8} \cos(2\xi) + \frac{\xi}{4} \sin(2\xi) + \frac{3}{4} \xi^2. \]  \hspace{.5cm} (4.17)
The center of the vortex is initially located at \((0.5, 0.5)\), and then propagates with a speed \(u_{ref} = 2\) along the horizontal direction. Periodic boundary conditions are used. For a flat bottom, the vortex could be referred as traveling only along the \(x\)-direction, where the exact solutions are given as follows [47]
\[ H(x, y, t) = H(u - 2t, y, 0), \quad u(x, y, t) = u(x - 2t, y, 0), \quad v(x, y, t) = v(x - 2t, y, 0). \]  \hspace{.5cm} (4.18)
Note that the velocity can be decomposed as \(u = u_{ref} + u'\), where \(u_{ref}\) is the background traveling velocity and \(u'\) is the rotating part which satisfies
\[ \nabla \cdot u' = 0, \quad (u' \cdot \nabla)u' + \nabla H = 0. \]
Namely, the rotating part \(u'\) is divergence free and balanced with \(\nabla H\), so it performs as local self-rotating. We show the numerical solutions on a mesh grid of \(200 \times 100\) at the final time \(T = 1\) in Fig. 4.10 and Fig. 4.11, and comparing our results to those produced by the explicit scheme of “WB-Xing” on the same mesh, for three different Froude numbers \(\varepsilon = 1, 0.05, 0.01\). The perturbation of the water surface level \(H\) from a constant level 110 is at the scale of \(\varepsilon^2\). We can see that for large Froude number \(\varepsilon = 1\), both schemes capture the traveling wave well. However, as the Froude number becomes small, e.g. \(\varepsilon = 0.05\), our AP scheme can still keep the good shape of the vortex, while the results from the explicit “WB-Xing” scheme have been greatly damped, due to large numerical viscosities which are inversely proportional to the Froude number \(\varepsilon\). For the case of \(\varepsilon = 0.01\), our AP scheme still has good performance, while the wave has been totally damped out for the “WB-Xing” scheme, and numerical noises from the damped wave spreading up to the boundary now pollute the whole computational domain, which is also the case for smaller \(\varepsilon\)’s.
Next we add a non-flat bottom which is variant in the \(x\) direction,
\[ b(x, y) = e^{-5(x-1)^2}. \]
Fig. 4.9. Numerical solutions of the surface level \( h + b \) for Example 4.8. From top to bottom: at \( t = 0.12 \) from 0.9998 to 1.0060; at \( t = 0.24 \) from 0.9967 to 1.0129; at \( t = 0.36 \) from 0.9901 to 1.0097; \( t = 0.48 \) from 0.9906 to 1.0043; \( t = 0.6 \) from 0.9954 to 1.0045. 30 contour lines are used. Left: \( 200 \times 100 \) uniform mesh. Right: \( 400 \times 200 \) uniform mesh.
Fig. 4.10. Example 4.9. Numerical solutions about surface level for the traveling vortex at time $T = 1$, on a mesh $200 \times 100$. $H' = H - 110$ is the deviation from the water surface level of 110. From top to bottom $\varepsilon = 1, 0.05, 0.01$ respectively. Left: IMEX; Right: “WB-Xing”. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

and keep others the same as in (4.15). In this case, the water surface level would be perturbed a little due to the non-flat bottom, but the vortex still travels almost the same. A similar example has been studied in [2,37]. In Fig. 4.12, we show the numerical solutions at several different times $T = 0, 0.3, 0.6, 1.0$ with $\varepsilon$ chosen as 0.05. The traveling vortex can also be well captured in this case. Similarly the solutions of the “WB-Xing” scheme have been damped.

Finally, in Table 4.7 we compare the CPU cost for the two schemes with different $\varepsilon$’s, for the cases considered above. We can find that, the CPU time of the IMEX scheme is less than the explicit “WB-Xing” scheme, especially in the low Froude regime, as the explicit method requires a much smaller time step for stability. Generally, the IMEX scheme would be much more efficient than the explicit one in the low Froude regime.

5. Conclusion

In this paper, a high order semi-implicit asymptotic preserving scheme for the shallow water equations with a non-flat bottom topography is developed. The scheme is shown to be well-balanced, asymptotic preserving and asymptotically accurate. Numerical results in 1D and 2D have demonstrated the well-balanced property, the capability of capturing small perturbations of still water equilibrium, high order accuracy and asymptotic preserving for all ranges of Froude numbers. As compared to the explicit “WB-Xing” scheme, the semi-implicit AP scheme performs almost the same for large Froude numbers while capturing small perturbations well, and is in general much more efficient in the low Froude regime.
Fig. 4.11. Example 4.9. Numerical solutions about momentum $hu$ for the traveling vortex at time $T = 1$, on a mesh $200 \times 100$. From top to bottom $\varepsilon = 1, 0.05, 0.01$ respectively. Left: IMEX; Right: “WB-Xing”. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Table 4.7

<table>
<thead>
<tr>
<th>Bottom topology $b$</th>
<th>$\varepsilon$</th>
<th>IMEX</th>
<th>“WB-Xing”</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b = 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.00</td>
<td>1</td>
<td>3577.1</td>
<td>5658.3</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>5947.1</td>
<td>79818.8</td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>10904.5</td>
<td>378733.6</td>
</tr>
<tr>
<td>$b \neq 0$</td>
<td>0.05</td>
<td>6309.7</td>
<td>81090.6</td>
</tr>
</tbody>
</table>
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Fig. 4.12. Example 4.9. Numerical solutions of the traveling vortex with a nonflat bottom, on a mesh $200 \times 100$. $H' = H - 110$ is the deviation from the water surface level. From top to bottom $T = 0, 0.3, 0.6, 1.0$ respectively, and $\varepsilon = 0.05$. Left: IMEX; Right: “WB-Xing”. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
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