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Abstract

Hyberbolic conservation laws with source terms often admit steady state solutions where the fluxes and source terms balance each other. To capture this balance and near-equilibrium solutions, well-balanced methods have been introduced and performed well in many numerical tests. Shallow water equations have been extensively investigated as a prototype example. In this paper, we develop well-balanced discontinuous Galerkin methods for the shallow water system, which preserve not only the still water at rest steady state, but also the more general moving water equilibrium. The key idea is the recovery of well-balanced states, a special source term approximation, and the approximation of the numerical fluxes based on a generalized hydrostatic reconstruction. We also study the extension of the positivity-preserving limiter presented in [40] in this framework. Numerical examples are provided at the end to verify the well-balanced property and good resolution for smooth and discontinuous solutions.

1. Introduction

Hyperbolic systems often involve source terms arising from geometrical, reactive, biological or other considerations. They are often referred as balance laws and have wide applications in different fields including chemistry, biology, fluid dynamics, astrophysics, and meteorology. In one dimension, they usually take the form

\[ U_t + f(U, x)_x = s(U, x), \]

where $U$ is the solution vector, $f(U, x)$ is the flux and $s(U, x)$ is the source term. Such balance laws admit steady state solutions which are usually non-trivial and often carry important physical meaning. A straightforward numerical scheme may fail to preserve exactly these steady states. The well-balanced schemes are introduced to preserve exactly, at a discrete level, some of these equilibrium solutions. One major advantage of the well-balanced schemes is that they can accurately resolve small perturbations to such steady state solutions with relatively coarse meshes. Indeed, if a scheme cannot balance the effects of fluxes and source terms, it may introduce spurious oscillations near steady state. In order to reduce these, the grid must be refined more than necessary. On the other hand, well-balanced schemes promise to be efficient near steady state.
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A prototype example investigated extensively in the literature is shallow water equations with a non-flat bottom topography, which are used to model flows in rivers and coastal areas, and have wide applications in ocean, hydraulic engineering, and atmospheric modeling. This system describes the flow as a conservation law with an additional source term due to the bottom topography. In one space dimension, it takes the form

\[
\begin{cases}
ht + (hu)_x = 0, \\
(hu)_t + \left( hu^2 + \frac{1}{2} gh^2 \right)_x = -ghb_x, 
\end{cases}
\]

where \( h \) denotes the water height, \( u \) is the velocity of the fluid, \( b \) represents the bottom topography and \( g \) is the gravitational constant. Only the source term due to the bottom topography is taken into account in this system, but other terms could also be added in order to include effects such as friction on the bottom as well as variations of the channel width.

Research on well-balanced numerical methods for the shallow water system has attracted many attentions in the past two decades. Many researchers have developed a large number of well-balanced methods to exactly preserve the still water at rest steady state

\[
u = 0 \quad \text{and} \quad h + b = \text{const},
\]

see, e.g. [1,2,6,5,14–16,19–21,25,26,34,35], and the recent review paper [23] for more details. Shallow water equations (1.2) also admit the general moving water equilibrium, given by

\[
m := hu = \text{const} \quad \text{and} \quad E := \frac{1}{2} u^2 + g(h + b) = \text{const},
\]

where \( m, E \) are the moving water equilibrium variables. Still water steady state is simply a special case of this, when the velocity reduces to zero. Most well-balanced methods for the still water steady state cannot preserve the moving water equilibrium, and it is significantly more difficult to obtain well-balanced schemes for such equilibrium.

In a recent paper [39], we have shown several numerical examples to demonstrate the advantage of moving-water well-balanced schemes over still-water well-balanced schemes for the shallow water equations. Those numerical examples clearly demonstrate the importance of utilizing moving-water well-balanced methods for solutions near a moving-water equilibrium. There have been a few attempts in developing well-balanced methods for the moving water equilibrium. In [14], Gosse developed a class of first order accurate flux-vector-splitting schemes based on the theory of non-conservative products, which is well-balanced for general steady states including moving water equilibria. Jin and Wen proposed the general moving water equilibrium, given by

\[
ht + (hu)_x = 0,
\]

where \( h \) denotes the water height, \( u \) is the velocity of the fluid, \( b \) represents the bottom topography and \( g \) is the gravitational constant. Only the source term due to the bottom topography is taken into account in this system, but other terms could also be added in order to include effects such as friction on the bottom as well as variations of the channel width.

Research on well-balanced numerical methods for the shallow water system has attracted many attentions in the past two decades. Many researchers have developed a large number of well-balanced methods to exactly preserve the still water at rest steady state

\[
u = 0 \quad \text{and} \quad h + b = \text{const},
\]

see, e.g. [1,2,6,5,14–16,19–21,25,26,34,35], and the recent review paper [23] for more details. Shallow water equations (1.2) also admit the general moving water equilibrium, given by

\[
m := hu = \text{const} \quad \text{and} \quad E := \frac{1}{2} u^2 + g(h + b) = \text{const},
\]

where \( m, E \) are the moving water equilibrium variables. Still water steady state is simply a special case of this, when the velocity reduces to zero. Most well-balanced methods for the still water steady state cannot preserve the moving water equilibrium, and it is significantly more difficult to obtain well-balanced schemes for such equilibrium.

In a recent paper [39], we have shown several numerical examples to demonstrate the advantage of moving-water well-balanced schemes over still-water well-balanced schemes for the shallow water equations. Those numerical examples clearly demonstrate the importance of utilizing moving-water well-balanced methods for solutions near a moving-water equilibrium. There have been a few attempts in developing well-balanced methods for the moving water equilibrium. In [14], Gosse developed a class of first order accurate flux-vector-splitting schemes based on the theory of non-conservative products, which is well-balanced for general steady states including moving water equilibria. Jin and Wen proposed the general moving water equilibrium, given by

\[
ht + (hu)_x = 0,
\]

where \( h \) denotes the water height, \( u \) is the velocity of the fluid, \( b \) represents the bottom topography and \( g \) is the gravitational constant. Only the source term due to the bottom topography is taken into account in this system, but other terms could also be added in order to include effects such as friction on the bottom as well as variations of the channel width.
of dry areas where no water is present. Many shallow water applications involve rapidly moving interfaces between wet and dry areas, and if no special attention is paid, standard numerical methods may produce unacceptable negative water height. Here we consider the positivity-preserving limiter proposed in [41,40,38], which preserves the high order accuracy without losing local mass and momentum conservation. A careful examination of its validity within the proposed well-balanced methods will be studied.

The novel contribution of this paper is the special well-balanced source term approximation presented in Section 3.3, as well as the choice of $b^*$ in the hydrostatic reconstruction, which is determined (for the first time) by the positivity-preserving approach in Section 4 (see Remark 3.1 for more explanation). Although our new schemes are designed for the shallow water equations, the same idea can be generalized to obtain high order well-balanced numerical methods for any other hyperbolic balance law of the form (1.1). This paper is organized as follows. In Section 2, we present the standard notation and a simple well-balanced DG method for the still water. In Section 3, the novel high order DG methods which preserve exactly the moving water equilibrium of the shallow water equations are presented. We will also show that, when the steady state solution reduces to still water (i.e. $u = 0$), the proposed DG method becomes the one presented in Section 2 for still water. In Section 4, they are coupled with the positivity-preserving technique presented in [40], which keeps the water height non-negative. Section 5 contains extensive numerical simulation results to demonstrate the behavior of our DG methods for one-dimensional shallow water equations, verifying high order accuracy, the well-balanced property, and good resolution for smooth and discontinuous solutions. Concluding remarks are given in Section 6.

2. Well-balanced DG methods for still water

Several well-balanced DG methods for the shallow water equations with still water at rest steady state solutions (1.3) have been developed in the literature, see for example [40] for a list of references. In this section, we present a new approach to achieve well-balanced methods, by simply combining two existing approaches developed by us in [36] and [37]. The key idea to achieve well-balanced property is a non-standard source term treatment (taken from [36]) and numerical flux modification based on hydrostatic reconstruction (taken from [37]). The same structure will be generalized in Section 3 to develop well-balanced methods for the moving water equilibrium. As shown in Remark 3.3, the novel well-balanced methods for moving water, when applied to problems related to still water steady state solutions, reduce to the methods presented in this section.

We start by presenting the standard notations. For the ease of presentation, we denote the shallow water equations (1.2) by

$$U_t + f(U)_x = s(h, b),$$

where $U = (h, hu)^T$ are the conservative variables, $f(U)$ is the flux and $s(h, b)$ is the source term. The moving water equilibrium variables are denoted by

$$V = (m, E)^T = \left(\frac{1}{2}u^2 + g(h + b)\right)^T.$$  

We discretize the computational domain into cells $I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]$, and denote the size of the $j$-th cell by $\Delta x_j$ and the maximum mesh size by $\Delta x = \max_j \Delta x_j$. In a high order DG method, we seek an approximation, still denoted by $U$ with an abuse of notation, which belongs to the finite dimensional space

$$V_{\Delta x} = V_{\Delta x}^k \equiv \{ w : w|_{I_j} \in P^k(I_j), \ j = 1, \ldots, J \},$$  

where $P^k(I)$ denotes the space of polynomials of degree at most $k$ and $J$ is the total number of computational cells. We project the bottom function $b$ into the same space $V_{\Delta x}$, to obtain an approximation which is still denoted by $b$, again with an abuse of notation. The standard DG method is given by

$$\int_{I_j} a_t U v dx - \int_{I_j} f(U) a_x v dx + \int_{j+\frac{1}{2}}^j v(x^-_{j+\frac{1}{2}}) - \int_{j-\frac{1}{2}}^j v(x^+_{j-\frac{1}{2}}) = \int_{I_j} s(h, b)v dx,$$  

where $v(x)$ is a test function from the test space $V_{\Delta x}$. $\int_{j+\frac{1}{2}} = F(U(x^-_{j+\frac{1}{2}}, t), U(x^+_{j+\frac{1}{2}}, t))$ and $F(a_1, a_2)$ is a numerical flux. We could, for example, use the simple Lax–Friedrichs flux

$$F(a_1, a_2) = \frac{1}{2} (f(a_1) + f(a_2) - \alpha(a_2 - a_1)),$$  

where $\alpha = \max(|a| + \sqrt{gh})$ and the maximum is taken over the whole region.

We are interested in preserving the still water stationary solution (1.3) exactly. As mentioned in [37], a well-balanced numerical scheme takes the form:
\[
\int_{i_j} \partial_t U^n v \, dx - \int_{i_j} f (U^n) \partial_x v \, dx + \tilde{f}_{j+\frac{1}{2}}^l \nu (x_{j+\frac{1}{2}}^-) - \tilde{f}_{j-\frac{1}{2}}^r \nu (x_{j-\frac{1}{2}}^+) = \int_{i_j} s(h^n, b) \nu \, dx, \tag{2.5}
\]

where the numerical fluxes \( \tilde{f}_{j+\frac{1}{2}}^l \) are given by (2.8)–(2.9). After computing boundary values \( U_{j+\frac{1}{2}}^\pm \), we follow the hydrostatic reconstruction \([1]\) to set

\[
h_{j+\frac{1}{2}}^{*, \pm} = \max(0, h_{j+\frac{1}{2}}^+ + b_{j+\frac{1}{2}}^- - \max(b_{j+\frac{1}{2}}^-, b_{j+\frac{1}{2}}^-)) \tag{2.6}
\]

and redefine the left and right values of \( U \) as:

\[
U_{j+\frac{1}{2}}^{*, \pm} = \left( \begin{array}{c}
h_{j+\frac{1}{2}}^{*, \pm} \\
h_{j+\frac{1}{2}}^{*, \pm}
\end{array} \right). \tag{2.7}
\]

Then the left and right fluxes \( \tilde{f}_{j+\frac{1}{2}}^l \) and \( \tilde{f}_{j-\frac{1}{2}}^r \) are given by:

\[
\begin{align*}
\tilde{f}_{j+\frac{1}{2}}^l &= F(U_{j+\frac{1}{2}}^{*-, \pm}, U_{j+\frac{1}{2}}^{*, +}) + \left( \frac{g}{2} (h_{j+\frac{1}{2}}^-)^2 - \frac{g}{2} (h_{j+\frac{1}{2}}^+)^2 \right), \\
\tilde{f}_{j-\frac{1}{2}}^r &= F(U_{j-\frac{1}{2}}^{*-}, U_{j-\frac{1}{2}}^{*, +}) + \left( \frac{g}{2} (h_{j-\frac{1}{2}}^+)^2 - \frac{g}{2} (h_{j-\frac{1}{2}}^-)^2 \right) \tag{2.8}
\end{align*}
\]

As explained in \([37,40]\), \( \tilde{f}_{j+\frac{1}{2}}^l - \tilde{f}_{j+\frac{1}{2}}^l \) and \( \tilde{f}_{j-\frac{1}{2}}^r - \tilde{f}_{j-\frac{1}{2}}^r \) are both high order correction terms at the level of \( O(\Delta x^{k+1}) \) regardless of the smoothness of the solution \( U \). Therefore, the scheme (2.5) can be rewritten in the form whose left side is the traditional RKDG method and right side contains high order approximation to the source term. It can be shown to be a spatially \((k+1)\)-th order conservative scheme and converge to the weak solution.

The source term approximation can be handled by the techniques presented in \([36]\). We separate the source term integral into:

\[
\begin{align*}
- \int_{i_j} g h b v \nu \, dx &= -g(h \nu + b) \int_{i_j} b v \nu \, dx + g \int_{i_j} \left( \frac{b^2}{2} \right) \nu \, dx - \int_{i_j} g(h \nu + b - (h \nu + b)_j) b v \nu \, dx \\
&= -g(h \nu + b) \left( (b v)_j^- - (b v)_j^+ \right) - \int_{i_j} b v \nu \, dx + \int_{i_j} g \left( \frac{b^2 v}{2} \right)_j^- - \int_{i_j} g \left( \frac{b^2 v}{2} \right)_j^+ - \int_{i_j} b v \nu \, dx \\
&= \frac{g}{2} \left( -2(h \nu + b)_j b v + b^2 v \right)_j^- - \frac{g}{2} \left( -2(h \nu + b)_j b v + b^2 v \right)_j^+ - \int_{i_j} b v \nu \, dx \\
&= \frac{g}{2} \left( (h \nu + b)_j^- - (h \nu + b)_j^+ \right) - \frac{g}{2} \left( (h \nu + b)_j^- - (h \nu + b)_j^+ \right) \nu \, dx \\
&= \int_{i_j} g(h \nu + b - (h \nu + b)_j) b v \nu \, dx \\
&= \int_{i_j} g(h \nu + b - (h \nu + b)_j) b v \nu \, dx - \int_{i_j} g(h \nu + b - (h \nu + b)_j) b v \nu \, dx \\
&= \int_{i_j} g(h \nu + b - (h \nu + b)_j) b v \nu \, dx.
\end{align*}
\tag{2.10}
\]

where the second equality follows integration by parts and the last equality is obtained by adding and subtracting \( \int_{i_j} \frac{g}{2} (h \nu + b)_j^- b \nu \, dx \). It is easy to prove that the above methods (2.5), combined with the choice of fluxes (2.8)–(2.9) and
source term approximation (2.10), are well-balanced for the still water steady state of the shallow water equations. We refer to [36,37] for the details of proof.

Total variation diminishing (TVD) high order Runge–Kutta time discretization [31] is used in practice for stability and to increase temporal accuracy. For example, the third order TVD Runge–Kutta method is used in the simulation in this paper:

\[
U^{(1)} = U^n + \Delta t F(U^n),
\]

\[
U^{(2)} = \frac{3}{4} U^n + \frac{1}{4} (U^{(1)} + \Delta t F(U^{(1)})),
\]

\[
U^{n+1} = \frac{1}{3} U^n + \frac{2}{3} (U^{(2)} + \Delta t F(U^{(2)})),
\]

(2.11)

where \( F(U) \) is the spatial operator.

3. Well-balanced DG methods for moving water

In this section, we design high order finite element DG methods for the shallow water equations (1.2), with the objective to maintain the general moving steady state (1.4). We will concentrate on the one-dimensional case. The basic framework of the well-balanced scheme follows the one introduced in Section 2. However, extra attention is required to handle the flux and source term approximation due to the complexity of moving water equilibrium.

3.1. Conservative and equilibrium variables

In order to construct our well-balanced scheme, it is essential to transform the conservative variables \( U \) into the equilibrium variables \( V \) and vice versa. Here we follow the technique presented by us in [22], and a similar variable transform has also been used in [17,18,27].

Given conservative variables \( U \) and a bottom function \( b \), the energy \( E \), and hence the equilibrium variables \( V = V(U) \), can be easily computed by (2.1). The main difficulty comes from the inverse transform \( U = U(V) \). As in [22], we first label the different flow regimes by defining the sign function

\[
\sigma := \text{sign}(Fr - 1), \quad Fr := |u|/\sqrt{gh},
\]

(3.1)

and a state is called sonic, sub- or supersonic if \( \sigma \) is zero, negative or positive.

With given \( V = (m, E) \), \( b \) and \( \sigma \), one can recover the conservative variable \( h \) and establish the transform \( U = U(V) \). If \( m = 0 \), the transformation is trivial. Assume \( m \) is a fixed nonzero parameter, we define the function \( \varphi \) by

\[
\varphi(h) := \frac{m^2}{2h^2} + gh,
\]

(3.2)

which achieves its minimum value \( \varphi_0 \) at \( h_0 \):

\[
\varphi_0 = \frac{3}{2} (g|m|)^{2/3}, \quad gh_0 = (g|m|)^{2/3}.
\]

(3.3)

Therefore, we have the following result (see [22] for details):

**Lemma 3.1.** Let \( m \) be given, and suppose either \( E = \varphi_0 + gb \) if \( \sigma = 0 \) or \( E > \varphi_0 + gb \) if \( \sigma = \pm 1 \). Then there exists a unique solution

\[
h = h(E, b, \sigma)
\]

(3.4)

such that

\[
\begin{cases}
h < h_0 & \text{for } \sigma = 1 \text{ (supersonic flow)}, \\
h = h_0 & \text{for } \sigma = 0 \text{ (sonic flow)}, \\
h > h_0 & \text{for } \sigma = -1 \text{ (subsonic flow)}. 
\end{cases}
\]

(3.5)

Given the set \((E, b, \sigma)\) satisfying the condition in **Lemma 3.1**, it is straightforward to compute the corresponding solution \( h \) by Newton’s method, and we refer to [22] for the strategy.
3.2. Recovery of well-balanced states

The first difficulty encountered in designing well-balanced methods is the recovery of well-balanced states from the provided initial equilibrium data. Let’s assume the initial data are in perfect equilibrium, i.e. \( V(x) = \bar{V} \) for some equilibrium state \( \bar{V} \). However, the initial condition \( U_j(x) \) and \( b_j(x) \) (in the DG setting, they are the \( L^2 \) projection of the initial data into the piecewise polynomial space \( V_{\Delta x} \)) may not be in equilibrium any more. Therefore, the cell boundary values \( U_{j+1/2}^\pm \), which will be used to evaluate the numerical fluxes at the cell boundary, may not be in equilibrium, and this will increase the complexity in designing well-balanced methods.

A strategy has been proposed in [22] to recover the well-balanced states. Here we summarize it briefly and refer the readers to [22] for the details. Assume that the cell is in equilibrium with constant values \( (m, E) \). Therefore, \( m_j(x) = \bar{m}_j = m \), where \( \bar{m}_j \) is the cell average of \( m_j(x) \) in cell \( I_j \). From (3.3), the minimal possible value of \( E \) at \( x \) is \( E_0(x) = \frac{1}{2}(g|m|)^{2/3} + gb(x) \), and we denote its cell average to be \( E_j^{\text{min}} := \frac{1}{2}(g|m_j|)^{2/3} + g\bar{b}_j \). We then define two more average heights related to cell \( I_j \), one the maximal supersonic average height \( h_j^+ \) and the other the minimal subsonic average height \( h_j^- \) via

\[
  h_j^+ := \frac{1}{\Delta x_j} \int_{I_j} h(\bar{m}_j, E_j^{\text{min}}, b(x), 1) \, dx, \tag{3.6}
\]

\[
  h_j^- := \frac{1}{\Delta x_j} \int_{I_j} h(\bar{m}_j, E_j^{\text{min}}, b(x), -1) \, dx. \tag{3.7}
\]

Note that \( h_j^+ < h_0 < h_j^- \), where \( h_0 \) is the critical, or sonic, point. Let \( \bar{h}_j \) be the cell average of \( h_j(x) \) in cell \( I_j \). Now we define a reference equilibrium value \( \bar{E}_j \) as follows:

**Definition 3.1.**

(i) If \( \bar{h}_j < h_j^+ \), define \( E = \bar{E}_j \) to be the unique solution of

\[
  \bar{h}_j = \frac{1}{\Delta x_j} \int_{I_j} h(\bar{m}_j, E, b(x), 1) \, dx. \tag{3.8}
\]

(ii) If \( \bar{h}_j > h_j^- \), define \( E = \bar{E}_j \) to be the unique solution of

\[
  \bar{h}_j = \frac{1}{\Delta x_j} \int_{I_j} h(\bar{m}_j, E, b(x), -1) \, dx. \tag{3.9}
\]

(iii) If \( h_j^+ \leq \bar{h}_j \leq h_j^- \), set

\[
  \bar{E}_j := E_j^{\text{min}}. \tag{3.10}
\]

In this case, the equilibrium solution becomes sonic for some point \( x^* \in I_j \), and the sonic point \( x^* \) is located at the maximum of \( b \) over the cell \( I_j \).

One can show that \( \bar{V}_j = (\bar{m}_j, \bar{E}_j) \) recovers the equilibrium state. We refer to [22] for the detailed proof, as well as the Newton iteration to compute \( \bar{E}_j \) numerically.

3.3. Source term approximation

The main structure of well-balanced methods for moving water equilibrium (1.4) follows the one (2.5) for still water. One important ingredient in designing well-balanced methods is the approximation of the source term integral in (2.5). In this subsection, let us discuss the well-balanced approach to compute the source term.

By **Definition 3.1**, one can compute the reference equilibrium values \( \bar{V}_j \), which lead to the reference equilibrium functions \( U(\bar{V}_j, b(x)) \). Since they may not be polynomials, we consider their \( L^2 \) projection into the finite element space \( V_{\Delta x} \) which was introduced in (2.2), and denote it by

\[
  U_j^F(x) = (h_j^F(x), m_j^F(x)) = PU(\bar{V}_j, b(x)) \tag{3.11}
\]

in each cell \( I_j \), where \( P \) denotes the \( L^2 \) projection operator. Therefore, the numerical solutions \( U \), which are piecewise polynomials, can be decomposed as
where $U^e = U - U^r \in V_{\Delta x}$. The source term approximation now becomes
\[
\int s(h, b) v \, dx = \int s(h^e, b) v \, dx + \int s(h^r, b) v \, dx,
\]
(3.13)
since $s(h, b) = -ghb_x$ is linear with respect to $h$. The second term on the right hand side of (3.13) can be computed by the standard quadrature rule. Next, let us discuss how to approximate the first term numerically. Noticing the fact that projection does not preserve the equilibrium state, to overcome this problem, we redefine an updated boundary value as:

\[
\text{water equilibrium, suppose as one can easily observe that}
\]

\[
\text{The cell boundary values (used to evaluate the numerical fluxes) are defined by:}
\]
\[
U = U^e + U^r,
\]
\[
(3.12)
\]

3.4. Numerical fluxes via hydrostatic reconstruction

In this subsection, we discuss an important and last piece of our method, namely the well-balanced numerical fluxes. They are computed by a generalized hydrostatic reconstruction. The idea of hydrostatic reconstruction was first introduced by Audusse et al. in [11] to provide stable well-balanced methods for the still water steady state, and was later used in many well-balanced methods [21,37], including some recent well-balanced methods for moving water [22,7]. Here, we consider its extension in our well-balanced DG methods.

At each time step $t^n$, one can compute the cell boundary values $U^\pm_{j+\frac{1}{2}}$ from the solution $U(x)$. But in the case of moving water equilibrium, suppose $U(x)$ are computed from the exact solution, these cell boundary values $U^\pm_{j+\frac{1}{2}}$ do not equal the exact solution value at the same point, as $U(x)$ is the projection of the exact solution into the polynomial space and this projection does not preserve the equilibrium state. To overcome this problem, we redefine an updated boundary value as:

\[
\tilde{U}^\pm_{j+\frac{1}{2}} = U(\tilde{V}_j, b^\pm_{j+\frac{1}{2}}) + U^\pm_{j+\frac{1}{2}},
\]
(3.17)

where $U^r$ is defined in (3.12). One can easily verify that $\tilde{U}^\pm_{j+\frac{1}{2}} = U(\tilde{V}_j, b^\pm_{j+\frac{1}{2}})$ in the case of moving water equilibrium.

Next, we follow the idea of hydrostatic reconstruction to compute the numerical fluxes. We define

\[
\tilde{V}^\pm_{j+\frac{1}{2}} = V(\tilde{U}^\pm_{j+\frac{1}{2}}, b^\pm_{j+\frac{1}{2}}),
\]
(3.18)

and

\[
b^*_{j+\frac{1}{2}} = \begin{cases} 
\max(b^+_{j+\frac{1}{2}}, b^-_{j+\frac{1}{2}}), & \text{if } \sigma_{j+\frac{1}{2}} = -1, 0, \\
\min(b^+_{j+\frac{1}{2}}, b^-_{j+\frac{1}{2}}), & \text{if } \sigma_{j+\frac{1}{2}} = 1.
\end{cases}
\]
(3.19)

The cell boundary values (used to evaluate the numerical fluxes) are defined by:

\[
U^\pm_{j+\frac{1}{2}} = (\max(0, h(\tilde{V}^\pm_{j+\frac{1}{2}}, b^*_{j+\frac{1}{2}})), \tilde{m}^\pm_{j+\frac{1}{2}})^T = (\max(0, h(\tilde{U}^\pm_{j+\frac{1}{2}}, b^*_{j+\frac{1}{2}})), m^\pm_{j+\frac{1}{2}})^T,
\]
(3.20)
as one can easily observe that $\tilde{m}^\pm_{j+\frac{1}{2}} = m^\pm_{j+\frac{1}{2}}$. At the end, the left and right fluxes $\tilde{f}^l_{j+\frac{1}{2}}, \tilde{f}^r_{j-\frac{1}{2}}$ are given by:

\[
\tilde{f}^l_{j+\frac{1}{2}} = f(U^\pm_{j+\frac{1}{2}}, b^*_{j+\frac{1}{2}}) + f(U^-_{j+\frac{1}{2}}) - f(U^\pm_{j+\frac{1}{2}}),
\]
\[
\tilde{f}^r_{j-\frac{1}{2}} = f(U^\pm_{j-\frac{1}{2}}, b^*_{j-\frac{1}{2}}) + f(U^+_{j-\frac{1}{2}}) - f(U^\pm_{j-\frac{1}{2}}),
\]
(3.21)
Remark 3.1. In the original hydrostatic reconstruction [1], the maximum is taken when evaluating the \( b^* \) in (3.19). The well-balanced WENO methods in [22] used the minimal value. If the purpose is to achieve well-balanced property, both maximum and minimal values would work well and there is no unified way to define them. In (3.19), a different choice of \( b^* \) for sub/supersonic flow is presented. We would like to comment that this choice is motivated by the purpose of positivity preserving. We refer to Section 4, more specifically, the proof of Lemma 4.1 for more details.

3.5. Summary of the well-balanced scheme

We now summarize the complete procedure of our high order well-balanced DG methods for solving the shallow water equation (1.2) with moving water equilibrium. The methods are given by

\[
\int_{i_j} \partial_t U^n v \, dx - \int_{i_j} f(U^n) \partial_x v \, dx + \tilde{f}^l_{j+\frac{1}{2}} v(x^-_{j+\frac{1}{2}}) - \tilde{f}^r_{j-\frac{1}{2}} v(x^+_{j-\frac{1}{2}}) = \int_{i_j} s(h^n, b) v \, dx, \tag{3.22}
\]

where the numerical fluxes \( \tilde{f}^l \) and \( \tilde{f}^r \) are computed in (3.21), and the source term is approximated by (3.16). The scheme is completed by a temporal TVD Runge–Kutta discretization (2.11).

A detailed implementation of this algorithm consists of the following steps:

1. Compute the \( L^2 \) projection of \( U \) and bottom \( b \) based on the initial data.
2. At each time step, compute the reference value \( \bar{V}_j \) as the implicit solution of Eqs. (3.8)–(3.10).
3. Decompose the solution \( U \) as the sum of \( U^e \) and \( U^f \) following (3.11)–(3.12).
4. Compute the numerical fluxes following (3.17)–(3.21).
5. Evaluate the source term approximation (3.16).
6. Apply a TVD Runge–Kutta method (2.11) to advance in time.

We have the following well-balanced property of our methods.

Proposition 3.2. The RKDG schemes described above maintain smooth moving water equilibrium (1.4) exactly, if the stationary shocks separating the smooth regions are all located at cell boundaries, and computed by Roe’s numerical flux function.

Proof. Suppose that the initial data are moving steady state equilibria, i.e. \( \bar{V}(x) = \bar{V} \). Then Lemma 3.1 implies that all reference values \( \bar{V}_j \) coincide with \( \bar{V} \). Therefore \( U^e \) computed from \( \bar{V}_j \) is equivalent to \( U \), and we have \( U^f = 0 \) in (3.12). The source term approximation (3.16) then becomes

\[
\int_{i_j} s(h, b) v \, dx = - \int_{i_j} f(U) v_x \, dx + \frac{1}{2} \left( f(U^-_{j+\frac{1}{2}}) v^-_{j+\frac{1}{2}} - f(U^+_{j-\frac{1}{2}}) v^+_{j-\frac{1}{2}} \right). \tag{3.23}
\]

For the numerical fluxes, we have \( \bar{U}^\pm_{j+\frac{1}{2}} = U(\bar{V}_j, b_{j+\frac{1}{2}}^-) \) in (3.17), which leads to \( \bar{V}^\pm_{j+\frac{1}{2}} = \bar{V} \), and consequently, \( U^\pm_{j+\frac{1}{2}} = U^\pm_{j+\frac{1}{2}} \) in (3.19). Imposing the results into (3.21), we have

\[
\tilde{f}^l_{j+\frac{1}{2}} = f(U^-_{j+\frac{1}{2}}), \quad \tilde{f}^r_{j-\frac{1}{2}} = f(U^+_{j-\frac{1}{2}}). \tag{3.24}
\]

One can easily observe that numerical fluxes exactly balance the source term approximation (3.23), and that is the desired well-balanced property. \( \square \)

At the end of this section, we would like to provide a few remarks about the proposed well-balanced RKDG methods.

Remark 3.2. When the bottom function \( b \) is flat, our well-balanced DG methods become the traditional DG methods. It can be seen based on the following facts. First of all, when \( b = 0 \), the equilibrium part \( U^e \) becomes a constant in each cell. So the source term approximation in (3.16) is equal to zero. Second, one can easily verify that \( \bar{U}^\pm_{j+\frac{1}{2}} \) defined in (3.17) equals \( U^\pm_{j+\frac{1}{2}} \), and therefore, it equals \( U^\times_{j+\frac{1}{2}} \). So the well-balanced numerical fluxes defined in (3.21) return to the traditional DG numerical fluxes.

Remark 3.3. Our well-balanced methods are designed to preserve the moving water equilibrium (1.4). When applied to still water steady state (1.3), they become the existing well-balanced methods presented in Section 2. This fact can be easily verified. In the case of still water steady state, \( \bar{V}_j \) becomes \( (\bar{h} + \bar{b})_j, 0^+ \), and the decomposition of \( U \) in (3.11) takes the form of

\[
h = h^e + h^f = (\bar{h} + \bar{b})_j - b + (h + b - (\bar{h} + \bar{b})_j), \quad hu = (hu)^e + (hu)^f = 0 + hu.
\]
Therefore, the source term approximation (3.16) is exactly the same as the approximation in (2.10). Simple calculation leads to the fact that $\tilde{U}_{j+\frac{1}{2}}^{\pm}$ defined in (3.17) equals $U_{j+\frac{1}{2}}^{\pm}$, so the numerical fluxes defined in (3.21) are also equivalent to the ones defined in (2.8)–(2.9).

**Remark 3.4.** Another important ingredient for the DG methods is that a slope limiter procedure might be needed after each inner stage in the Runge–Kutta time stepping, when the solution contains discontinuities. We use the characteristic-wise total variation bounded (TVB) limiter presented in [10,30]. For the shallow water system, we perform the limiting in the local characteristic variables. However, this limiter procedure might destroy the preservation of the moving water equilibrium state (1.4). In order to achieve the well-balanced property, we follow the idea presented in [40] and propose the following way to perform the TVB limiter. Note that the TVB limiter procedure actually involves two steps: the first one is to check whether any limiting is needed in a specific cell; and, if the answer is yes, the second step is to apply the TVB limiter on the variables in this cell. So we propose to first check if the limiting is needed based on the equilibrium variables $\tilde{h}_n$. If a certain cell is flagged by this procedure needing limiting, then the actual TVB limiter is implemented on $U$. Note that in an equilibrium region, we first check if the limiting is needed based on $V = \text{const}$, which demonstrates that limiting is not needed in this cell. Therefore the water height $h$ will not be affected by the limiter procedure and the well-balanced property is maintained.

4. A positivity-preserving limiter

A simple positivity-preserving limiter has been proposed and implemented for the shallow water equations in [40] for the DG method and in [38] for the WENO scheme. It was shown to be able to keep the water height non-negative under suitable CFL condition, preserve the mass conservation and at the same time does not affect the high order accuracy for the general solutions. In this section, we will explore how to couple this limiter with well-balanced DG methods presented in Section 3. We will refer to [40] for the detailed explanation of this limiter, and only highlight the main difference in the following part.

We first consider the scheme satisfied by the cell averages of the water height in the well-balanced DG methods with the Euler forward discretization in time:

$$\tilde{h}_j^{n+1} = \tilde{h}_j^n - \lambda \left[ \tilde{F}(h_{j+\frac{1}{2}}^{s,\pm}; m_{j+\frac{1}{2}}^{\pm}) - \tilde{F}(h_{j-\frac{1}{2}}^{s,\pm}; m_{j-\frac{1}{2}}^{\pm}) \right],$$  \hspace{1cm} (4.1)

where

$$\tilde{F}(h_{j+\frac{1}{2}}^{s,\pm}; m_{j+\frac{1}{2}}^{\pm}) = \frac{1}{2} \left( m_{j+\frac{1}{2}}^{\pm} + m_{j+\frac{1}{2}}^{\pm} - \alpha(h_{j+\frac{1}{2}}^{s,\pm} - h_{j+\frac{1}{2}}^{s,\pm}) \right),$$  \hspace{1cm} (4.2)

with $h_{j+\frac{1}{2}}^{s,\pm}$ defined in (3.19), and $\lambda = \Delta t/\Delta x$. As shown in [40,38,41], one building block of the positivity-preserving limiter is to show the positivity of the first order version of the proposed numerical methods.

**Lemma 4.1.** Under the CFL condition $\lambda \alpha \leq 1$, with $\alpha = \max(|u| + \sqrt{gh}, \ |hu|/h^{\pm} + \sqrt{gh})$, consider the following scheme

$$h_j^{n+1} = h_j^n - \lambda \left[ \tilde{F}(h_j^{s,\pm}; m_j^{\pm}; m_{j+1}^{n}; m_{j-1}^{n}) - \tilde{F}(h_{j-1}^{s,\pm}; m_{j-1}^{n}; h_{j+1}^{s,\pm}; m_j^{n}) \right]$$  \hspace{1cm} (4.3)

with $\tilde{F}$ defined in (4.2),

$$b_{j+\frac{1}{2}}^{s,\pm} = \begin{cases} \max(b_{j+1}, b_j), & \text{if } \sigma_{j+\frac{1}{2}} = -1, 0, \\ \min(b_{j+1}, b_j), & \text{if } \sigma_{j+\frac{1}{2}} = 1, \end{cases}$$  \hspace{1cm} (4.4)

and

$$h_j^{s,\pm} = \max(0, h_0(\tilde{V}_j, b_{j+\frac{1}{2}}^{s,\pm})), \quad h_j^{-s,\pm} = \max(0, h_0(\tilde{V}_j, b_{j-\frac{1}{2}}^{s,\pm})), \hspace{1cm} (4.5)$$

where $\tilde{V}_j = m_j^2/h_j + gh_j^2/2$. If $h_j^n, h_{j+1}^n$ are non-negative, then $h_j^{n+1}$ is also non-negative.

**Proof.** First of all, let’s show that $h_j^{s,\pm} \leq h_j^n$. In a subsonic flow region, i.e. $\sigma = -1$, one knows that $\varphi(h)$, as defined in (3.2), is a decreasing function in $h$. Therefore, since $b_{j+\frac{1}{2}}^{s,\pm} \geq b_j$, we have $h_j^{s,\pm} \leq h_j^n$. Similarly, we have the same conclusion in a supersonic flow region.
Next, the scheme (4.3) can be written as

\[ h_{j+1}^n = \left[ 1 - \frac{1}{2} \lambda \left( \alpha + \frac{m_n^j}{h_{j+1}^n} \right) h_{j+1}^{n,+} - \frac{1}{2} \lambda \left( \alpha - \frac{m_n^j}{h_{j+1}^n} \right) h_{j+1}^{n,-} \right] h_j^n \]

\[ + \left[ \frac{1}{2} \lambda \left( \alpha + \frac{m_{n-1}^j}{h_{j-1}^n} \right) h_{j-1}^{n,+} \right] h_{j-1}^n + \left[ \frac{1}{2} \lambda \left( \alpha - \frac{m_{n-1}^j}{h_{j-1}^n} \right) h_{j+1}^{n,-} \right] h_{j+1}^n. \]

Therefore, \( h_{j+1}^n \) is a linear combination of \( h_{j-1}^n, h_j^n \) and \( h_{j+1}^n \) and all the coefficients are non-negative since \( 0 \leq h_{*,+} \leq h_{j}^n \).

Thus, \( h_{j+1}^n \geq 0 \). □

We now consider high order schemes. From now on, everything follows exactly the same as in [40], and only the main idea is presented here. We introduce the \( N \)-point (with \( 2N - 3 \geq k \)) Legendre Gauss–Lobatto quadrature rule on the interval \( I_j = [x_j - \frac{1}{2}, x_j + \frac{1}{2}] \), and denote these quadrature points

\[ S_j = \{ x_j - \frac{1}{2}, x_j^1, \ldots, x_j^{N-1}, x_j^N = x_j + \frac{1}{2} \}, \]

with the corresponding quadrature weights \( \tilde{w}_r \) for the interval \([-1/2, 1/2]\) satisfying \( \sum_{r=1}^N \tilde{w}_r = 1 \). Following the approaches in [24,41,40,38], we have the following result (see [40] for the details of the proof):

**Proposition 4.2.** Consider the scheme (4.1) satisfied by the cell averages of the water height in our DG method. Let \( h_j^n(x) \) be the DG polynomial for the water height in the cell \( I_j \). If \( h_{j-1}^n, h_{j+1}^n \) and \( h_j^n(x) \) \((r = 1, \ldots, N)\) are all non-negative, then \( \tilde{h}_j^{n+1} \) is also non-negative under the CFL condition

\[ \lambda \alpha \leq \tilde{w}_1. \tag{4.6} \]

To enforce the conditions of this proposition, we need to modify \( h_j^n(x) \) by employing the following limiter [41,40] on the DG polynomial \( U_j^n(x) = (h_j^n(x), (hu)_j^n(x))^T \), which is essentially a linear scaling around its cell average:

\[ \tilde{U}_j^n(x) = \theta \left( U_j^n(x) - \overline{U}_j^n \right) + \overline{U}_j^n, \quad \theta = \min \left\{ 1, \frac{h_j^n}{h_j^{n,+} - m_j} \right\}, \tag{4.7} \]

with

\[ m_j = \min_{x \in S_j} h_j^n(x) = \min_{r=1, \ldots, N} h_j^n(x). \tag{4.8} \]

It is easy to observe that \( \tilde{h}_j^n(x) \geq 0 \) \((r = 1, \ldots, N)\). We compute the modified polynomial \( \tilde{U}_j^n(x) \) and use \( \tilde{U}_j^n(x) \) instead of \( U_j^n(x) \) in the scheme (2.5). Hence by this proposition, \( \tilde{h}_j^{n+1} \) at time level \( n+1 \) is also non-negative, therefore (4.7) is indeed a positivity-preserving limiter for the well-balanced DG methods. Moreover, it can also be shown that this limiter preserves the local mass conservation, and does not destroy the high order accuracy. We refer to [40,38] for the proofs, as well as other comments regarding this positivity-preserving limiter.

5. Numerical examples

In this section we present numerical results of our well-balanced positivity-preserving DG methods for the one-dimensional shallow water equations (1.2). We implemented the third order finite element RKDG method \((i.e. k = 2\), coupled with the third order TVD Runge–Kutta time discretization (2.11) in these examples. The CFL number is taken as 0.16, less than \( \tilde{w}_1 = 1/6 \) in the corresponding CFL condition (4.6) when \( k = 2 \) is used. Recall that the CFL condition for linear stability for the DG methods is \( \lambda \alpha \leq 1/5 \) for \( k = 2 \), which are comparable to our CFL restriction. The TVB constant \( M \) in the TVB limiter is taken as 0 in most numerical examples, unless the accuracy test in which a nonzero \( M \) is used to avoid the accuracy order reduction near the extrema. The gravitation constant \( g \) is fixed as 9.812 m/s\(^2\). To measure the extra cost of our well-balanced methods, we have compared runtimes of our methods and the positivity-preserving DG methods presented in [40], for the first numerical test below. The CPU time of the new method is about twice of that of the DG method in [40], and most of the extra time is spent on the Newton iteration to compute water height \( h \) from the equilibrium variables \( E \) and \( m \).
Table 1
L₁ and L∞ errors for three test problems in Section 5.1.

<table>
<thead>
<tr>
<th>Test</th>
<th>(L^1) error</th>
<th>(L^\infty) error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(h)</td>
<td>(hu)</td>
</tr>
<tr>
<td>(a)</td>
<td>4.43E–14</td>
<td>2.62E–14</td>
</tr>
<tr>
<td>(b)</td>
<td>5.74E–14</td>
<td>1.97E–14</td>
</tr>
<tr>
<td>(c)</td>
<td>1.46E–14</td>
<td>1.54E–14</td>
</tr>
</tbody>
</table>

5.1. Test for the well-balanced property

We test our proposed DG schemes on a moving water steady state problem with a non-flat bottom, to verify the well-balanced property. These steady state problems are classical test cases for transcritical and subcritical flows, and have been widely used to test numerical schemes for shallow water equations [32,34,22]. The main setup is kept the same as in Proposition 3.2, these equilibrium states should be exactly preserved, and we will verify them numerically.

(a) **Subcritical flow.** The initial condition is given by:

\[
E = 22.06605, \quad m = 4.42, \quad \text{for a channel of length 25 meters. Three steady states, subcritical or transcritical flow with or without a steady shock will be investigated. As proven in Proposition 3.2, these equilibrium states should be exactly preserved, and we will verify them numerically.}
\]

Together with the boundary condition of \(m = 4.42\) at the upstream, and \(h = 2\) at the downstream.

(b) **Transcritical flow without a shock.** The initial condition is given by:

\[
E = \frac{1.53^2}{2 \times 0.66^2} + 9.812 \times 0.66, \quad m = 1.53,
\]

Together with the boundary condition of \(m = 1.53\) at the upstream, and \(h = 0.66\) at the downstream when the flow is subsonic.

(c) **Transcritical flow with a shock.** The initial condition is given by:

\[
E = \begin{cases} 
\frac{1}{2}(9.812 \times 0.18)^2 + 9.812 \times 0.2 & \text{if } x \leq 11.665504281554291, \\
0.18^2 + 9.812 \times 0.33 & \text{otherwise},
\end{cases} \quad m = 0.18,
\]

Together with the boundary condition of \(m = 0.18\) at the upstream, and \(h = 0.33\) at the downstream. As illustrated in Proposition 3.2, we only discuss the case when the shock is exactly located at the cell boundary, and need to use the Roe’s flux to compute the approximate Riemann problem. Hence we shift the computational domain to put the shock at the cell boundary in this computation.

For all these three cases, the steady states should be exactly preserved. We compute their solutions until \(t = 5\) using \(N = 200\) uniform mesh points. In order to demonstrate that the steady state is maintained up to round-off error, we show the \(L^1\) and \(L^\infty\) errors for the water height \(h\) and the discharge \(hu\) (note: \(h\) in this case is a constant or polynomial function!) in Table 1, where we can clearly see that the \(L^1\) and \(L^\infty\) errors are at the level of round-off errors for all three cases. This verifies the desired well-balanced property for the moving water equilibrium.

5.2. Small perturbation tests of a moving water equilibrium

The test cases in this subsection are chosen to demonstrate the capability of these schemes for computations on the small perturbation of moving water steady state solutions. We presented three moving water equilibrium solutions in the previous subsection, and showed that our numerical schemes did maintain them exactly. The main setup is kept the same here, but with an initial perturbation on the height. The same tests have been shown in [39] to demonstrate the advantage of moving-water well-balanced WENO methods over the still-water well-balanced methods.

Our initial conditions are given by imposing a small perturbation of size 0.05 on the height of these steady states in the interval [5.75, 6.25]. Theoretically, this disturbance should split into two waves, propagating to the left and right respectively. Many numerical methods have difficulty with the calculations involving such small perturbations of the water surface. We run the tests with 200 uniform cells with simple transmissive boundary conditions. The stopping time \(T\) is set as 1.5 for the subcritical flow and transcritical flow without a shock, 3 for the transcritical flow with a shock. At this time, the downstream-traveling water pulse has already passed the bump. The solutions of water height at the final stopping time, compared with the results using refined 1000 uniform cells, are shown in Figs. 1–3 for these three flows. We can clearly observe that there are no spurious numerical oscillations and the propagated small perturbation is very well captured by the proposed well-balanced methods.
5.3. Accuracy test

The high order accuracy of our proposed schemes will be tested for a smooth solution. Following the setup in [37], we have chosen the following bottom topography and initial conditions

\[ b(x) = \sin^2(\pi x), \quad h(x, 0) = 5 + e^{\cos(2\pi x)}, \quad (hu)(x, 0) = \sin(\cos(2\pi x)), \]

with periodic boundary conditions in the domain [0, 1]. Since the exact solution is not known explicitly for this case, we use the fifth order finite volume WENO scheme from [36] with 12,800 cells to compute a reference solution, and treat this reference solution as the exact solution in computing the numerical errors. The TVB constant \( M \) is taken a nonzero constant here, to avoid the accuracy order reduction near the extrema. In general, \( M \) should be chosen proportional to the size of the second derivative of the solution near smooth extrema, see [9]. In this example, the TVB constant \( M = 480 \) is picked based on the following strategy: we first observe that the accuracy is 3 when no limiter is used. If the TVB limiter with \( M = 0 \) is used, the accuracy decreased to 2. We then manually tune \( M \) to find the minimal value of \( M \) (which is 480 in this
case) such that the accuracy returned to 3. We compute up to \( t = 0.1 \) when the solution is still smooth (shocks develop later in time for this problem). Table 2 contains the \( L^1 \) errors for the cell averages and numerical orders of accuracy for the WENO scheme. We can clearly see that third order accuracy is achieved asymptotically, which verifies the high order accuracy property.

5.4. Riemann problem over a flat bottom

In this subsection, we utilize a simple Riemann problem over a flat bottom (i.e. \( b(x) \equiv 0 \)) to demonstrate the effectiveness of the positivity-preserving limiter presented in Section 4. We set the computational domain as \([-300, 300]\), and consider the following initial conditions which contain dry region on the right half domain:

\[
hu(x, 0) = 0 \quad \text{and} \quad h(x, 0) = \begin{cases} 
10 & \text{if } x \leq 0, \\
0 & \text{otherwise.}
\end{cases}
\]

For this Riemann problem, its analytic solution can be easily computed [3], and will be used to check the performance of the numerical solution. Using proposed well-balanced positivity-preserving DG methods with simple transmissive boundary conditions, we run the simulation until time \( t = 12 \) with 200 uniform cells. The numerical solutions, compared with the exact solutions, at different time \( t = 4, 8 \) and 12 are shown in Fig. 4. We can observe that the numerical solutions agree well with the exact solutions. The solutions near the wet/dry front are shown in Fig. 5 to provide a zoomed-in comparison.

We have also run this test case using the well-balanced DG methods, but without the positivity-preserving limiter. Shortly after the computation started, negative water height was generated, which caused blow-up immediately unless we enforce them to be 0. This confirms the proposed positivity-preserving property of our method.

5.5. Parabolic bowl

For one-dimensional shallow water equations with a parabolic bottom topography, analytic solutions have been derived by Sampson et al. [29]. This provides a good test case to validate our numerical methods.
On the computational domain $[-5000, 5000]$, we consider the parabolic bottom

$$b(x) = h_0(x/a)^2,$$

with constants $h_0$ and $a$ to be specified later. The analytical water surface with this set of parabolic bottom takes the form of [29]

$$h(x, t) + b(x) = h_0 - \frac{B^2}{4g} \cos(2\omega t) - \frac{B^2}{4g} - \frac{Bx}{2a} \sqrt{\frac{8h_0}{g}} \cos(\omega t),$$

where $\omega = \sqrt{2gh_0/a}$ and $B$ is a given constant. The exact location of the wet/dry front is given by

$$x_0 = -\frac{Boa^2}{2gh_0} \cos(\omega t) \pm a.$$

As studied in [40], these coefficients are chosen to be $a = 3000$, $B = 5$ and $h_0 = 10$. We consider a zero discharge as the initial condition. The initial water height profile can be computed from (5.7), which contains dry regions near two
boundaries. We solve this problem until $T = 4000$ with 200 uniform cells. The numerical water surface at different times are plotted in Fig. 6. For comparison, analytical solution are also shown in these figures. We can observe a nice agreement can be observed, which confirms the positivity-preserving property of our methods for problem with a non-flat bottom topography.

5.6. The dam-breaking problem over a rectangular bump

In this traditional test case we evaluate the performance of our methods for flows involving discontinuous solutions. We consider this dam-breaking problem over a rectangular bump. It will produce a rapidly varying flow over a discontinuous bottom topography.

We consider the discontinuous bottom topography given by:

$$b(x) = \begin{cases} 
8 & \text{if } |x - 750| \leq 1500/8, \\
0 & \text{otherwise},
\end{cases} \quad (5.9)$$

for $x \in [0, 1500]$. The initial conditions are

$$ (hu)(x, 0) = 0 \quad \text{and} \quad h(x, 0) = \begin{cases} 
20 - b(x) & \text{if } x \leq 750, \\
15 - b(x) & \text{otherwise}.
\end{cases} \quad (5.10)$$
Fig. 7. The surface level $h + b$ for the dam breaking problem at time $t = 15$ s. Left: the numerical solution using 200 grid cells, plotted with the initial condition and the bottom topography; Right: the numerical solution using 200 and 2000 grid cells.

Fig. 8. The surface level $h + b$ for the dam breaking problem at time $t = 60$ s. Left: the numerical solution using 200 grid cells, plotted with the initial condition and the bottom topography; Right: the numerical solution using 200 and 2000 grid cells.

Open boundary conditions are employed on both sides. Standard rarefaction and shock waves can be observed in the beginning. We show the numerical results with 200 uniform cells (and a comparison with the refined results using 2000 uniform cells) in Fig. 7 at the ending time $t = 15$. These rarefaction and shock waves are the solution of the Riemann problem of the homogeneous shallow water equations. At time $T \approx 17$, the waves reach the discontinuous edges of the bottom. After that, the wave pattern becomes complicated: a part of the wave is transmitted, another part reflected, and a remaining part becomes a standing wave. Later on, this wave system keeps interacting. When the time $T$ reaches 60, there are six waves appearing in our solution. The numerical results with 200 uniform cells (and a comparison with the refined results using 2000 uniform cells) are shown in Fig. 8 at the ending time $t = 60$ s.

Note that in both plots of this example, the water height $h$ is discontinuous at the points $x = 562.5$ and $x = 937.5$. Our scheme works very well for this example, giving well resolved, non-oscillatory solutions using 200 cells which agree with the converged results using 2000 cells.

6. Concluding remarks

In this paper we have constructed well-balanced DG methods of arbitrary order of accuracy for the moving water equilibrium of the shallow water equations. Special attention has been paid to the approximation of the source term, as well as
the construction of well-balanced numerical fluxes. We have also incorporated a simple positivity-preserving limiter into the well-balanced methods. Numerical examples are given to demonstrate the well-balanced property, accuracy, good capturing of the small perturbation to the steady state solutions, and non-oscillatory shock resolution of the proposed numerical methods. This well-balanced approach can be generalized to many other balance laws, and we will explore its extension to two-dimensional shallow water equations. There is no general form of the moving water equilibrium states in two dimensions, and one difficulty lies in how to identify the most interesting equilibrium state.
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