
MNRAS 514, 370–389 (2022) https://doi.org/10.1093/mnras/stac1257 
Advance Access publication 2022 May 10 

Ener gy conser ving and well-balanced discontinuous Galerkin methods for 

the Euler–Poisson equations in spherical symmetry 

Weijie Zhang, 1 Yulong Xing 

2 ‹ and Eirik Endeve 

3 , 4 

1 School of Mathematical Sciences, University of Science and Technology of China, Hefei, Anhui 230026, China 
2 Department of Mathematics, The Ohio State University, Columbus, OH 43210, USA 

3 Multiscale Methods and Dynamics Group, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA 

4 Department of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996, USA 

Accepted 2022 April 30. Received 2022 April 27; in original form 2021 December 26 

A B S T R A C T 

This paper presents high-order Runge–Kutta (RK) discontinuous Galerkin methods for the Euler–Poisson equations in spherical 
symmetry. The scheme can preserve a general polytropic equilibrium state and achieve total energy conservation up to 

machine precision with carefully designed spatial and temporal discretizations. To achieve the well-balanced property, the 
numerical solutions are decomposed into equilibrium and fluctuation components that are treated differently in the source 
term approximation. One non-trivial challenge encountered in the procedure is the complexity of the equilibrium state, which is 
go v erned by the Lane–Emden equation. For total energy conservation, we present second- and third-order RK time discretization, 
where different source term approximations are introduced in each stage of the RK method to ensure the conservation of total 
energy. A carefully designed slope limiter for spherical symmetry is also introduced to eliminate oscillations near discontinuities 
while maintaining the well-balanced and total-energy-conserving properties. Extensive numerical examples – including a toy 

model of stellar core collapse with a phenomenological equation of state that results in core bounce and shock formation –
are provided to demonstrate the desired properties of the proposed methods, including the well-balanced property, high-order 
accuracy, shock-capturing capability, and total energy conservation. 
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 I N T RO D U C T I O N  

n this paper, we present high-order discontinuous Galerkin (DG)
ethods for the Euler–Poisson equations in spherical symmetry,
hich have the well-balanced property to preserve hydrostatic

quilibrium states exactly and total energy conservation property
t the same time. 

The Euler equations with gra vitation ha ve wide applications in
eoph ysical and astroph ysical flow problems. In the case of a time-
ependent gravitational potential, the model can be coupled with
he Poisson equation to represent the self-gravity, which leads to
he Euler–Poisson equations. They play an important role in many
eoph ysical and astroph ysical flows, for example, core-collapse
uperno va (CCSN) e xplosions (M ̈uller & Steinmetz 1995 ; Couch,
raziani & Flocke 2013 ; M ̈uller 2020 ), star formation (Ostriker,
tone & Gammie 2001 ; McKee & Ostriker 2007 ), planet formation
Armitage 2011 ; Simon et al. 2016 ), and plasma physics applications
Guo 1998 ; Suzuki 2011 ). Self-gravitating astrophysical dynamics
re often physically complex, and numerical methods are usually
mployed to simulate such complicated systems. 

The Euler equations with gravitation belong to the family of
yperbolic conservation laws with source terms. One of the most
mportant features of such systems is that they admit non-trivial
 E-mail: xing.205@osu.edu 
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Pub
ime-independent steady-state solutions. Well-balanced schemes are
ntroduced to preserve such steady states exactly on the discrete
evel and shown to be efficient and accurate for capturing small
erturbations to such steady states. These perturbations may be at
he level of the truncation error of standard numerical schemes and
an be hard to capture with relatively coarse meshes. The well-
alanced methods have been widely studied in the context of the
hallow water equations o v er a non-flat bottom topology (see e.g.
ermudez & Vazquez 1994 ; LeVeque 1998 ; Audusse et al. 2004 ;
ing & Shu 2005 ; Gallardo, Par ́es & Castro 2007 ; Noelle, Xing &
hu 2007 ; Xing, Zhang & Shu 2010 ). In recent years, well-balanced
ethods for the Euler equations with static gra vity ha ve attracted
uch attention and have been developed within several different

rameworks: see e.g. Xu, Luo & Chen ( 2010 ), K ̈appeli & Mishra
 2014 , 2016 ), Chandrashekar & Klingenberg ( 2015 ), Thomann, Zenk
 Klingenberg ( 2019 ) for first- and second-order schemes; and Xing
 Shu ( 2013 ), Ghosh & Constantinescu ( 2016 ), Li & Xing ( 2016a , b ),
handrashekar & Zenk ( 2017 ), Grosheintz-Laval & K ̈appeli ( 2019 ),
lingenberg, Puppo & Semplice ( 2019 ), Veiga et al. ( 2019 ), Castro
 Par ́es ( 2020 ) for high-order schemes. Some of these works assume

hat the desired equilibrium is explicitly known (Klingenberg et al.
019 ; Wu & Xing 2021 ), while others only need a pre-description
f the desired equilibrium (Li & Xing 2018 ), and work for a class
f equilibria. Recently, several works are established without any
nformation of the desired equilibrium state (Franck & Mendoza
016 ; K ̈appeli & Mishra 2016 ; Berberich et al. 2021 ). For the Euler–
© 2022 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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oisson equations considered in this paper, the equilibrium states are 
ore complicated due to the coupling with the Poisson equation. 
For the Euler–Poisson equations, another important feature is 

hat the y conserv e the total energy, which is defined as the sum
f the potential, internal, and kinetic energies. In the standard 
ormulation of the Euler–Poisson equations, the effect of gravity 
s included as source terms, and the total energy conservation 
tatement is obtained in a non-trivial way. Thus, conserving the total 
nergy numerically becomes challenging. For some systems, e.g. in 
ydrostatic equilibrium, the total energy can be much smaller than 
ither the potential or internal energies, which means that even a 
mall truncation error in standard methods for the potential energy 
an lead to a large error in the total energy, and eventually the wrong
umerical solution (Jiang & Goodman 2011 ). Fully conserv ati ve 
chemes for the Euler–Poisson equations, which conserve mass, 
omentum, and total energy, have been studied under the framework 

f finite difference methods in the last 15 yr. One popular technique
s to transfer the energy equation to the equation for total energy
nd rewrite the go v erning equations in conservative form (see e.g.
iang et al. 2013 ). Another popular technique does not involve the
eformulation of the unkno wn v ariables, but applies integration by 
arts and the mass conservation equation to discretize the source term 

n the energy equation (see e.g. Mikami et al. 2008 ; Hanawa 2019 ;
ullen, Hanawa & Gammie 2021 ). With a careful approximation of

he source term in the energy equation, one can carry out a rigorous
roof to show the conservation of total energy. In this paper, we adopt
he second technique and study it in the framework of high-order 
nite element DG methods. We note that we solve the Euler–Poisson
quations in spherical symmetry, where we are unable to formulate 
he momentum equation in conserv ati v e form. F or this reason we do
ot consider momentum conservation in this paper (cf. Jiang et al. 
013 ; Mullen et al. 2021 ). 
The main objective of this paper is to develop high-order DG meth-

ds for the Euler–Poisson equations, which are well-balanced and at 
he same time have the total energy conservation property. The well- 
alanced DG scheme for the Euler equations with a time-independent 
ravitational potential was studied in Li & Xing ( 2018 ), where the key
omponent to achieve the well-balanced property is to decompose 
he source into equilibrium and fluctuation components and treat 
hem differently in the source term approximation. Here we consider 
he extension of this technique to the Euler–Poisson equations. One 
on-tri vial dif ficulty encountered in the procedure is the complexity 
f the equilibrium state, which is now go v erned by the well-known
ane–Emden equation. For total energy conservation, very recent 
ork presented in Mullen et al. ( 2021 ), where a second-order finite
if ference, fully conserv ati ve scheme was proposed and studied. 
ere, the extension to the framework of DG methods is studied, 
hich involves a special integration by parts and novel second- and 

hird-order Runge–Kutta (RK) time discretization, where different 
ource term approximations are introduced in each stage of RK 

ethod to ensure the conservation of total energy. A carefully 
esigned slope limiter in spherical symmetry is also introduced to 
liminate oscillations near discontinuities while still maintaining 
he well-balanced and total-energy-conserving properties. To the 
est of our knowledge, the design of well-balanced methods for 
he Euler–Poisson system has not been studied in the context of
G methods, and there are no existing Runge–Kutta discontinuous 
alerkin (RKDG) schemes that can conserve the total energy for the 
uler–Poisson equations. This is the first paper trying to tackle both 
hallenges simultaneously. 

The main moti v ating astrophysical application for this work is
he simulation of CCSNe in the context of non-relativistic, self- 
ravitating hydrodynamics with DG methods (see also Pochik et al. 
021 ). After the collapse of the iron core of a massive star, the inner
ore settles into an approximate hydrostatic equilibrium, which is not 
asily captured by standard numerical methods, unless a relatively 
igh spatial resolution is used (K ̈appeli & Mishra 2016 ). Moreo v er,
onserving the total energy in CCSN simulations with standard 
umerical methods and moderate spatial resolution is challenging 
e.g. M ̈uller, Janka & Dimmelmeier 2010 ). The kinetic energy of the
xplosion is a key quantity of interest targeted by CCSN simulation
odes, and is typically on the order of 10 51 erg (or less; e.g. Lentz
t al. 2015 ; Melson et al. 2015 ; Burrows et al. 2020 ). Thus, for
eliable estimates of the explosion energy, the total energy should be
onserved to well within this threshold. The use of high-order, well-
alanced, and energy-conserving numerical methods, as developed 
n this paper, may help to provide reliable estimates for quantities
f interest from CCSN simulations at a reduced computational 
ost. 

The rest of the paper is organized as follows. In Section 2 , we
ntroduce the Euler–Poisson equations, their steady-state solutions, 
nd discuss total energy conservation. In Section 3 , we present
he structure-preserving numerical methods for the Euler–Poisson 
quations. We start by introducing the conventional DG methods for 
he Euler–Poisson equations, and then discuss the well-balanced 

odifications and total-energy-conserving source term and time 
iscretization, which leads to our well-balanced and total-energy- 
onserving fully discrete RKDG scheme. In Section 4 , numerical 
xamples are given to verify the properties of our proposed methods.
oncluding remarks are provided in Section 5 . 

 MA  T H E M A  TI CAL  M O D E L  

n this section, we introduce the Euler equations with self-gravity in
pherical symmetry, and discuss the steady-state solutions and total 
nergy conservation property of the model. 

.1 Euler–Poisson equations 

he Euler equations in spherical symmetry take the form 

∂ ρ

∂ t 
+ 

1 

r 2 

∂ 

∂ r 

(
r 2 ρu 

)
= 0 , (1) 

∂ ρu 

∂ t 
+ 

1 

r 2 

∂ 

∂ r 

(
r 2 
(
ρu 

2 + p 

)) = 

2 p 

r 
− ρ

∂ � 

∂ r 
, (2) 

∂ E 

∂ t 
+ 

1 

r 2 

∂ 

∂ r 

(
r 2 
(
E + p 

)
u 

)
= −ρu 

∂ � 

∂ r 
, (3) 

here r is the radial coordinate, ρ is the mass density, u denotes
he fluid velocity, p is the pressure, and E = ρe + 

1 
2 ρu 

2 is the total
on-gravitational energy with e being the specific internal energy. 
n additional thermodynamic equation to link p with ( ρ, e ), called

he equation of state (EoS), is needed. For ideal gases, it is given by 

 = ( γ − 1) ρe, (4) 

here γ is the (constant) ratio of specific heats. The gravitational 
otential � can be obtained from the density ρ via the Poisson
quation 

1 

r 2 

∂ 

∂ r 

(
r 2 

∂ � 

∂ r 

)
= 4 πGρ, (5) 

here G is the gravitational constant. The coupling of these two
odels yields the Euler–Poisson equations in spherical symmetry. 
MNRAS 514, 370–389 (2022) 
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.2 Steady states and the Lane–Emden equation 

he Euler equations ( 1 )–( 3 ) admit the following zero-velocity steady
tates: 

= ρ( r) , u = 0 , 
∂ p 

∂ r 
= −ρ

∂ � 

∂ r 
. (6) 

onsidering the polytropic hydrostatic equilibrium characterized by 

 = κργ , (7) 

e can combine equations ( 5 )–( 7 ) to obtain the steady-state equation 

1 

r 2 

∂ 

∂ r 

(
r 2 

ρ
κγργ−1 ∂ ρ

∂ r 

)
= −4 πGρ, (8) 

hich is the equation satisfied by ρ( r ). By introducing the quantities
and n defined by 

≡ λθn , γ ≡ n + 1 
n 

, (9) 

ith λ ≡ ρc being the value of density ρ at the centre r = 0,
quation ( 8 ) can be simplified as 

( n + 1) κλ
1 −n 
n 

4 πG 

1 

r 2 

∂ 

∂ r 

(
r 2 

∂ θ

∂ r 

)
= −θn . (10) 

et us define the scaled radial coordinate ξ as 

≡ r 

α
, α ≡

√ 

( n + 1) κλ
1 −n 
n 

4 πG 

, (11) 

nd this equation can be non-dimensionalized into the well-known
ane–Emden equation for the polytropic hydrostatic equilibrium: 

1 

ξ 2 

∂ 

∂ ξ

(
ξ 2 ∂ θ

∂ ξ

)
= −θn . (12) 

s a second-order ordinary differential equation (ODE) for θ ( ξ ), it
equires two boundary conditions. 

(i) Since λ ≡ ρc = ρ| ξ = 0 and ρ = λθn , we have θ | ξ = 0 = 1 at the
entre ξ = 0. 

(ii) The polytropic equilibrium ( 7 ) leads to 

∂ p 

∂ r 
= κγργ−1 ∂ ρ

∂ r 
∝ 

∂ θ

∂ ξ
. (13) 

e have ∂ p / ∂ r = −ρ ∂ � / ∂ r = 0 at r = 0 (because there is no mass
nside zero radius). Therefore, we conclude that 

∂ θ

∂ ξ

∣∣∣∣
ξ= 0 

= 0 . (14) 

EMARK 2.1. The methods presented in this paper are to preserve
he steady state (equations 6 and 7 ) for the ideal EoS (equation 4 )
p to round-off errors, but can deal with problems for general EoS
ithout preserving the steady states up to machine error. 

.3 Total energy conservation 

he solutions of the Euler–Poisson system ( 1 )–( 5 ) satisfy the
ollo wing conserv ation law for the total energy: 

∂ 

∂ t 

(
E + 

1 

2 
ρ� 

)
+ 

1 

r 2 

∂ 

∂ r 

(
r 2 

((
E + p 

)
u + F g 

)) = 0 , (15) 

here 

 g = 

1 

8 πG 

( 

� 

∂ 2 

∂ r ∂ t 
� − ∂ 

∂ t 
� 

∂ 

∂ r 
� 

) 

+ ρu�, (16) 
NRAS 514, 370–389 (2022) 
hich leads to the total energy conservation, 

∂ 

∂ t 

∫ 
�

(
E + 

1 

2 
ρ� 

)
r 2 d r = 0 , (17) 

f the boundary fluxes are zero. Here 1 
2 ρ� is the canonical gravita-

ional energy density of a self-gravitating system. 
Below, we sketch the main derivation steps of equation ( 15 ),

hich will be useful in the deri v ation of the total-energy-conserving
umerical methods. Let us decompose the time deri v ati ve into two
erms as 

∂ 

∂ t 

(
E + 

1 

2 
ρ� 

)
r 2 = 

(
∂ E 

∂ t 
+ 

1 

2 

∂ ρ

∂ t 
� + 

1 

2 
ρ
∂ � 

∂ t 

)
r 2 

= 

(
∂ E 

∂ t 
+ 

∂ ρ

∂ t 
� 

)
r 2 + 

1 

2 

(
ρ
∂ � 

∂ t 
− ∂ ρ

∂ t 
� 

)
r 2 . (18) 

or the first term, we have (
∂ E 

∂ t 
+ 

∂ ρ

∂ t 
� 

)
r 2 = 

(
− ∂ 

∂ r 

(
r 2 

(
E + p 

)
u 

)
−ρu 

∂ � 

∂ r 
r 2 − ∂ 

∂ r 

(
r 2 ρu 

)
� 

)
= 

(
− ∂ 

∂ r 

(
r 2 
(
E + p 

)
u 

)
− ∂ 

∂ r 

(
r 2 ρu� 

))
= − ∂ 

∂ r 

(
r 2 

((
E + p 

)
u + ρu� 

))
, (19) 

hich follows from equations ( 1 ) and ( 3 ). For the second term, we
ave 

1 

2 

(
ρ
∂ � 

∂ t 
− ∂ ρ

∂ t 
� 

)
r 2 

= 

1 

8 πG 

(
∂ 

∂ r 

(
r 2 

∂ � 

∂ r 

)∂ � 

∂ t 
− ∂ 

∂ t 

∂ 

∂ r 

(
r 2 

∂ � 

∂ r 

)
� 

)
= 

1 

8 πG 

( 

∂ 

∂ r 

(
r 2 

∂ � 

∂ r 

∂ � 

∂ t 

)
− r 2 

∂ � 

∂ r 

∂ 2 � 

∂ r ∂ t 

− ∂ 

∂ r 

(
r 2 

∂ 2 � 

∂ r ∂ t 
� 

)
+ 

∂ 

∂ t 

(
r 2 

∂ � 

∂ r 

)∂ � 

∂ r 

) 

= 

1 

8 πG 

( 

∂ 

∂ r 

(
r 2 

∂ � 

∂ r 

∂ � 

∂ t 

)
− ∂ 

∂ r 

(
r 2 

∂ 2 � 

∂ r ∂ t 
� 

)) 

, (20) 

hich follows from equation ( 5 ) and integration by parts. The
ombination of these leads to the conserv ati ve form of the total
nergy (equation 15 ). 

EMARK 2.2. We note that the form of the energy flux in equa-
ion ( 16 ) is not unique (Jiang et al. 2013 ; Mullen et al. 2021 ).
he different energy fluxes will not affect the numerical methods
roposed in this paper, which will be derived based on the original
orm (equations 1 –5 ). The energy flux in equation ( 16 ) is introduced
nly as a tool for the proof of the total energy conservation 
roperty. 

 N U M E R I C A L  M E T H O D S  

n this section, we present the high-order, total-energy-conserving,
nd well-balanced DG scheme for the Euler–Poisson equations ( 1 )–
 5 ), which preserves the polytropic equilibrium (equation 8 ), and at
he same time has the total energy conservation property (equation
7 ) on the discrete level. 
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.1 Notations 

et us divide the computational domain � = { r : r ∈ [0, R ] } into
omputational cells: 

 j = { r : r ∈ [ r j− 1 
2 
, r j+ 

1 
2 
] } and �r j = r j+ 

1 
2 

− r j− 1 
2 

(21) 

or j = 1,..., N . We define the finite dimensional function space: 

 h : = { v ∈ L 

2 ( �) : v| K j 
∈ P 

k ( K j ) , ∀ 1 ≤ j ≤ N} , (22) 

here P 

k denotes the polynomial space up to degree k , and let 

 h : = { ( ζ, ψ, δ) T : ζ, ψ, δ ∈ V h } . (23) 

 or an y unkno wn v ariable u , we denote its numerical approximation
n the DG method by u h , which belongs to the piecewise polynomial
pace V h . For ψ ∈ V h , the limit values at the cell boundaries r j+ 

1 
2 

rom the left and the right are defined by 

 

−
j+ 

1 
2 

: = lim 

ε→ 0 + 
ψ ( r j+ 

1 
2 

− ε) , ψ 

+ 

j+ 

1 
2 

: = lim 

ε→ 0 + 
ψ ( r j+ 

1 
2 

+ ε) . (24) 

We introduce the Gauss–Radau projection, to be used later in 
esigning the well-balanced methods. For a function u ∈ L 

2 ( �) and
 ≥ 1, we define its projection Pu into the space V h as ∫ 
K j 

P u ψ d r = 

∫ 
K j 

u ψ d r, ∀ ψ | K j 
∈ P 

k−1 ( K j ) (25) 

or every cell K j and 

 u ( r + 

j− 1 
2 
) = u ( r + 

j− 1 
2 
) . (26) 

.2 The approximation of the gravitational potential 

ompared with the Euler equations with static gravitational field 
tudied in Li & Xing ( 2018 ) and Wu & Xing ( 2021 ), the Euler–
oisson equations ( 1 )–( 5 ) involve the additional Poisson equation ( 5 )

hat go v erns the relation between time-dependent � and the density
. There are e xtensiv e numerical methods that could be used to
olve the Poisson equation. Here, we present the following simple 
pproach to compute � numerically. 

Note that the source terms in equations ( 2 ) and ( 3 ) involve only
he deri v ati ve ∂ � / ∂ r , ho we ver, we will compute the numerical
pproximation of both ∂ � / ∂ r and � in this paper, denoted by ∂ � h / ∂ r
nd � h , respectively, as the latter will be used in the design of total-
nergy-conserving methods. 

We can integrate the Poisson equation ( 5 ) directly and obtain 

∂ � h 

∂ r 
= 

4 πG 

r 2 

∫ r 

0 
ρh τ

2 d τ, (27) 

 h = � h ( R) −
∫ R 

r 

∂ � h 

∂ r 
d r, (28) 

ith the boundary conditions ∂ � h (0)/ ∂ r = 0 and � h ( R ) = constant.
quations ( 27 ) and ( 28 ) mean that we calculate ∂ � h / ∂ r and � h cell
y cell that 

∂ � h 

∂ r 
( r ) = 

4 πG 

r 2 

∫ r 

r 
j− 1 

2 

ρh τ
2 d τ + 

r 2 
j− 1 

2 

r 2 

∂ � h 

∂ r 
( r j− 1 

2 
) (29) 

or r ∈ K j , j = 1,..., N and 

 h ( r) = � h ( r j+ 

1 
2 
) −

∫ r 
j+ 1 2 

r 

∂ � h 

∂ r 
d r (30) 

or r ∈ K j , j = N ,..., 1. We set � h ( R ) = 0 in the numerical tests of
his paper to observe the total energy conservation up to round-off
rror. Note that ρh is a piecewise polynomial of degree k , hence the
ntegrals in equations ( 29 ) and ( 30 ) can be e v aluated e xactly o v er
ach computational cell K j . The detailed procedure is summarized in
he following steps. 

(i) Assume ρh is P 

k piecewise polynomial taking the form, for r 
 K j , j = 1,..., N , 

h ( r ) 
∣∣∣
K j 

= 

k ∑ 

i= 0 

ρj,i r 
i . (31) 

(ii) Compute the integration in equation ( 29 ) exactly and obtain
 � h / ∂ r as 

∂ � h 

∂ r 
( r) = 

4 πG 

r 2 

k ∑ 

i= 0 

ρj,i τ
i+ 3 

i + 3 

∣∣∣∣r 
τ= r 

j− 1 
2 

+ 

r 2 
j− 1 

2 

r 2 

∂ � h 

∂ r 

(
r j− 1 

2 

)

: = 

k+ 1 ∑ 

i= 1 

g j,i r 
i + 

g j, −2 

r 2 
(32) 

or r ∈ K j , j = 1,..., N . 
(iii) Compute the integration in equation ( 30 ) exactly and obtain
 h as 

 h ( r) = � h ( r j+ 

1 
2 
) −

( 

k+ 1 ∑ 

i= 1 

g j,i τ
i+ 1 

i + 1 
− g j, −2 

τ

) 

∣∣∣∣∣
r 
j+ 1 2 

τ= r 

(33) 

or r ∈ K j , j = N ,..., 1. Here ρ j , i in equation ( 31 ) and g j , i in equation
 32 ) are the polynomial coefficients of degree i ( i ≥ 0) in the j th
ell for ρh and ∂ � h / ∂ r , respectively. g j , −2 in equation ( 32 ) are the
oefficient of the term 1/ r 2 for ∂ � h / ∂ r . 

.3 The standard DG scheme 

n this section, we will briefly re vie w the standard DG method
or the Euler–Poisson equations ( 1 )–( 5 ), which will be used in
he numerical section for comparison. For ease of presentation, we 
enote equations ( 1 )–( 3 ) as 

∂ u 

∂ t 
+ 

1 

r 2 

∂ 

∂ r 
( r 2 f ( u )) = s ( u , � ) , (34) 

here 

u = 

⎛ ⎝ 

ρ

ρu 

E 

⎞ ⎠ , f ( u ) = 

⎛ ⎝ 

ρu 

ρu 

2 + p 

( E + p) u 

⎞ ⎠ , 

 ( u , � ) = 

⎛ ⎝ 

0 
2 p 
r 

− ρ ∂ � 

∂ r 

−ρu 

∂ � 

∂ r 

⎞ ⎠ . (35) 

To derive the semidiscrete DG scheme, we multiply the equa- 
ions by r 2 and test functions, apply integration by parts, and replace
he boundary value by a monotone numerical flux, which leads to the
ollowing DG scheme: find u h ∈ � h such that for any test function
 = ( ζ, ψ, δ) T ∈ � h , it holds that 

∂ t 

∫ 
K j 

u h · v r 2 d r + r 2 
j+ 

1 
2 

ˆ f j+ 

1 
2 

· v −
j+ 

1 
2 

− r 2 
j− 1 

2 

ˆ f j− 1 
2 

· v + 

j− 1 
2 

−
∫ 

K j 

f ( u h ) · ( ∂ r v ) r 
2 d r = s j , (36) 

here s j is the approximation of 
∫ 

K j 
s ( u , � ) · v r 2 d r taking the form 

 j = 

⎛ ⎝ 

0 
s 

[2] 
j 

s 
[3] 
j 

⎞ ⎠ = 

⎛ ⎜ ⎝ 

0 ∫ 
K j 

( 2 p h 
r 

− ρh 
∂ � h 

∂ r 

)
ψ r 2 d r ∫ 

K j 
−( ρu ) h 

∂ � h 

∂ r 
δ r 2 d r 

⎞ ⎟ ⎠ 

, (37) 
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nd ˆ f is the monotone numerical flux. In this paper, to have good
erformance in capturing shocks and optimal error convergence rate,
e consider the Harten–Lax–van Leer contact (HLLC) flux (Toro
013 ): 

ˆ f = 

ˆ f ( u 

−
h , u 

+ 

h ) 

= 

⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 

f ( u 

−
h ) if 0 ≤ S −, 

f ( u 

−
h ) + S −

(
u 

−
∗ − u 

−
h 

)
if S − ≤ 0 ≤ S ∗, 

f ( u 

+ 

h ) + S + 

(
u 

+ 

∗ − u 

+ 

h 

)
if S ∗ ≤ 0 ≤ S + , 

f ( u 

+ 

h ) if 0 ≥ S + , 

(38) 

here S −, S + , and S ∗ are the signal speeds: 

 

− = min { u 

−
h − c −h , u 

+ 

h − c + 

h } , 
 

+ = max { u 

−
h + c −h , u 

+ 

h + c + 

h } , (39) 

 

∗ = 

p 

+ 

h − p 

−
h + ρ−

h u 

−
h 

(
S − − u 

−
h 

) − ρ+ 

h u 

+ 

h 

(
S + − u 

+ 

h 

)
ρ−

h 

(
S − − u 

−
h 

) − ρ+ 

h 

(
S + − u 

+ 

h 

) , (40) 

 

−
h , c 

+ 

h are the sound speeds calculated from u 

−
h , u 

+ 

h , respectively,
nd u 

+ 

∗ , u 

+ 

∗ denote the intermediate states that can be computed via 

u 

±
∗ = ρ±

h 

(
S ± − u 

±
h 

S ± − S ∗

)

×

⎛ ⎜ ⎝ 

1 
S ∗

E ±
h 

ρ±
h 

+ 

(
S ∗ − u 

±
h 

)(
S ∗ − p ±

h 

ρ±
h ( S ±−u ±

h ) 

)
⎞ ⎟ ⎠ 

. (41) 

he initial condition u h, 0 ∈ � h of the numerical method is given by 

u h, 0 = P u ex ( r, t = 0) , (42) 

here u ex ( r, t = 0) is the exact initial data, and P stands for the
auss–Radau projection (equations 25 and 26 ). 

.4 The well-balanced DG scheme 

n this section, we will introduce the well-balanced DG scheme that
aintains the polytropic equilibrium (equation 8 ), or equi v alently

he Lane–Emden equation ( 12 ). There are some recent works (Xing
014 ; Grosheintz-Laval & K ̈appeli 2020 ; Par ́es & Par ́es-Pulido
021 ) on designing well-balanced methods for general steady states
ncluding non-zero equilibrium, which will be studied in future work.

.4.1 Solution of Lane–Emden equation 

s illustrated in Section 2.2 , the polytropic equilibrium state of the
uler–Poisson equations is based on the solution of the Lane–Emden
quation. The Lane–Emden equation can be analytically solved
Maciel 2015 ) only for a few special integer values of the index
 , as outlined below: 

nalytical solution for n = 0 (i . e . γ = ∞ ) : θ0 ( ξ ) = 1 − 1 

6 
ξ 2 , 

(43) 

nalytical solution for n = 1 (i . e . γ = 2) : θ1 ( ξ ) = 

sin ( ξ ) 

ξ
, (44) 

nalytical solution for n = 5 

(
i . e . γ = 

6 

5 

)
: θ5 ( ξ ) = 

1 √ 

1 + 

1 
3 ξ

2 
. 

(45) 
NRAS 514, 370–389 (2022) 
For all other values of n , we must resort to numerical solutions.
ewrite the equation ( 12 ) as 

∂ θ

d ξ
= − ϕ 

ξ 2 
, 

∂ ϕ 

d ξ
= θn ξ 2 , (46) 

oupled with boundary conditions θ (0) = 1 and ϕ(0) = 0. We denote
hem in the vector form by 

∂ 

∂ ξ
y = F ( ξ, y ) with y = 

( 

θ

ϕ 

) 

and F ( ξ, y ) = 

⎛ ⎝ 

− ϕ 

ξ 2 

θn ξ 2 

⎞ ⎠ . 

(47) 

ote that when ξ = 0, we let F (0 , y (0)) = 0 following the given
oundary conditions. Equation ( 47 ) is a system of ODEs, which can
olve by various numerical methods. For example, we can use the
fth-order Runge–Kutta–Fehlberg technique in Hairer, Norsett &
anner ( 1987 ): 

y j+ 1 = y j + h 

s ∑ 

i= 1 

b i k i , (48) 

here y j denotes the numerical solution at the grid ξ j , h = ξ j + 1 −
j , and k i , i = 1, 2, . . . , s , is given by 

k i = F ( ξj + c i h, y j + h ( a i1 k 1 + a i2 k 2 + · · · + a i ,i −1 k i−1 )) , (49) 

ith the coefficients a ij , b i , and c i given in the following Butcher
ableau: 

0 
1 

4 

1 

4 
3 

8 

3 

32 

9 

32 
12 

13 

1932 

2197 
−7200 

2197 

7296 

2196 

1 
439 

216 
−8 

3680 

513 
− 845 

4104 
1 

2 
− 8 

27 
2 −3544 

2565 

1859 

4104 
−11 

40 
16 

135 
0 

6656 

12825 

28561 

56430 
− 9 

50 

2 

55 

. (50) 

he numerical solution of equation ( 12 ) can be solved with enough
ccuracy by taking small enough h . We note that the solution of
he Lane–Emden equation only depends on n (i.e. γ ). For each
omputational example, γ is fixed, hence we can pre-calculate and
ave the numerical solution θn at the beginning of the simulation. 

.4.2 Decomposition of the numerical solutions 

o design the well-balanced method, we follow the approach in
ing ( 2014 ) where well-balanced methods for the moving water

quilibrium of the shallow water equations are designed. The first
tep is to separate the numerical solutions into the well-balanced
quilibrium component u 

e 
h ∈ � h and the fluctuation part u 

f 
h ∈ � h at

ach time-step, which will be elaborated below. 
We start by reco v ering the desired equilibrium state u 

d that
atisfies the polytropic equilibrium (equation 8 ) and usually does
ot belong to � h . For the given γ (or n ), the solution θn of Lane–
mden equation ( 12 ) can be pre-computed. Then we e v aluate the
ensity and pressure of the numerical solution u h ( r, t) at the centre
 = 0 and denote them by ρ0 and p 0 . By setting κ = p 0 /ρ

γ

0 and

= 

√ 

γ

γ−1 κρ
γ−2 
0 / (4 πG ) in equation ( 11 ), we can define the desired
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quilibrium state u 

d as 

 

d ( r) = 

⎛ ⎜ ⎝ 

ρ0 

(
θn 

(
r 
α

)) 1 
γ−1 

0 
κ

γ−1 ρ
γ

0 

(
θn 

(
r 
α

)) γ
γ−1 

⎞ ⎟ ⎠ 

. (51) 

uppose the initial condition is in the equilibrium state, i.e. u ex ( r, 0)
atisfies the polytropic equilibrium (equation 8 ). Note that although 
 h, 0 ∈ � h defined in equation ( 42 ) is not in perfect equilibrium,

he abo v e procedure can reco v er the e xact equilibrium, i.e. we can
ompute u 

d from u h, 0 with u 

d = u ex ( r, 0). 
Next we can define u 

e 
h ∈ � h as the projection of u 

d into the DG
olution space: 

 

e 
h = P u 

d , (52) 

nd also define the fluctuation term u 

f ∈ � h as 

 

f 
h = u h − u 

e 
h . (53) 

 or the θn e xplicitly giv en in equations ( 43 )–( 45 ), the integration
n the definition of the projection in equation ( 52 ) can be e v aluated
 xactly. Otherwise, the inte gration is computed by using the values
t the Gaussian quadrature points that can be obtained from interpo- 
ation. 

EMARK 3.1. When reco v ering the desired equilibrium state u 

d , 
wo practical issues in the implementation are noted. First, since the 
ensity is positive, θ ( ξ ) should also be positive for robustness of the
imulation, and one should pay attention to the range of the solution
f θ ( ξ ). If the analytical solution of the Lane–Emden equation is
sed, there is a constraint on the range of ξ for n = 0, 1. For example,
0 ( ξ ) > 0 for ξ ∈ [0 , 

√ 

6 ) and θ1 ( ξ ) > 0 for ξ ∈ [0, π). If the
umerical solution of the Lane–Emden equation is used, θ ( ξ ) may 
ecome ne gativ e due to numerical inte gration errors. Therefore, if
here is a range constraint on θ ( ξ ) and a cell K j where the value of θ ( ξ )
s outside of this range constraint, we set u 

d 
∣∣
K j 

= 0 for robustness

f the simulation. Second, if the solution is too far away from the
quilibrium state, for example, for the cells K j with 

d ( r j− 1 
2 
) > 2 ρ+ 

h,j− 1 
2 

or p 

d ( r j− 1 
2 
) > 2 p 

+ 

h,j− 1 
2 
, (54) 

e set u 

d 
∣∣
K j 

= 0 to a v oid the accumulation of error since u 

d is

alculated globally. 

.4.3 Well-balanced numerical flux and source term approximation 

ith the decomposition of the numerical solutions into the equilib- 
ium component u 

e 
h and the fluctuation part u 

f 
h at each time-step, we 

an now present the well-balanced numerical fluxes and the well- 
alanced source term approximation. 

We can define the modified cell boundary values of u h as 

 

∗, −
h,j+ 

1 
2 

= u 

d 
(
r j+ 

1 
2 

)
+ u 

f, −
h,j+ 

1 
2 
, u 

∗, + 

h,j+ 

1 
2 

= u 

d 
(
r j+ 

1 
2 

)
+ u 

f, + 

h,j+ 

1 
2 
, 

(55) 

here u 

d is continuous o v er the whole computational domain and 
efined in equation ( 51 ), and u 

f 
h is defined in equation ( 53 ). The

ell-balanced numerical flux ˆ f 
∗

can be e v aluated by 

ˆ f 
∗ = 

ˆ f ( u 

∗, −
h , u 

∗, + 

h ) , (56) 

ith ˆ f being the HLLC flux defined in equation ( 38 ). 
For the well-balanced source term approximation, we follow the 
ain idea in Xing ( 2014 ) and Li & Xing ( 2018 ), but with some
odifications introduced below. As s [3] 
j in equation ( 37 ) equals to

ero automatically at the equilibrium state, we focus only on the term
 

[2] 
j . Since u 

d is the equilibrium solution and continuous, we have 

r 2 
j+ 

1 
2 

f 
(

u 

d 
(
r j+ 

1 
2 

))
· v −

j+ 

1 
2 

− r 2 
j− 1 

2 
f 
(

u 

d 
(
r j− 1 

2 

))
· v + 

j− 1 
2 

−
∫ 

K j 

f 
(
u 

d 
) · ( ∂ r v ) r 

2 d r −
∫ 

K j 

s 
(
u 

d , � 

d 
) · v r 2 d r = 0 , (57) 

here � 

d is solved exactly from ρd in equation ( 5 ). Because u 

e 
h ∈ � h 

s the projection of u 

d with high-order accuracy, and u 

d is continuous 
t the cell interfaces, we have 

r 2 
j+ 

1 
2 
f [2] 

(
u 

d 
(
r j+ 

1 
2 

))
ψ 

−
j+ 

1 
2 

− r 2 
j− 1 

2 
f [2] 

(
u 

d 
(
r j− 1 

2 

))
ψ 

+ 

j− 1 
2 

−
∫ 

K j 

f [2] ( u 

e 
h ) ( ∂ r ψ) r 2 d r −

∫ 
K j 

(
2 p 

e 
h 

r 
− ρe 

h 

∂ � 

e 
h 

∂ r 

)
ψ r 2 d r 

= O(( �r j ) 
k+ 1 ) , (58) 

here f [2] denotes the second component of f and ∂ � 

e 
h / ∂ r is

 v aluated as in equation ( 27 ): 

∂ � 

e 
h 

∂ r 
= 

4 πG 

r 2 

∫ r 

0 
ρe 

h τ
2 d τ, (59) 

ith 
∂ � 

e 
h 

(0) 
∂ r 

= 0. The approximation of the source term s wb 
j is then

efined as 

 

wb 
j = 

[ 
0 , s [2] , wb 

j , s 
[3] 
j 

] T 
, s 

[2] , wb 
j = s 

[2] 
j + s 

[2] , cor 
j , (60) 

here s [2] 
j and s [3] 

j are defined in equation ( 37 ) and the correction

erm s 
[2] , cor 
j takes the form 

 

[2] , cor 
j = r 2 

j+ 

1 
2 
p 

d 
(
r j+ 

1 
2 

)
ψ 

−
j+ 

1 
2 

− r 2 
j− 1 

2 
p 

d 
(
r j− 1 

2 

)
ψ 

+ 

j− 1 
2 

−
∫ 

K j 

p 

e 
h ( ∂ r ψ) r 2 d r −

∫ 
K j 

(
2 p 

e 
h 

r 
− ρe 

h 

∂ � 

e 
h 

∂ r 

)
ψ r 2 d r, 

(61) 

hich will play an important role in the well-balanced proof. 

.4.4 Well-balanced semidiscrete DG scheme 

he well-balanced semidiscrete DG scheme can be written as: find 
 h ∈ � h such that for any test function v = ( ζ, ψ, δ) T ∈ � h , it holds

hat 

 t 

∫ 
K j 

u h · v r 2 d r = L j ( u h , v ) = F j ( u h , v ) + s wb 
j ( u h , v ) , (62) 

ith s wb 
j defined in equation ( 60 ) and 

 j ( u h , v ) = −r 2 
j+ 

1 
2 

ˆ f 
∗
j+ 

1 
2 

· v −
j+ 

1 
2 

+ r 2 
j− 1 

2 

ˆ f 
∗
j− 1 

2 
· v + 

j− 1 
2 

+ 

∫ 
K j 

f ( u h ) · ( ∂ r v ) r 
2 d r, (63) 

ith the source term approximation s wb 
j defined in equation ( 60 ),

nd the numerical flux ˆ f 
∗

defined in equation ( 56 ). We have the
ollowing result on its well-balanced property. 

ROPOSITION 3.2. The semidiscrete DG scheme (equation 62 ), with 
nitial condition defined in equation ( 42 ), maintains the equilibrium
tate (equation 8 ) exactly. 

roof. Suppose the initial condition is at the equilibrium state 
equation 8 ). We will complete the well-balanced proof in three
MNRAS 514, 370–389 (2022) 
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teps. First, we will show that u h = u 

e 
h and f e h = 0. By the definition

f u 

d in equation ( 51 ), we can conclude that u 

d = u ex as both
re the stationary solutions of equation ( 8 ) and share the same
alue at the centre r = 0. It then follows from equations ( 52 )
nd ( 53 ) that u 

e 
h = u h and u 

f 
h = 0. Moreo v er, we conclude that

 � h / ∂ r = ∂ � 

e 
h / ∂ r , because ∂ � h / ∂ r and ∂ � 

e 
h / ∂ r are calculated

rom ρh and ρe 
h , respectively, using equation ( 32 ), and ρh = ρe 

h . 

Second, we would like to show that ˆ f 
∗, [2] 
j+ 

1 
2 

= p 

d 
(
r j+ 

1 
2 

)
. Since

u 

f = 0, we have that u 

∗, −
h = u 

∗, + 

h = u 

d at the interface r j + 1/2 ,
ollowing the definition (equation 55 ). In equation ( 56 ), we have 

ˆ f 
∗
j+ 

1 
2 

= 

ˆ f ( u 

∗, −
h,j+ 

1 
2 
, u 

∗, + 

h,j+ 

1 
2 
) = f ( u 

∗, ±
h,j+ 

1 
2 
) 

= f 
(

u 

d 
(
r j+ 

1 
2 

))
= 

⎛ ⎜ ⎝ 

0 

p 

d 
(
r j+ 

1 
2 

)
0 

⎞ ⎟ ⎠ 

, (64) 

here the last equality follows from the zero velocity in the vector
u 

d . 
Lastly, it is easy to observe that the first and third components of L j 

n equation ( 62 ) are zero. With the source term defined in equations
 60 ) and ( 61 ), the second component of L j can be simplified as 

L 

[2] 
j ( u h , v ) = 

∫ 
K j 

f [2] ( u h )( ∂ r ψ ) r 2 d r − r 2 
j+ 

1 
2 

ˆ f 
∗, [2] 
j+ 

1 
2 
ψ 

−
j+ 

1 
2 

+ r 2 
j− 1 

2 

ˆ f 
∗, [2] 
j− 1 

2 
ψ 

+ 

j− 1 
2 

+ s 
[2] , wb 
j 

= 

∫ 
K j 

f [2] ( u h )( ∂ r ψ) r 2 d r − r 2 
j+ 

1 
2 
p 

d 
(
r j+ 

1 
2 

)
ψ 

−
j+ 

1 
2 . . . . . . . . . . . . . . . . . . . . . . 

+ r 2 
j− 1 

2 
p 

d 
(
r j− 1 

2 

)
ψ 

+ 

j− 1 
2 

+ 

∫ 
K j 

(
2 p h 

r 
− ρh 

∂ � h 

∂ r 

)
ψ r 2 d r 

� � � � � � � � � � � � � � � � � � � � � � 

−
∫ 

K j 

(
2 p 

e 
h 

r 
− ρe 

h 

∂ � 

e 
h 

∂ r 

)
ψ r 2 d r 

� � � � � � � � � � � � � � � � � � � � � � 

−
∫ 

K j 

p 

e 
h ( ∂ r ψ) r 2 d r 

+ r 2 
j+ 

1 
2 
p 

d 
(
r j+ 

1 
2 

)
ψ 

−
j+ 

1 
2 . . . . . . . . . . . . . . . . . . . . . . 

− r 2 
j− 1 

2 
p 

d 
(
r j− 1 

2 

)
ψ 

+ 

j− 1 
2 

= 0 , (65) 

here different underlines are used in the last equality to highlight
he terms that cancel each other. Therefore, we can conclude that the
emidiscrete scheme (equation 62 ) maintains the equilibrium state
equation 8 ) exactly. �

.5 The well-balanced total-ener gy-conser ving RKDG scheme 

n this section, we present the approach to design a total-energy-
onserving fully discrete DG method to ensure the scheme has the
otal energy conservation property (equation 17 ) on the discrete level.
his will involve two components: the approximation s [3] 

j of the
ource term in the energy equation ( 3 ), and the temporal discretiza-
ion. To illustrate the idea, we will start with the semidiscrete method
o explain the approximation s [3] 

j , followed by the forward Euler time
iscretization, and the high-order RK method at the end. 

.5.1 Semidiscr ete total-ener gy-conserving method 

he key idea of designing the total-energy-conserving scheme is on
he approximation of the source term in the energy equation ( 3 ). Let
s apply integration by parts on the source term approximation s [3] 

j 
NRAS 514, 370–389 (2022) 
n equation ( 37 ), which leads to 

 

[3] 
j = 

∫ 
K j 

−( ρu ) h 
∂ � h 

∂ r 
δr 2 d r 

= − (
( ρu ) h � h δr 

2 
) ∣∣∣r −j+ 1 2 

r + 
j− 1 

2 

+ 

∫ 
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∂ 

∂ r 

(
( ρu ) h r 

2 
)
� h δ d r 

+ 

∫ 
K j 

( ρu ) h � h 

∂ δ

∂ r 
r 2 d r 

≈ − (
ˆ f ∗, [1] � h δ r 2 

) ∣∣∣r −j+ 1 2 

r + 
j− 1 

2 

−
∫ 

K j 

∂ ρh 

∂ t 
� h δr 

2 d r 

+ 

∫ 
K j 

( ρu ) h � h 

∂ δ

∂ r 
r 2 d r 

: = s 
[3] , tec 
j 

(
u h , ˆ f 

∗
, 
∂ ρh 

∂ t 
, � h , δ

)
, (66) 

here the superscript ‘tec’ stands for total-energy-conserving, δ is
he test function, and ˆ f ∗, [1] is the first component of the numerical
ux in equation ( 56 ). Equation ( 1 ) is used to replace ∂ 

∂ r 

(
( ρu ) h r 2 

)
y −r 2 ∂ ρh / ∂ t (approximately). 
With this reformulation of the source term, we can now modify the

emidiscrete well-balanced method (equation 62 ) slightly, and obtain
he semidiscrete well-balanced and total-energy-conserving scheme:
nd u h ∈ � h such that for any test function v = ( ζ, ψ, δ) T ∈ � h , it
olds that 

 t 

∫ 
K j 

u h · v r 2 d r = F j ( u h , v ) + S 

[2] , wb 
j ( u h , v ) 

+ S 

[3] , tec 
j 

(
u h , ˆ f 

∗
, 
∂ ρh 

∂ t 
, � h , δ

)
, (67) 

here 

 

[2] , wb 
j = 

[ 
0 , s [2] , wb 

j , 0 
] T 

, S 

[3] , tec 
j = 

[ 
0 , 0 , s [3] , tec 

j 

] T 
. (68) 

ROPOSITION 3.3. For the semidiscrete scheme (equation 67 ), we
ave the following total energy conservation property: 

∂ 

∂ t 

∫ 
K j 

(
E h + 

1 

2 
ρh � h 

)
r 2 d r + 

(
ˆ f ∗, [3] + 

ˆ f ∗, [1] � h 

− 1 

8 πG 

(
� h 

∂ 

∂ t 

(
∂ � h 

∂ r 

)
− ∂ � h 

∂ t 

∂ � h 

∂ r 

))
r 2 

∣∣∣∣r 
−
j+ 1 2 

r + 
j− 1 

2 

= 0 , (69) 

hich is consistent with the continuous result in equation ( 15 ), and
eads to the conservation of total energy 

∫ 
�

( E h + 

1 
2 ρh � h ) r 2 d r . 

roof . F ollowing the approach used in the proof of equation ( 15 ),
e decompose the first term into two parts: 

∂ 

∂ t 

∫ 
K j 

(
E h + 

1 

2 
ρh � h 

)
r 2 d r = I + II , (70) 

ith 

 = 

∫ 
K j 

(
∂ E h 

∂ t 
+ 

∂ ρh 

∂ t 
� h 

)
r 2 d r, (71) 

I = 

∫ 
K j 

1 

2 

(
ρh 

∂ � h 

∂ t 
− ∂ ρh 

∂ t 
� h 

)
r 2 d r. (72) 

e set the test function v as (0, 0, 1) T in equation ( 67 ) to obtain 
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Table 1. Example 4.1 , L 1 error of the numerical solutions for different 
precision in the well-balanced test. 

Case Precision ρ ρu E 

γ = 2 Double 3.89E-13 2.70E-15 6.52E-14 
Quad 3.55E-31 3.44E-33 5.94E-32 

γ = 1.2 Double 6.75E-13 8.00E-15 6.31E-13 
Quad 6.04E-31 8.00E-33 5.74E-31 
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∫ 
K j 

∂ E h 

∂ t 
r 2 d r 

= −
(

ˆ f 
∗, [3] + 

ˆ f 
∗, [1] 

� h 

)
r 2 

∣∣∣r −j+ 1 2 

r + 
j− 1 

2 

−
∫ 

K j 

∂ ρh 

∂ t 
� h r 

2 d r, (73) 

hich leads to the simplification of part I as 

 = −
(

ˆ f 
∗, [3] + 

ˆ f 
∗, [1] 

� h 

)
r 2 

∣∣∣r −j+ 1 2 

r + 
j− 1 

2 

. (74) 

ext, note that the e v aluation of � h in equations ( 27 ) and ( 28 ) is
xact, i.e. 

 πGρh r 
2 = 

∂ 

∂ r 

(
r 2 

∂ � h 

∂ r 

)
, (75) 

herefore, following the exact same step in the proof of equation ( 15 )
n Section 2.3 , we have 

I = 

1 

8 πG 

(
∂ � h 

∂ t 

∂ � h 

∂ r 
− � h 

∂ 

∂ t 

(
∂ � h 

∂ r 

))
r 2 

∣∣∣∣r −j+ 1 2 

r + 
j− 1 

2 

. (76) 

he combination of these two equations leads to the total energy 
onservation property, which finishes the proof. �

.5.2 Forward Euler time discretization and total energy 
onservation 

he extension of the total energy conservation property in Propo- 
ition 3.3 to fully discrete schemes coupled with high-order RK 

ethods is a non-trivial task. Let us start with the simpler first-order
uler method, and use it as an example to illustrate how to obtain

he fully discrete second- and third-order total-energy-conserving 
chemes. 

The straightforward application of the forward Euler method to 
he semidiscrete well-balanced and total-energy-conserving scheme 
equation 67 ) may not conserve the total energy automatically. The 
nly term that needs extra care is the approximation of S 

[3] , tec 
j in

quations ( 66 ) and ( 68 ), and the fully discrete scheme with forward
uler discretization is given by ∫ 

K j 

u 

n + 1 
h · v r 2 d r 

= 

∫ 
K j 

u 

n 
h · v r 2 d r + �t 

(
F j ( u 

n 
h , v ) + S 

[2] , wb 
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n 
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ρn + 1 − ρn 

�t 
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� 

n + 1 
h + � 

n 
h 

2 
, δ

))
. (77) 

ote that although the right-hand side of equation ( 77 ) contains
n + 1 
h and � 

n + 1 
h , the proposed scheme is still an explicit scheme as

utlined below. First, we can use the density equation to explicitly 
 v aluate ρn + 1 

h , and obtain � 

n + 1 
h following equations ( 32 ) and ( 33 ).

ext the momentum equation is solved to update ( ρu ) n + 1 
h . Finally,
ith the available ρn + 1 
h and � 

n + 1 
h , we can solve the energy equation to

ompute E 

n + 1 
h explicitly. 

ROPOSITION 3.4. The fully discrete forward Euler DG scheme 
equation 77 ) conserves total energy: ∫ 

�

(
E 

n + 1 
h + 

1 

2 
ρn + 1 

h � 

n + 1 
h 

)
r 2 d r 
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∫ 
�
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n 
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2 
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n 
h 

)
r 2 d r, (78) 

ith outer boundary conditions � 

n 
h ( R) = � 

n + 1 
h ( R) = 0 and

ˆ f 
∗,n, [3] 
N+ 

1 
2 

= 0 . 

roof. The main structure of the proof is similar to that of the
emidiscrete method in Proposition 3.3, with more terms due to 
he temporal discretization. In each cell K j , we take the difference of
he total energy in equation ( 78 ) and separate it into two parts: ∫ 

K j 

(
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2 
ρn + 1 
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n + 1 
h − 1 

2 
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n 
h 

)
r 2 d r + 
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(
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n 
h 

)
r 2 d r 

: = I + II , (79) 

ith 
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) (
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(
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n 
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r 2 d r, (80) 
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(−ρn + 1 
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h + ρn 

h � 

n + 1 
h 

)
r 2 d r. (81) 

Let us introduce the notation 
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1 
2 

h = 

� 

n + 1 
h + � 

n 
h 

2 
. (82) 

e note that ˆ f 
∗,n 

, 
∂ � 

n 
h 

∂ r 
, and � 

n 
h are single valued in our schemes.

y setting the test function v = (0 , 0 , 1) T in equation ( 77 ), we can
erive ∫ 

K j 

E 

n + 1 
h r 2 d r = 

∫ 
K j 
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2 d r −
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(
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, (83) 

here ˆ f ∗, [ i] is the i th component of the numerical flux ˆ f 
∗
. Therefore,

e can simplify the term I as 
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Following the equality (equation 75 ) in the e v aluation of � h , we
ave 
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Figure 1. Example 4.1 , numerical results at time t = 0.2 for the small perturbation test. ‘wb’ denotes the proposed DG scheme, and ‘non-wb’ denotes the 
standard DG scheme. The ‘wb’ result is compared with ‘non-wb’ result and the reference solution. 
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herefore, we can simplify term II as 

I = 
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8 πG 
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n + 1 
h − r 2 
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. (87) 

We combine equations ( 79 )–( 84 ) and sum o v er all the cells K j to
btain ∫ 
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= 0 , (88) 
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here the last equality is due to the outer boundary condition

 

n 
h ( R) = � 

n + 1 
h ( R) = � 

n + 

1 
2 

h ( R) = 0 and ˆ f 
∗,n, [3] 
N+ 

1 
2 

= 0. Therefore, the

ully discrete forward Euler DG scheme (equation 77 ) has the total
nergy conservation property. �

EMARK 3.5. The assumptions on the outer boundary condition

i.e. � 

n 
h ( R) = � 

n + 1 
h ( R) = 0 and ˆ f 

∗,n, [3] 
N+ 

1 
2 

= 0) are only used in the
ast equality of the proof. We use these assumptions for ease of
resentation. The total energy conservation property of our numerical
ethods does not depend on these assumptions. In Section 4.4 , we

onsider a numerical example without the assumption ˆ f 
∗,n, [3] 
N+ 

1 
2 

= 0,
nd observe conservation of total energy, after adding correction
erms due to the outer boundary. We can deal with the case without
he assumption � 

n 
h ( R) = � 

n + 1 
h ( R) = 0 in a similar way by adding

orrection term. We refer to Section 4.4 for the details on these
orrection terms and the numerical observation. 

EMARK 3.6. We note that our proposed scheme (equation 77 ) still
as the well-balanced property. The only thing to check is that the
ource term approximation S 

[3] , tec 
j = 0 holds at the steady state. This

olds due to the fact that ˆ f ∗,n, [1] = 0, u 

n 
h = 0, and also ρn 

h = ρn + 1 
h 

art/stac1257_f1.eps
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Table 2. Example 4.2 , accuracy test near the equilibrium state for k = 2 with 
our proposed third-order RKDG scheme (equations 94 –96 ). 

N ρ ρu E 

10 2.62E-07 – 1.63E-07 – 2.23E-07 –
20 3.09E-08 3.08 1.71E-08 3.25 2.41E-08 3.21 
40 3.73E-09 3.05 2.16E-09 2.98 3.08E-09 2.97 
80 4.48E-10 3.06 2.97E-10 2.86 4.24E-10 2.86 

Table 3. Example 4.2 , accuracy test near the equilibrium state for k = 2 
with the standard DG scheme (equation 36 ) and third-order RKDG time 
discretization (equation 93 ). 

N ρ ρu E 

10 1.84E-04 – 1.48E-04 – 2.19E-04 –
20 2.62E-05 2.81 2.03E-05 2.87 2.16E-05 3.34 
40 3.35E-06 2.97 2.56E-06 2.99 3.96E-06 2.87 
80 4.34E-07 2.95 3.33E-07 2.94 4.25E-07 2.80 

Table 4. Example 4.2 , accuracy test far away from the equilibrium state for 
k = 1, 2 with equation ( 108 ). 

Case N ρ ρu E 

k = 1 25 4.12E-04 – 5.17E-04 – 6.46E-04 –
50 1.04E-04 1.98 1.31E-04 1.98 1.63E-04 1.99 

100 2.63E-05 1.99 3.29E-05 1.99 4.10E-05 1.99 
200 6.60E-06 1.99 8.59E-06 2.00 1.03E-05 2.00 

k = 2 25 1.29E-05 – 1.75E-05 – 9.69E-06 –
50 1.82E-06 2.82 2.41E-06 2.86 1.33E-06 2.87 

100 2.44E-07 2.90 3.17E-07 2.92 1.75E-07 2.92 
200 3.16E-08 2.95 4.08E-08 2.96 2.25E-08 2.96 
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y updating the density equation with the well-balanced DG method 
t the steady state. 

.5.3 High-order Runge–Kutta time discretization 

n this section, we will extend the well-balanced and total-energy- 
onserving method (equation 77 ) coupled with forward Euler dis- 
retization to high-order Runge–Kutta (RK) discretization. In Mullen 
t al. ( 2021 ), the fully discrete energy-conserving schemes with 
econd- and third-order RK time discretization are introduced in the 
ontext of finite difference methods. The key idea is to use different
ource term approximations for each stage of the RK method, and a
imilar idea will be explored here. Comparing with the RK methods 
n Mullen et al. ( 2021 ) and this paper, the main difference is that we
nvolve additional terms, such as the approximation of ∂ ρ

∂ t 
. This is

ecause our DG schemes include test functions and the relationship 
etween the variables u is more complicated. 

Let us start with the second-order RK method. For the differential 
quation of the general form w t = L ( w), a second-order RK method
an be formulated as 

w 

(1) = w 

n + �t L ( w 

n ) , 

 

n + 1 = w 

n + 
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(
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(1) + �t L ( w 

(1) ) 
)

= w 

n + �t 

(L ( w 

n ) + L ( w 

(1) ) 

2 

)
. (89) 
tarting from the forward Euler method (equation 77 ), the fully dis-
rete total-energy-conserving scheme with second-order RK method 
equation 89 ) is given by ∫ 

K j 

u 

(1) 
h · v r 2 d r 

= 

∫ 
K j 

u 

n 
h · v r 2 d r + �t 

(
F j ( u 

n 
h , v ) + S 

[2] , wb 
j ( u 
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[3] , tec 
j 

(
u 

n 
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ˆ f 
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, (90) ∫ 
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= 
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(F j ( u 

n 
h , v ) + F j ( u 
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j ( u 
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j ( u 
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here we introduced the following notations: 

ˆ f 
∗, (0 , 1) = 
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(
ˆ f 

∗,n + 

ˆ f 
∗, (1) 

)
, u 

(0 , 1) = 
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(
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)
. (92) 

The third-order strong-stability-preserving RK method for w t = 

 ( w) can be formulated as 
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. (93) 

he fully discrete total-energy-conserving scheme with this third- 
rder RK method is given by ∫ 
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h · v r 2 d r = 

∫ 
K j 

u 
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, (94) ∫ 
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, (95) 
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Figure 2. The solution of well-balanced scheme (blue) and standard DG scheme (red) by using N = 200 cells, compared with the reference solution (black) 
produced with N = 800 cells. From left to right: the numerical solutions of density , velocity , pressure at time t = 0.15, and the time history of the changes in 
total energy. The maximum absolute value of the changes in total energy is 8.049 × 10 −15 for the proposed scheme. 
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K j 

u 

n + 1 
h · v r 2 d r = 

K j 

u 

n 
h · v r 2 d r 

+ �t 

(F j ( u 

n 
h , v ) + F j ( u 

(1) 
h , v ) + 4 F j ( u 

(2) 
h , v ) 

6 

+ 

S 

[2] , wb 
j ( u 

n 
h , v ) + S 

[2] , wb 
j ( u 

(1) 
h , v ) + 4 S 

[2] , wb 
j ( u 

(2) 
h , v ) 

6 

+ S 

[3] , tec 
j 

(
u 

(0 , 2) 
h , ˆ f 

∗, (0 , 2) 
, 
ρn + 1 − ρn 

�t 
, � 

(0 , 3) 
h , δ

))
, (96) 

ith the following notations: 

ˆ f 
∗, (0 , 2) = 

1 

6 

(
ˆ f 

∗,n + 

ˆ f 
∗, (1) + 4 ̂  f 

∗, (2) 
)

, 

u 

(0 , 2) = 

1 

6 

(
u 

n 
h + u 

(1) 
h + 4 u 

(2) 
h 

)
, 

� 

(0 , 3) 
h = 

1 

2 

(
� 

n 
h + � 

n + 1 
h 

)
. (97) 

Note that different source term approximations of S 

[3] , tec 
j are

mployed in the each stage of the RK method, in order to simultane-
usly achieve the total energy conservation property and high-order
ccuracy. The proofs of the well-balanced property and total energy
onservation of the high-order RKDG methods (equations 90 and 91
nd equations 94 –96 ) follow the exact same approach as that of the
orward Euler DG scheme (equation 77 ), and is omitted here to save
pace. 
NRAS 514, 370–389 (2022) 
.6 TVB limiter 

or problems containing strong discontinuities, oscillations may
evelop in the solutions obtained with DG methods, and in this case
on-linear limiters are needed after each stage of the RK methods to
ontrol these oscillations. One popular choice is the total variation
ounded (TVB) limiter (Cockburn & Shu 1989 ). Its extension to the
ystem in spherically symmetrical coordinates has been considered
n Pochik et al. ( 2021 ), and will be employed here, provided some
odifications to ensure the total-energy-conserving property. 
We start by defining two different cell averages of u h in cell K j :

he standard and weighted cell averages given by 

ū j = 

∫ 
K j 

u h d r ∫ 
K j 

1 d r 
, ˜ u j = 

∫ 
K j 

u h r 
2 d r ∫ 

K j 
r 2 d r 

, (98) 

espectively. In cell K j , the forward and backward slopes are defined
s 

 u 

F 
j = 

ū j+ 1 − ū j 

r j+ 1 − r j 
, � u 

B 
j = 

ū j − ū j−1 

r j − r j−1 
, (99) 

here r j = ( r j+ 

1 
2 

+ r j− 1 
2 
) / 2 denotes the mid-point of K j . Then we

pply the minmod function in Cockburn & Shu ( 1989 ) to obtain 

˜ � u j = minmod 
(
� u j , β� u 

F 
j , β� u 

B 
j 

)
, (100) 
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Figure 3. Example 4.4 , the figure of numerical solution (blue) of density ρ (top left) and velocity u (top right) during collapse, compared with the standard 
scheme (red) and the reference solution (black). We compared the solutions at select central densities, approximately [10 10 , 10 11 , 10 12 , 10 13 , 10 14 ] g cm 

−3 , 
which correspond to ( −t ) = [51.0, 15.0, 5.0, 1.5, 0.5] ms. Velocity gradually decreases o v er time. The comparison of the total energy conservation between our 
proposed scheme and standard scheme versus central density shows in the bottom that when the time is close to ( −t ) = 0.5 ms, our proposed scheme has a much 
smaller total energy conservation than the standard scheme. 
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here 

 u j = 

u 

−
h,j+ 

1 
2 

− u 

+ 

h,j− 1 
2 

r j+ 

1 
2 

− r j− 1 
2 

, (101) 

ith β being a constant to be specified. In Pochik et al. ( 2021 ), it
as shown that β = 1.75 yields good results for a range of problems,

nd this value will also be used in this paper. If ˜ � u j and � u j are
he same, this indicates that a limiter is not needed in this cell. When
hey are different, we mark this cell K j as a troubled cell. In such cell,
e define a new linear polynomial ˜ u h,j as 

˜ 
 h,j = 

˜ u 

0 
j + 

˜ � u j ( r − r j ) , 

˜ u 

0 
j = 

˜ u j − ˜ � u j 

∫ 
K j 

( r − r j ) r 2 d r ∫ 
K j 

r 2 d r 
, (102) 

hich has the updated slope ˜ � u j while keeping the same weighted 
ell average as ˜ u j . In the cells that are not marked as troubled cells,
e simply set ˜ u h,j = u h,j . Finally, we replace the solution u h by the
pdated solution ˜ u h and continue the computation with the updated 
olution. This finishes the TVB limiter procedure. One can easily 
erify that the weighted cell average of ˜ u h,j are the same as u h in
ach computational cell, which yields the mass conservation property 
f the limiter procedure. 
Since the total energy depends non-linearly on the variable ρh , 

his TVB limiter may destroy the total energy conservation property, 
hich is satisfied by the proposed fully discrete method. To ensure

he total-energy-conserving property, we slightly modify the TVB 

imiter on the variable E h as outlined below. Since the Euler–Poisson
ystem does not conserve the non-gravitational energy E in the 
artial differential equation (PDE) level, we propose an additional 
orrection of ˜ E h,j as follows: 

˜ ˜ 
 h,j = 

˜ E h,j + 

∫ 
K j 

1 
2 ( ρh φh − ˜ ρh ̃

 � h ) r 2 d r ∫ 
K j 

r 2 d r 
(103) 
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Table 5. Example 4.5 , the time of bounce, central density at the bounce time, and central density at the final time for 
different number of cells. The left- and right-hand columns below each label represent the result of the proposed scheme 
and standard scheme, respectively. 

N � r 1 (km) a − 1 t b (ms) ρb (10 14 g cm 

−3 ) ρf (10 14 g cm 

−3 ) 

128 2 2.292 × 10 −2 91.10 91.09 3.65 3.66 2.87 2.81 
256 1 1.136 × 10 −2 91.13 91.13 3.68 3.68 2.81 2.79 
512 0.5 5.659 × 10 −3 91.16 91.16 3.65 3.63 2.81 2.80 
1024 0.25 2.823 × 10 −3 91.16 91.16 3.63 3.63 2.81 2.80 
2048 0.125 1.410 × 10 −3 91.17 91.17 3.62 3.62 2.81 2.80 

Figure 4. Example 4.5 , fluid velocity and thermal energy ratio versus radius after bounce. We use N = 256 cells and select six time slices after the bounce. 
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o ensure that the total energy 
∫ 

K j 
( E h + 

1 
2 ρh � h ) d r is not changed by

he limiting procedure. Here ˜ ˜ E h,j is the updated numerical solution
f E , ˜ E h,j is obtained in equation ( 102 ), ρh is the numerical solution
efore limiting, ˜ ρh is the numerical solution after limiting, and � h 

nd ˜ � h are the gravitational potential calculated from ρh and ˜ ρh ,
espectively. Note that ˜ � h is evaluated after ˜ ρh is available in all the
ells, hence even though a cell K j is not marked as troubled cell, the
alue of ˜ � h in this cell may be different from the original � h due
o modified ˜ ρh in troubled cells in other locations. Therefore, this
orrection (equation 103 ) will be applied for every cell regardless of
eing marked as troubled cells or not. 
The procedure of applying TVB limiter in each stage of RK method

s summarized below, where the forward Euler time discretization is
sed for ease of presentation. 

(i) At each time level t n (or every intermediate stage of RK
ethod), compute ρn + 1 

h , ( ρu ) n + 1 
h for all cells K j . 

(ii) Apply the TVB limiter to obtain ˜ ρn + 1 
h , ̃  ρu 

n + 1 . 
(iii) Evaluate ˜ � 

n + 1 
h based on the limited ˜ ρn + 1 

h . 
(iv) Compute E 

n + 1 
h (which employs the limited ˜ ρn + 1 

h and ˜ � 

n + 1 
h )

nd apply TVB limiter with total-energy-conserving correction to
˜ ˜ 
 

n + 1 
h (which involves both ρn + 1 

h , � 

n + 1 
h and ˜ ρn + 1 

h , ˜ � 

n + 1 
h ). 

EMARK 3.7. For the purpose of the well-balanced property, we
se u h − u 

e 
h instead of u h as an indicator to identify the troubled

ells (Xing 2014 ). If a cell is marked as a troubled cell, the update
rocedure is still applied on u h as mentioned abo v e. In the steady
tate, we have u h − u 

e 
h = 0, hence the TVB limiter will not take

ffect, and the well-balanced property will not be affected by the
imiter. 
NRAS 514, 370–389 (2022) 
 N U M E R I C A L  EXAMPLES  

n this section, numerical examples will be provided to verify the
roperties of our proposed scheme, including the well-balanced prop-
rty, total energy conservation properties, and high-order accuracy.
e use P 

2 piecewise polynomial in the DG method and the third-
rder RK method (equations 94 –96 ) in the numerical tests, unless
therwise stated. The Courant–Friedrichs–Lewy (CFL) number is
et as 0.16 to determine the time-step size. 

.1 Well-balanced and small perturbation tests 

n this example, we consider a simple polytropic equilibrium and
erify that our proposed scheme has the well-balanced property to
aintain this equilibrium up to round-off error. We set G = 1/(4 π) in

his example, and choose two cases, γ = 2 and γ = 1.2, along with
0 = 1 and κ = 1. We have the following initial data: 

( r, 0) = 

√ 

2 sin ( r √ 

2 
) 

r 
, ρu ( r, 0) = 0 , p( r, 0) = 

2 sin 2 ( r √ 

2 
) 

r 2 

(104) 

f γ = 2, and 

ρ( r, 0) = 

(
1 + 

1 

18 
r 2 
)−2 . 5 

, ρu ( r, 0) = 0 , 

( r, 0) = 

(
1 + 

1 

18 
r 2 
)−3 

(105) 

f γ = 1.2, on the domain � = [0, 1]. The reflecting boundary condi-
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ion is considered for the inner boundary and we set u 

+ (1) = u 

−(1)
t the outer boundary. We set the stopping time t = 4 on the mesh
ith 200 uniform cells, and present the L 

1 errors of the numerical
olutions in Table 1 , where both single and double precisions have
een considered in the simulation. We can see that errors stay at
he level of round-off errors for different precision, which verify the 
esired well-balanced property. 
Next, we show the advantage of our proposed scheme in capturing 

 small perturbation to the equilibrium state. The initial data are given
y imposing a pressure perturbation to the γ = 2 equilibrium: 

( r, 0) = 

√ 

2 sin 
(

r √ 

2 

)
r 

, ρu ( r, 0) = 0 , 

p( r, 0) = 

2 sin 2 
(

r √ 

2 

)
r 2 

+ A exp ( −100 r 2 ) (106) 

n the domain � = [0, 0.5]. The pressure is perturbed by a Gaussian
ump of amplitude A = 10 −6 in this test. We compute the solutions
ntil t = 0.2. A reference solution is computed with N = 400 for
omparison. We plot the velocity and pressure perturbation for N = 

00 in Fig. 1 , compared with the numerical solution of the non-well-
alanced DG scheme from Section 3.3 , and the reference solution. 
rom the figures, we can see that the well-balanced scheme resolves

he perturbation much better on a relatively coarse mesh. Similar test
nder the framework of finite difference methods in three dimensions 
an also be found in K ̈appeli & Mishra ( 2014 ). 

.2 Accuracy test 

(i) The accuracy test near the equilibrium state. 
n this example, we test the accuracy of the numerical solution near
he equilibrium state and use the same initial condition in equation 
 106 ) with parameter A = 0.001. We set the domain � = [0, 0.5],
olynomial degree k = 2, and stopping time t = 0.2, same as those
n Section 4.1 . Since the exact solution is unknown, we use the
umerical solution of N = 640 as a reference solution. The error
able are shown in T able 2 . W e can observe the optimal convergence
ate for all the variables. In addition, we also list the errors of the
tandard DG scheme (equation 36 ) in Table 3 for comparison. We
bserve that although both schemes have the optimal convergence 
rder, the errors of our proposed scheme are much smaller than those
f the standard scheme. 
(ii) The accuracy test far away from the equilibrium state. 

n this example, we provide an accuracy test for solutions far away
rom the equilibrium state, to test the high-order convergence rate of
he DG methods. We consider the following ‘manufactured’ exact 
olutions: 

( r , t) = 

exp ( t − r ) 

r 2 
, u ( r , t) = 1 , p( r, t) = 

1 

r 2 
. (107) 

s a result, the Euler–Poisson equation ( 34 ) becomes 

∂ u 

∂ t 
+ 

1 

r 2 

∂ 

∂ r 
( r 2 f ( u )) = s ( u , � ) + w ( r) , (108) 

ith an additional source term w ( r) given by 

 ( r) = 

(
0 , − exp (2( t − r)) + 2 r 

r 4 
, − exp (2( t − r)) 

r 4 

)T 

. (109) 

n this test, we set γ = 2, G = 1/(4 π), the computational domain is �
 [0.5, 1], and the stopping time is set to t = 0.1. The exact solution

s used to provide the boundary condition for the Euler equations, 
nd the boundary condition for the Poisson equation is set as 

∂ � h 

∂ r 
(0 . 5) = −4 exp ( t − 0 . 5) , � h (0 . 5) = 0 . (110) 

ince our computational domain does not contain the origin r =
, our approach of reco v ering the reference equilibrium state u 

d 

eeds an additional boundary condition instead of equation ( 14 ).
or simplicity, we skip the steps of reco v ering the reference state in
ection 3.4.2 and set a global steady state u 

d explicitly for all cells
ithout using equation ( 51 ): 

d ( r ) = 

√ 

2 sin 
(

r √ 

2 

)
r 

, u 

d ( r ) = 0 , p 

d ( r ) = 

2 sin 2 
(

r √ 

2 

)
r 2 

. (111) 

e have performed the simulations for various mesh size N . The
esults for k = 1 with the second-order RKDG scheme (equations 90
nd 91 ) and k = 2 with the third-order RKDG scheme (equations 94 –
6 ) are shown in Table 4 . We can observe the optimal convergence
ate for all the variables and k = 1, 2, which confirms the high-
rder accuracy of the proposed RKDG method. More specifically, 
he different source term approximations in each stage of the third-
rder RK method (equation 94 –96 ) yield the desired third-order
ccuracy. 

.3 Explosion 

n this example, we validate the shock capturing and total energy
onservation properties of our proposed scheme. The initial data are 
iven by 

ρ( r, 0) = 

sin ( 
√ 

2 π/κr) √ 

2 π/κr 
, ρu ( r, 0) = 0 , 

( r, 0) = 

{
ακρ( r, 0) 2 , r ≤ r 1 , 

κρ( r, 0) 2 , r > r 1 , 
(112) 

here we set κ = 1, γ = 2, G = 1 and increase the equilibrium
ressure by a factor α = 10 for r ≤ r 1 = 0.1. The computational
omain is set as � = [0, 0.5], and discretized with N = 200 cells.
e use P 

2 piecewise polynomial and the third-order RK method 
equations 94 –96 ). We set the boundary condition of the velocity
 (0.5, t ) = 0 at the outer domain boundary. We perform the simulation
p to time t = 0.15, and the numerical results are shown in Fig. 2 .
oth the well-balanced scheme and the standard DG scheme perform 

imilarly in capturing shocks, which means our proposed scheme 
oes not diminish the robustness of the shock capturing capability. 
oreo v er, we can observ e that our proposed scheme conserves total

nergy up to machine precision, while the standard DG scheme 
roduces an error of about 3.5 × 10 −6 at t = 0.15. 

.4 Yahil–Lattimer collapse 

n this section, we consider the Yahil–Lattimer collapse test, which 
nv olves self-gra vity and was studied in Endeve et al. ( 2019 ),
sing standard DG methods. It models the self-similar collapse 
f a polytropic star, i.e. p = κργ . In Yahil ( 1983 ), self-similar
olutions to the gravitational collapse problem were constructed 
or 6/5 ≤ γ < 4/3. With two-dimensional parameters in the model 
the gravitational constant G and the polytropic constant κ), the 
imensionless similarity variable is 

 = κ− 1 
2 G 

( γ−1) / 2 r( −t) γ−2 , (113) 

here the origin of time is the moment of infinite central density.
ll the hydrodynamic variables can be expressed as a function of X ,
MNRAS 514, 370–389 (2022) 
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Figure 5. Example 4.5 , central density as a function of time for the proposed (top two), the standard (mid two), and the standard with correction (equation 
103 ) (bottom two) DG schemes with N = 128 (blue dashed), 256 (red dash–dotted), 512 (green dotted), and 2048 (black solid). The right-hand figures represent 
zoomed-in versions for t ∈ [90, 110]. 
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nd the time-dependent Euler equations can be recast as a system
f ODEs (see Yahil 1983 , for details). Therefore, we use these self-
imilar solutions solved by the ODEs given in Yahil ( 1983 ) as a
eference solution. 

We show some numerical results obtained with γ = 1.3. We set the
omputational domain to � = [0, 10 10 ] cm discretized with N = 256
ells, and the collapse time to ( −t ) = 150 ms. We use a geometrically
NRAS 514, 370–389 (2022) 
ncreasing cell spacing, 

r j = r j+ 

1 
2 

− r j− 1 
2 

= a j−1 �r 1 , j = 1 , ..., N, (114) 

ith the size of the innermost cell set to � r 1 = 1 × 10 5 cm, and
ncreasing at a rate a = 1.03203. The size of the last element
s about 3 × 10 8 cm. The gravitational constant G is set to
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Figure 6. Example 4.5 , the mass density versus radius at t = 0.11 s of the proposed (blue dashed) and the standard DG scheme (red dash–dotted) with N = 

128 (top two), 256 (bottom two) compared with a reference solution of N = 2048 (black solid). The two right-hand figures represent the zoom-in version at r ∈ 

[200, 1100] km. 

Table 6. Example 4.5 , four energies at time t = 0.11 s. We compare the results of three schemes in this table for different 
number of cells N : the well-balanced and total-energy-conserving scheme, the standard scheme, the standard scheme 
with the new limiter correction (equation 103 ). 

N Case E int (10 51 erg ) E kin (10 51 erg ) −E grav (10 51 erg ) �E (10 51 erg ) 

128 wb 120.0 3.658 122.6 4.386 × 10 −11 

Standard 117.7 4.091 119.1 1.269 
Standard with correction 119.0 3.838 121.0 4.219 × 10 −2 

256 wb 117.7 3.452 120.0 2.886 × 10 −10 

Standard 116.8 3.681 118.8 0.425 
Standard with correction 117.3 3.543 119.6 5.976 × 10 −3 

512 wb 117.2 3.509 119.7 2.395 × 10 −10 

Standard 116.9 3.602 119.2 0.170 
Standard with correction 117.1 3.546 119.5 1.448 × 10 −3 

1024 wb 117.2 3.542 119.7 5.404 × 10 −10 

Standard 117.1 3.584 119.5 0.112 
Standard with correction 117.1 3.559 119.6 3.545 × 10 −4 

2048 wb 117.2 3.556 119.7 1.466 × 10 −9 

Standard 117.1 3.578 119.6 0.038 
Standard with correction 117.1 3.566 119.7 4.610 × 10 −5 
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.67430 × 10 −8 cm 

−3 g −1 s −2 . We use the reference solution
t time ( −t ) = 150 ms to compute the initial density and ve-
ocity. The polytropic constant κ = 9.54 × 10 14 is used to give
he initial pressure. We use the reflecting boundary condition for
he inner boundary and zeroth-order extrapolation for the outer
oundary. 
We simulate collapse until ( −t ) = 0.5 ms, and the central density

ncreases from about 10 9 to 10 14 g cm 

−3 . We plot the density
and velocity u at different times in Fig. 3 , and compare the

esults with the reference solutions obtained in Yahil ( 1983 ). The
gures show that our numerical method performs well during
ollapse. We also compare the total energy conservation property
etween our proposed scheme and the standard DG scheme. The
otal energy is defined as E tot = 

∫ 
�

(
E + 

1 
2 ρ � 

)
r 2 d r . The total

nergy conservation for RK3 time discretization � E is defined as
ollows: 

E( t m + 1 ) = E tot ( t 
m + 1 ) − E tot ( t 

m ) 

+ 4 π�t R 

2 
ˆ f 

n, [3] 
N+ 

1 
2 

+ f (1) , [3] 
N+ 

1 
2 

+ 4 f (2) , [3] 
N+ 

1 
2 

6 
, 

�E = 

M ∑ 

m = 1 

�E( t m + 1 ) , (115) 

here R is the outer boundary, N is the number of cells, and M is
he number of time-steps. When the time is close to ( −t ) = 0.5 ms
nd the density grow rapidly to 10 14 g cm 

−3 , our proposed scheme
aintains total energy conservation to round-off error, while that of

he standard scheme is much larger. 

.5 Toy model of stellar core collapse, bounce, and shock 

volution 

e consider a toy model of core-collapse supernova (CCSN) as
onsidered in Janka, Zwerger & Moenchmeyer ( 1993 ) and K ̈appeli
 Mishra ( 2016 ). This test simulates the spherically symmetric and

diabatic collapse, bounce, shock evolution, and protoneutron star
ormation for a simplified model using a phenomenological EoS. This
est provides a stringent check on the energy conservation properties
f our proposed scheme – especially during core bounce when CCSN
odes typically exhibit an abrupt change in the total energy (e.g.
kinner et al. 2019 ; Bruenn et al. 2020 ). 
The go v erning equations are giv en by equations ( 1 )–( 3 ) and ( 5 )

ith a non-ideal EoS. We first set γ = 4/3 and obtain an equilibrium
tate according to equations ( 6 ) and ( 7 ) for a central density ρc =
0 10 g cm 

−3 , polytropic constant κ = 4.897 × 10 14 (in cgs units),
nd gravitational constant G = 6 . 67430 × 10 −8 cm 

−3 g −1 s −2 . We
nitialize the collapse by reducing the adiabatic index from γ = 4/3
o a slightly smaller value γ 1 = 1.325. Then the initial internal energy
ensity is set as ρe = κργ1 / ( γ1 − 1) where the initial density ρ is
he equilibrium density for γ = 

4 
3 and the initial momentum is set to

ero. 
The EoS in this test consists of two parts, a polytropic part and a

hermal part, taking the form 

p = p p + p th , (116) 

ρe = ( ρe) p + ( ρe) th . (117) 

he polytropic part is given by 

 p = p p ( ρ) = 

{
κ1 ρ

γ1 , ρ < ρnuc , 

κ2 ρ
γ2 , ρ ≥ ρnuc , 

(118) 
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here ρnuc = 2 × 10 14 g cm 

−3 is the nuclear density parameter and
eparates two different regimes with different adiabatic inde x es, γ 1 

 1.325 and γ 2 = 2.5. (This mimics the stiffening observed in more
ealistic EoSs as the matter composition transitions from consisting
f nucleons and nuclei to bulk nuclear matter.) The polytropic internal
nergy density is given by 

 ρe) p = ( ρe) p ( ρ) = 

{
E 1 ρ

γ1 , ρ < ρnuc , 

E 2 ρ
γ2 + E 3 ρ, ρ ≥ ρnuc , 

(119) 

here the parameters E 1 , E 2 , E 3 , κ1 , and κ2 are given by 

 1 = 

κ

γ1 − 1 
, κ1 = κ, κ2 = ( γ2 − 1) E 2 , 

 2 = 

κ

γ2 − 1 
ργ1 −γ2 

nuc , E 3 = 

γ2 − γ1 

γ2 − 1 
E 1 ρ

γ1 −1 
nuc . (120) 

ne can easily check that the polytropic pressure and internal energy
ensity are both continuous across the density ρ = ρnuc . The thermal
art is given by 

 th = ( γth − 1)( ρe) th , ( ρe) th = ρe − ( ρe) p , (121) 

here γ th = 1.5. We note that the initial thermal pressure is zero in
his test. Combining the abo v e e xpressions, we can write the complete
oS in this test as 

 = p( ρ, e) = 

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

( γth − 1) ρe + 

γ1 − γth 

γ1 − 1 
κργ1 , ρ < ρnuc , 

( γth − 1) ρe + 

γ2 − γth 

γ2 − 1 
κργ1 −γ2 

nuc ργ2 

− ( γth − 1)( γ2 − γ1 ) 

( γ2 − 1)( γ1 − 1) 
κργ1 −1 

nuc ρ, ρ ≥ ρnuc . 

(122) 

e note that there may be a different γ in different regions of
he computational domain ( γ 1 versus γ 2 ) and we use the γ of
he innermost cell to calculate n and the corresponding numerical
olution θn in Section 3.4.1 . 

We set the computational domain as � = [0, 1.5 × 10 3 ] km with
 geometrically increasing cell spacing, 

r j = r j+ 

1 
2 

− r j− 1 
2 

= a j−1 �r 1 , j = 1 , ..., N, (123) 

uch that the mesh can be defined by specifying the size of the
nnermost cell � r 1 and the increasing rate a . Different values of � r 1 
nd a have been utilized in the test with values specified in Table 5 .
e use the reflective boundary condition for the inner boundary

nd zeroth-order extrapolation for the outer boundary. We set k =
 and use the third-order RK method (equations 94 –96 ) in this test.
he simulation is performed from t = 0 to 0.11 s. According to

he description in Janka et al. ( 1993 ) and K ̈appeli & Mishra ( 2016 ),
he central density will continue to increase until it exceeds nuclear
ensity ρnuc and the EoS stiffens to form an inner core that eventually
ettles to a new equilibrium configuration (the protoneutron star).
ecause of its inertia, the inner core o v ershoots its equilibrium and

ebounds to form the shock wave. This is the so-called core bounce,
nd in this paper the time of bounce is set as the time when the average
ensity within the innermost 2 km, which is called central density,
eaches its maximum. Because of the absence of energy losses in
ur model (i.e. from deleptonization by neutrinos and dissociation of
uclei below the shock), the shock wave does not stall, but propagates
owards the outer boundary of the domain. 

We note that the dynamics before bounce is similar to the case
iscussed in Section 4.4 . We refer to the top right-hand panel in
ig. 3 for the evolution of the velocity, and the thermal energy ratio
 th = ( ρe) th / ( ρe) is almost zero across the whole computational
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Figure 7. Example 4.5 , the time history of the internal energy E int (blue solid), kinetic energy E kin (green dashed), ne gativ e gravitational energy −E grav (red 
dash–dotted), and change in total energy � E (black dotted), with N = 128 (left-hand figures) and N = 256 (right-hand figures). We compared the solutions of 
our proposed scheme (in the top figures), the standard DG scheme (in the mid figures), and standard DG scheme with correction term (equation 103 ) (in the 
bottom figures). 
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omain before bounce. To illustrate the dynamics after bounce, we
efer to Fig. 4 , which shows the fluid velocity and thermal energy
atio versus radius for select time slices. We can see the shock forms
t bounce at a radius between 10 and 20 km, and then gradually
ropagates to the outer boundary. The thermal energy remains very
mall in the inner core, below the location where the shock formed,
hile it increases sharply across the shock. Behind the initial shock,

everal smaller shocks form and propagate radially as a result of
scillations in the protoneutron star as it settles to a hydrostatic
quilibrium state. 

We test the proposed well-balanced and energy-conserving DG
ethod and the standard DG method with different number of grids

nd present them in Table 5 , from which we observe that the time
f bounce, the central density of the bounce, and the final central
ensity at t = 110 ms are very similar for all the cases N = 128, 256,
12, 1024, and 2048. We show the central density as a function of
ime in Fig. 5 . Both the proposed and standard DG schemes simulate
his test well. In the zoom-in figure, the proposed scheme is shown to
e slightly better than the standard scheme for N = 256 and t ∈ [91,
4]. In Fig. 6 , we show the density versus radius at t = 0.11 s for the
ase N = 128 and 256. We can observe that there are small shocks
t the region r ∈ [200, 1100], and our proposed scheme performs
uch better than standard scheme in capturing these shocks (when

ompare with the high-resolution reference simulation), especially
or the case with N = 256. 

At last, we define the energies as follows: 

E int = 

∫ 
�

ρe 4 πr 2 d r, E kin = 

∫ 
�

1 

2 
ρu 

2 4 πr 2 d r, 

 grav = 

∫ 
�

1 

2 
ρ� 4 πr 2 d r, (124) 

here E int , E kin , and E grav denote the internal energy, kinetic energy,
nd gravitational energy , respectively . We list these three energies
 int , E kin , −E grav , and the total energy conservation � E in equation
 115 ) for different number of cells N at time t = 0.11 s in Table 6 . Our
bjective is to study how different schemes and limiters affect the
otal energy conservation � E . Three different cases are considered
n this table: our well-balanced and total-energy-conserving scheme,
he standard RKDG scheme, and the standard scheme with the new
imiter correction (equation 103 ) (results for this latter scheme are
lso plotted in the bottom panels in Fig. 5 ). The reason for including
he standard scheme with the correction is moti v ated by results from
ochik et al. ( 2021 ), which suggest that limiters may ne gativ ely

mpact the energy conservation properties of the standard DG scheme
or the Euler–Poisson system. From Table 6 (rightmost column), we
an see that the well-balanced scheme can maintain the total energy
onserv ation to round-of f errors. For the standard scheme, neither the
ase with the standard limiter nor the case with the correction term
an maintain the round-off errors. However, we note that the standard
cheme with the correction is substantially better than the standard
cheme with the standard limiter. We plot E int , E kin , −E grav , and total
nergy conservation � E versus time in Fig. 7 for the simulations
ith N = 128 and 256. We can see that the total energy conservation

or the standard scheme increases rapidly near bounce, and remains
elatively constant thereafter, while for our proposed scheme the
hange in the total energy remains small and is not affected by core
ounce. 

 SUMMARY  A N D  C O N C L U S I O N  

e have developed high-order, total-energy-conserving, and well-
alanced DG methods for solving the Euler–Poisson equations in
NRAS 514, 370–389 (2022) 
pherical symmetry. Our proposed scheme can preserve polytropic
teady states and the total energy up to round-of f errors. K eys to
hese properties are the new way of reco v ering the steady states, the
ell-balanced numerical flux, the no v el source term approximations

the well-balanced and total energy conserving parts), the total
nergy correction term for the limiter, and the newly defined time
iscretization. We have compared the performance of our proposed
cheme with the standard scheme in several different situations,
hich all demonstrate the benefits of our proposed scheme. In all

hese examples, we can observe the round-off errors for the steady
tate solutions and total energy conservation, while the standard
cheme cannot. In our opinion, the properties of our proposed scheme
ay be advantageous for simulating CCSNe in the context of non-

elativistic, self-gravitating hydrodynamics. 
There are still challenges that remain to be solved in future

orks. Importantly, CCSNe, and related systems where the methods
eveloped here could be applicable, are inherently multidimensional
ue to e.g. rotation, hydrodynamic instabilities, and magnetic fields
M ̈uller 2020 ). The steady states considered in this work are valid
nly in spherical symmetry, and it will likely become much more
omplicated to generalize the well-balanced property to multiple
patial dimensions, which is the main reason we did not consider
ultidimensional methods in this paper. For extensions to multiple

patial dimensions, the main difficulty relates to how the desired
teady states are characterized. Ho we ver, for problems that can be
haracterized as being nearly spherically symmetric (i.e. where the
ravitational potential is dominated by the monopole component),
uch as CCSNe originating from slowly rotating stars, the methods
eveloped here may potentially still be beneficial, but this remains to
e investigated. The extension of the energy conservation property
o multiple spatial dimensions appears to be more straightforward,
nd will be considered in a future study. Another topic to consider
n future work is the generalization of the well-balanced property to
abulated nuclear EoSs needed for more physically realistic models.
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